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A negative phase shift of the winter AO/NAO due to the recent Arctic sea-ice reduction in late autumn
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Abstract This paper examines the possible linkage between the recent reduction in Arctic sea-ice extent and the wintertime Arctic Oscillation (AO)/North Atlantic Oscillation (NAO). Observational analyses using the ERA interim reanalysis and merged Hadley/Optimum Interpolation Sea Surface Temperature data reveal that a reduced (increased) sea-ice area in November leads to more negative (positive) phases of the AO and NAO in early and late winter, respectively. We simulate the atmospheric response to observed sea-ice anomalies using a high-top atmospheric general circulation model (AGCM for Earth Simulator, AFES version 4.1). The results from the simulation reveal that the recent Arctic sea-ice reduction results in cold winters in mid-latitude continental regions, which are linked to an anomalous circulation pattern similar to the negative phase of AO/NAO with an increased frequency of large negative AO events by a factor of over two. Associated with this negative AO/NAO phase, cold advection from the Arctic to the mid-latitude increases. We found that the stationary Rossby wave response to the sea-ice reduction in the Barents Sea region induces this anomalous circulation. We also found a positive feedback mechanism resulting from the anomalous meridional circulation that cools the mid-latitudes and warms the Arctic, which adds an extra heating to the Arctic air column equivalent to about 60% of the direct surface heat release from the sea-ice reduction. The results from this high-top model experiment also suggested a critical role of the stratosphere in deepening the tropospheric annular mode and modulation of the NAO in mid to late winter through stratosphere-troposphere coupling.

1. Introduction

The recent decrease in Arctic sea-ice extent (SIE) is a marked signature of global warming in the troposphere, which is likely a combined result of anthropogenic radiative forcing by increasing greenhouse gases, natural variability, and feedbacks within the Earth’s ice-ocean-atmosphere coupled system on a decadal timescale [Serreze et al., 2007, 2009; Comiso et al., 2008; Schweiger et al., 2008; Kay et al., 2011]. Previous studies have examined the atmospheric response to changes in Arctic SIE to gain a better understanding of the underlying feedback mechanisms and interactions of the Arctic ice-ocean-atmosphere coupled system. Anomalously cold winters in the mid-latitudes over Eurasia have been linked to an atmospheric response to Arctic summer sea-ice reduction [Francis et al., 2009; Honda et al., 2009; Petoukhov and Semenov, 2010; Inoue et al., 2012; Liu et al., 2012; Tang et al., 2013]. The dynamical processes associated with this remote response have been identified in both observation-based analysis and atmospheric general circulation model (AGCM) experiments. Francis et al. [2009] found that changes in Northern Hemisphere (NH) atmospheric circulation such as the weakening of the polar jet stream are associated with a reduction in Arctic sea ice. Honda et al. [2009] showed that the stationary Rossby wave response to the increased turbulent heat flux resulting from summer Arctic-ice reduction intensifies the wintertime Siberian high that brings cold air outbreaks.

Previous studies have noted that Arctic sea ice is affected by atmospheric variability associated with the Arctic Oscillation (AO)/Northern Hemisphere Annular Mode (NAM) [e.g., Rigor et al., 2000, 2002; Ogi et al., 2008, 2010; Ogi and Yamazaki, 2010; Stroeve et al., 2011], which is a dominant mode of Northern Hemisphere atmospheric variability [Thompson and Wallace, 1998, 2000]. Other large-scale variations, such as the dipole pattern in the Arctic, also have an impact on Arctic sea ice [Wu et al., 2006; Maslanik et al., 2007; Stroeve et al., 2007; Holland et al., 2008; L’Heureux et al., 2008; Wang and Overland, 2009]. On the other hand, some studies have reported that the negative phase of the AO/NAM appears as a response to Arctic sea-ice reduction in AGCM experiments with prescribed sea-ice or Sea Surface Temperature (SST).
conditions [Alexander et al., 2004; Deser et al., 2004; Magnusdottir et al., 2004; Yamamoto et al., 2006; Kim et al., 2014; Mori et al., 2014]. Recently, a relationship between summer Arctic ice reduction and the negative phase of the AO/NAM and North Atlantic Oscillation (NAO) signals in winter has been identified [Jaiser et al., 2012; Liu et al., 2012]. Observation-based studies have reported that the negative trends in the AO/NAM and NAO are related to the decreasing trend in Arctic sea ice from summer to autumn [Overland and Wang, 2010; Hopsch et al., 2012; Rinke et al., 2013] and the increasing trend in Eurasian snow cover [Cohen et al., 2012]. Results from numerical simulations using atmosphere-ocean coupled models suggest that Arctic sea-ice variability and the modulation of the AO/NAM are linked [Sokolova et al., 2007; Cohen et al., 2012]. Recognizing a potentially critical role of this link in the NH climate system, the primary goal of this study is to determine the underlying processes connecting Arctic sea-ice variability, the associated atmospheric response, and modulation of the AO/NAM and the NAO. Our understanding of the atmospheric response to Arctic sea-ice variability is often hindered by a large amount of internal atmospheric variability [Deser and Phillips, 2009; Screen et al., 2013]. Noting this difficulty, we evaluate changes in the probability distribution of the AO/NAM index related to sea-ice reduction while taking internal atmospheric variability into account. We have used an AGCM to address these issues by conducting sensitivity experiments with changing boundary conditions representing sea-ice variability. In particular, we used a model with a sufficiently high model top to allow a reasonable representation of stratospheric variability. This is because the behavior of the AO/NAM and the NAO in the troposphere is related to the strength of the polar vortex aloft [Baldwin and Dunkerton, 1999, 2001; Ambaum and Hoskins, 2002; Polvani and Waugh, 2004].

In this paper, we first examine the observed atmospheric variability in the NH associated with Arctic sea-ice variability. Next, we investigate the climatological impacts of recent Arctic ice reduction using AGCM experiments, and finally, we examine the modulation of the simulated AO/NAM through an analysis of the model results.

2. Data and Indices

2.1. Sea Surface Temperature (SST) and Sea-Ice Concentration (SIC)

We used the merged Hadley-National Oceanic and Atmospheric Administration (NOAA)/Optimum Interpolation (OI) Sea Surface Temperature (SST) and Sea-Ice Concentration (SIC) [Hurrell et al., 2008] datasets for the period 1979–2011. We defined a sea-ice area (SIA) index as SIC (%) × grid area (m²) integrated northward of 65°N for each calendar month, representing interannual variations of the Arctic sea ice.

The same data were also used as boundary conditions for sensitivity experiments using an AGCM. To examine the influences of the recent Arctic ice reduction, we used 5-year monthly varying climatologies for an Early period (1979–1983) and a Late period (2005–2009). As an example of changes in SIC and thus converted grid-wise averaged sea-ice thickness (SIT) (see section 2.4 for the detailed discussion regarding the conversion of SIC and SIT and the relationship with the turbulent heat flux), Figure 1a shows SIT anomalies between the late and early periods in September. Figures 1b and 1c show SIT anomalies in November and January, respectively. The SIT shows large sea-ice reductions in the East Siberian Sea in September, in the Barents-Kara Sea and the Bering Strait in November, and in the Barents Sea, the Nordic Sea, and the Sea of Okhotsk in January. Figures 1d–1f show regression coefficients of detrended SIT anomaly against the detrended and normalized SIA index in September, November, and January, respectively. Spatial patterns of Late-minus-Early anomalies are similar to the regressions, while magnitudes of Late-minus-Early anomalies are about four times larger than the regression. We thus deduce that similar physical processes dominate the atmospheric responses to the Arctic sea-ice changes on interannual and decadal timescales.

2.2. ERA Interim Reanalysis

We used monthly mean data from the European Centre for Medium-Range Weather Forecasts (ECMWF) ERA interim reanalysis for the period 1979–2012 [Dee et al., 2011]. Data were averaged over 3-month periods (e.g., December, January, and February; DJF) to reduce noise caused by the high-frequency internal variability of atmospheric fields. We used linear regression to evaluate the impacts of sea-ice variations over interannual timescales, in which the ERA interim data and SIA index for the period 1979–2012 were detrended before regressing atmospheric variables on the SIA index.
2.3. Annular Mode Indices

We used the AO and NAO indices provided by the National Oceanic and Atmospheric Administration (NOAA) Climate Prediction Center (CPC) (http://www.esrl.noaa.gov/psd/data/climateindices). The indices were averaged for 3 months prior to use. Furthermore, we calculated the empirical orthogonal functions (EOF) of 3-month mean geopotential height at 500 hPa (Z500) northward of 30°N. Area weighting was applied to the height fields before carrying out EOF analysis. The spatial pattern of the primary mode was quite similar to the Z500 anomaly regressed on the AO index in the individual 3-month mean. The EOF1 score of this Z500-EOF was used as an annular mode index (Z500-EOF1 score) in the middle troposphere.

2.4. Model and Simulations

We used the AGCM for Earth Simulator (AFES) [Ohfuchi et al., 2004, 2007; Enomoto et al., 2008; Kuwano-Yoshida et al., 2010] version 4.1 with triangular truncation at horizontal wavenumber 79 (T79; approximately 1.5° horizontal resolution), and with 56 vertical levels and the model top of about 60 km. The AFES version 4.1 used here is a major update of the version previously used by Honda et al. [2009], as the horizontal resolution and model top are both higher (increasing from T42 to T79 and 30 to 60 km, respectively). Our model does not treat SIC directly; instead, each model grid cell is either treated as being ice-covered or ice-free. To allow our model to represent a reasonable amount of the turbulent heat flux associated with variable SIC, SIC data were converted into SIT. We assumed a maximum ice thickness in the Arctic of 50 cm so that SIC from 0% to 100% was linearly converted into SIT from 0 to 50 cm. We then set all grid cells where converted SIT was less than 5 cm to have no ice (i.e., 0 cm). Although 50 cm is much thinner than a typical Arctic SIT value, the turbulent heat flux over sea ice is simulated reasonably well due to the large reduction in the conductive heat flux through sea-ice thicker than 30–50 cm [Maykut, 1982]. Observation-based estimates of the turbulent heat flux in the Arctic are about $-10 \text{ W m}^{-2}$ over the fully sea-ice-covered region and about 300–320 W m$^{-2}$ over the open-water region [Maykut, 1982; Renfrew et al., 2002]. The simulated heat flux in the Arctic of our model is comparable with observations (see Appendix A). Perpetual model runs were performed with boundary conditions of mean seasonal cycles of the global SST and SIT. Other external forcings were all fixed as follows: 380 ppmv for CO$_2$, 1.8 ppmv for CH$_4$, and the monthly climatological mean
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**Figure 1.** (a–c) SIT (cm) anomalies of *Late* (2005–2009) minus *Early* (1979–1983) periods in September, November, and January, respectively. (d–f) Sign-reversed regression coefficients of detrended SIT anomaly against normalized sea-ice area index in September, November, and January, respectively. The signs of the regression coefficients have been reversed so that they correspond to the decrease in Arctic sea ice.
O₃ for 1979–2011 obtained from the Japanese 25-year Reanalysis (JRA-25)/Japan Meteorological Agency (JMA) Climate Data Assimilation System (JCDAS) reanalysis data [Onogi et al., 2007]. Default values of aerosol and incident solar radiation were used.

The control run (CNTL) was performed with a 5-year monthly varying climatology of SST and SIT for the Early period (1979–1983). A perturbed run (N.ICE) used the same SST as CNTL but SIT climatology for the Late period (2005–2009). The two cases are summarized in Table 1. Both runs used the same initial conditions (the January 1979 monthly mean from JRA-25/JCDAS). We carried out 60-year integrations after an 11-year spin-up. The differences between the 60-year averages of CNTL and N.ICE (N.ICE minus CNTL) were examined. By this experimental design, only the sea-ice difference is responsible for atmospheric differences without any influences from other external forcings such as SST variations. Daily mean outputs of all variables were averaged over 3 months, and we focused on the boreal winter (DJF).

### 3. Results

#### 3.1. Observational Evidence for an Ice-Atmosphere Linkage

First, we examined observational evidence for a relationship between wintertime atmospheric and Arctic sea-ice variations. As sea ice has a much longer memory than the atmosphere, we calculated the lag-correlations between the DJF mean AO index and the SIA index in the preceding months. After detrending both the AO index and SIA index, the correlations were 0.14, 0.28, 0.48, and 0.26 for the SIA in September, October, November, and December, respectively. The maximum correlation, between November SIA and the DJF mean AO index, exceeds the 95% statistical confidence level. The time series of November SIA and the DJF mean AO and NAO indices are shown in Figure 2. Both of the DJF-averaged AO and NAO indices are significantly correlated with the November SIA, at both interannual and decadal timescales (e.g., the negative trends after 1989).

Figure 3 (top row) shows anomalies of 3-month mean geopotential height at 500 hPa (Z500) from October–November–December (OND) to January–February–March (JFM) regressed on the time series of the November Arctic sea-ice area. Note that the sign is reversed so that anomalies shown are associated with a decrease in Arctic sea ice. Most of the regressed anomalies show positive anomalies in the Arctic Ocean region but negative anomalies at mid-latitudes. This structure of the geopotential height anomaly resembles the negative phase of the AO/NAM pattern. Consistent with this result, regressions of sea level pressure (SLP) anomalies shown in Figure 3 (middle row) have persistent positive anomalies in the Arctic Ocean region and negative anomalies at mid-latitudes. In comparison, Figure 4 shows sign-reversed correlation coefficients of the November SIA index with the AO index from August–September–October (ASO) to March–April–May (MAM) (solid black line). The correlations are negative, with large magnitudes from −0.42 in ASO to −0.53 in DJF, and then rapidly decrease to a minimum in February–March–April (FMA). While the correlations of Z500-EOF1 score (dashed black line) are similar to those of the AO index, high negative correlations of the NAO index (gray line) occur in wintertime. This strong relationship between the annular mode from late summer to mid-winter and November sea-ice variability suggests that the summer annular mode may affect the summer-to-autumn Arctic sea ice and the autumn Arctic sea ice may affect the winter annular

---

**Table 1.** Description of the Perpetual Model Simulations

<table>
<thead>
<tr>
<th>Integration period (years)</th>
<th>SST</th>
<th>SIT</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNTL</td>
<td>60</td>
<td>Early</td>
</tr>
<tr>
<td>N.ICE</td>
<td>60</td>
<td>Early</td>
</tr>
</tbody>
</table>

“Early” (“Late”) indicates that the boundary conditions were monthly averaged SST or SIT for a 5-year period covering 1979–1983 (2005–2009).
mode, because the annular mode signal does not persist beyond the season. While the negative anomalies of Z500 in central to eastern Siberia are significant in early winter (OND and November–December–January; NDJ), those in Europe and the North Atlantic are significant in late winter (NDJ–JFM) as seen in Figure 3, top row. Such a shift in the spatial pattern from Siberia to the North Atlantic is also found in the SLP anomalies (Figure 3, middle row). During OND, positive anomalies in the Arctic Ocean extend toward Eurasia around 90°E. Then, from NDJ to JFM, negative anomalies in the North Atlantic gradually develop as extensions of the positive anomalies around 90°E gradually vanish.

Anomalies in the temperature at 2-m height (T2m) also show this shift (Figure 3, bottom row). That is, during OND and NDJ, cold anomalies are found in eastern Siberia associated with the high-pressure anomalies in northern Siberia (i.e., intensification of the Siberian high), and during DJF and JFM, cold anomalies are found in eastern Europe. These results indicate that sea-ice variability in late autumn is strongly related to the AO/NAM-like variations from late summer to mid-winter. Furthermore, interannual variations in wintertime atmospheric fields show a gradual shift from negative (positive)

Figure 3. (Top) 3-month mean geopotential height anomalies at 500 hPa (Z500) during (from left to right) OND, NDJ, DJF, and JFM. These anomalies are lag regression coefficients against the normalized SIA index in November. Note that the sign of the coefficients is reversed so that red (blue) corresponds to positive (negative) anomalies when Arctic sea ice decreases. The contour interval is 5 m, and the zero line is omitted. Light and heavy shading indicate statistical significance of over 95% and 99%, respectively. (Middle) Regression coefficients of sea level pressure with a contour interval of 0.5 hPa. (Bottom) Regression coefficients of 2-m temperature with a contour interval of 0.5 K.

Figure 4. Changing correlation between the November SIA index and 3-month mean AO/NAO indices and Z500-EOF1 score from ASO to MAM. As in Figure 1, signs of the correlation coefficients have been reversed so that they correspond to decreases in Arctic sea ice.
AO-like signals in early winter to negative (positive) NAO-like signals in mid-winter associated with the decrease (increase) in November sea-ice extent. The above results indicate the possible influence of Arctic sea-ice reduction in late autumn on the recent negative trend in winter annular modes. However, the lag correlation analysis does not rule out a possibility that sea ice is not a controlling factor and other factors such as SST variations in the tropics affect both circulation and sea ice with different lagging timescales, thereby leading to an apparent lag relationship between sea ice and circulation. In order to examine if sea ice alone affects atmospheric circulation in a manner consistent with our observations, we specifically design our numerical experiment with the prescribed sea ice in high and low states while anything else being fixed. Thus, our experiment provides information as to how changes in the NH sea ice alone affect the atmosphere.

3.2. Climatological Impact of Recent Ice Reduction
3.2.1. Model Results and Comparisons With Observations
In this section, we analyze the differences between the CNTL and N.ICE runs to evaluate the climatological impact of the recent Arctic sea-ice reduction. We also compare model results with fields regressed upon the November SIA index from the ERA interim reanalysis data.

We first examine Z500 and T2m because they are essential variables that represent atmospheric variability in the troposphere and near the surface, respectively. Figure 5a shows the Z500 anomalies of N.ICE with respect to CNTL. Positive anomalies are found over the Arctic Ocean, while negative anomalies are found at mid-latitudes in the Pacific and Atlantic Ocean. Although changes in sea ice in the Arctic Ocean are solely responsible for the anomalous atmospheric fields, significant anomalies are found in mid-latitudes. A wave-train-like structure along the Eurasian Arctic coast (i.e., Europe-Barents-Siberia) resembles the Eurasian (EU) pattern [Wallace and Gutzler, 1981; Ohhashi and Yamazaki, 1999]. Figure 5b shows that the T2m anomalies are positive in the Arctic Ocean and the Sea of Okhotsk, and negative in the mid-latitudes, corresponding to the Z500 anomalies. Cold anomalies in Siberia through East Asia are large in size and statistically significant, while those in Europe and eastern North America are smaller and less significant.

Next, we examine to what extent the model results spatially resemble the regression maps of ERA interim data upon the November SIA index (Table 2). The spatial correlations of simulated Z500 anomalies in DJF (northward of 30°N) with the ERA interim anomalies in NDJ and DJF are significantly high, with coefficients of 0.86 and 0.69, respectively. The spatial correlations of simulated T2m are similar but generally

| Table 2. Spatial Correlation Coefficients Between Model Fields (see Figures 5a and 5b) and ERA Interim Anomaly Fields in NDJ and DJF Regressed on the November SIA Index (top and bottom columns of Figure 3) 
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>500 hPa geopotential height</td>
<td>2-m temperature</td>
<td></td>
<td></td>
</tr>
<tr>
<td>---------------------------------</td>
<td>---------------------------------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ERA in NDJ</td>
<td>ERA in DJF</td>
<td>ERA in NDJ</td>
<td>ERA in DJF</td>
</tr>
<tr>
<td>N.JCE minus CNTL in DJF</td>
<td>0.86</td>
<td>0.69</td>
<td>0.28</td>
</tr>
</tbody>
</table>

*The correlations were calculated using anomaly fields northward of 30°N.
substantially weaker. The stronger correlations for Z500 suggest a stronger role for tropospheric dynamics rather than a direct near-surface response to boundary forcing. The high correlations of Z500 anomalies suggest that the model accurately simulates the atmospheric response to the sea-ice reduction. Note that the correlation is slightly higher for NDJ than for DJF. In the remainder of this section, we use the regression fields in NDJ for comparison with the model results.

Figures 6a and 6b show the NH temperature response in \textit{N.ICE} relative to \textit{CNTL}, and its zonal mean, respectively. Significant cold anomalies are found in eastern Siberia and warm anomalies over the Arctic Ocean and the Sea of Okhotsk. The zonal mean temperature response shows large warm anomalies in the polar region. In the mid-latitudes, while the zonal mean temperature response shows small anomalies, anomalies averaged only over land are clearly negative. The area-weighted temperature response over the NH mid-latitudes (30–60°N) is nearly zero, −0.01 K. However, averaging only over the land area gives −0.10 K, with a minimum of −0.29 K at 44.1°N. In comparison, Figure 6c presents regressed fields of observed NDJ mean temperatures at 850 hPa associated with the normalized time series of November SIA index. Warm anomalies in the Arctic and cold anomalies over mid-latitude land are also found. Continental cold anomalies are located in North America, Europe, and eastern Siberia. Simulated spatial pattern of the cold anomalies resemble the observed pattern, although for the simulation, there are no significances in North America and less in Europe. The area-weighted temperature response averaged over the NH mid-latitudes (30–60°N) is −0.09 K, with a minimum of −0.17 K at 45.0°N; averaged only over land, this becomes −0.18 K, with a minimum of −0.30 K at 49.5°N. Those results strongly suggest that the recent sea-ice reduction contributes to the cooling of the NH continents.

3.2.2. Stationary Rossby Wave Response and Associated Modulation of the Meridional Circulation

Having recognized the statistical relationships between Arctic sea-ice reduction and the atmospheric response in both geopotential height and temperature fields, we next consider possible mechanisms for the occurrence of cold anomalies over NH land. Figure 7 shows DJF-averaged 3D temperature advection...
anomalies (\textit{N.ICE} minus \textit{CNTL}) caused by climatological temperature advected by anomalous winds. Advection of cold air from the climatological cold core by the anomalous wind produces the near-surface temperature anomalies over eastern Siberia, North America, and western Europe. The anomalous wind at 850 hPa corresponds to a geostrophic relationship with the geopotential height anomalies in the upper levels (e.g., 500 hPa in Figure 5a). The upper-level geopotential anomalies (which are strongly associated with potential vorticity anomalies) induce low-level wind anomalies \cite{Lau and Holopainen, 1984; Lau and Nath, 1991} and are consistent with the results of Honda et al. \cite{2009}. We next examine how the Arctic ice reduction affects changes in the atmospheric circulation in the middle to upper troposphere. To achieve this, following Honda et al. \cite{2009}, we used the wave activity flux (WAF) developed by Takaya and Nakamura \cite{2001}, which indicates the 3D group velocity of a quasi-geostrophic wave packet and thus the propagation of the stationary Rossby wave activity. Figure 8a shows anomalous fields of the \textit{N.ICE} experiment (\textit{N.ICE} minus \textit{CNTL}) including the turbulent heat flux (i.e., the sum of sensible and latent heat fluxes from the surface to the atmosphere), the vertical component of the WAF at 700 hPa, and the horizontal vectors of the WAF at 300 hPa. The southward propagation of the Rossby wave train that originates in the Arctic region can be seen in eastern Siberia. The disturbance in eastern Siberia (around Lake Baikal, 110°E 50°N) originates from an upward propagation of the Rossby wave activity associated with turbulent heat flux anomalies over the Barents Sea. Figure 8b shows geopotential height anomalies at 300 hPa (Z300) from the \textit{N.ICE} experiment (\textit{N.ICE} minus \textit{CNTL}) and corresponding WAF. The wave activity propagates from the Barents Sea region to eastern Siberia where cyclonic anomalies are found. Figure 8c shows vertical-meridional cross-sections of geopotential height anomalies, and zonal and vertical components of the WAF along the brown line in Figure 8b. The Rossby wave activity propagates upwards and eastwards from the wave source near the surface in the Arctic region (northward of 65°N). This is similar to the result of Honda et al. \cite{2009}, who found cyclonic anomalies in eastern Siberia formed by a stationary Rossby wave response to the sea-ice reduction in the Barents Sea. The pathway of WAF in eastern Siberia is located west of the climatological troughs (Figure 9a) and is collocated with the southeastward extension of the jet stream. This is consistent with the idea that the Rossby wave train prefers to propagate along a waveguide where the meridional gradient of the absolute vorticity is large (red hatching in Figure 9b). Therefore, this result implies that Arctic ice reduction induces a modulation of the climatological planetary wave, which is accompanied by changes in the meridional circulation that are related to the heat exchange between the Arctic and mid-latitudes. We next examine changes in the meridional circulation based on transformed Eulerian mean (TEM) diagnosis in an attempt to estimate the feedback of these circulation changes onto the Arctic climate. Figure 10a shows DJF zonal mean wind anomalies of \textit{N.ICE} with respect to \textit{CNTL}. A dipole pattern from the weakened subpolar jet (50–70°N) and intensified subtropical jet (around 30°N) is evident in the troposphere, and the former connects with the weakened polar vortex in the stratosphere (around 70°N). Figure 10b shows anomalies in the Eliassen-Palm (EP) flux \cite{Andrews and McIntyre, 1976} and its divergence. Upward wave propagation is enhanced in the lower to middle troposphere, and the upper tropospheric zonal flow at high latitudes.
Figure 8. DJF-averaged anomalies of N.ICE with respect to the CNTL run. (a) Shading, contours, and arrows indicate turbulent heat flux ($W \text{ m}^{-2}$; i.e., sensible plus latent heat, upward positive), the vertical component of wave activity flux ($10^{-2} \text{ m}^2 \text{ s}^{-2}$) at 700 hPa, and the horizontal wave activity flux vector ($\text{m}^2 \text{ s}^{-2}$) at 300 hPa, respectively. The arrow length corresponding to $0.5 \text{ m}^2 \text{ s}^{-2}$ is indicated in the top-right corner of each panel. Note that the horizontal wave activity fluxes in the southward (northward) direction are drawn as thick (thin) arrows. (b) Geopotential height anomalies at 300 hPa. Contours and shading are the same as in Figure 5a. Associated wave activity fluxes are shown by green arrows. (c) Vertical cross-sections of geopotential height anomalies and the zonal and vertical components of wave activity flux along the brown line in (b). The vertical component of the vectors is multiplied by a factor of 600.

Figure 9. DJF-averaged climatologies of (a) geopotential height (m) and (b) absolute vorticity ($10^6 \text{ s}^{-1}$) at 300 hPa. The climatology is defined as the 120-year average of the CNTL and N.ICE runs. Meridional gradients of the absolute vorticity exceeding $10^{-8} \text{ s}^{-1} \text{ km}^{-1}$ are hatched in red in Figure 9b.
(around 50–60°N at 300 hPa) is decelerated by the resulting wave drag. Furthermore, upward wave propagation is evident at high latitudes in the stratosphere, and this decelerates the stratospheric polar vortex (around 70°N and 50–20 hPa). Figure 10c shows the anomalous residual mean circulation associated with the calculated EP flux divergence. To balance the zonal flow deceleration due to the anomalous wave drag, a northward residual circulation is induced in the upper troposphere (40–60°N between 400 and 300 hPa) accompanied by upward motion in the mid-latitudes (30–40°N) and downward motion in the high latitudes (50–70°N). In the stratosphere, similar northward residual circulation (around 70°N and 50–20 hPa) and associated downward motion (northward of 70°N and 200–50 hPa) are evident. Figure 11a shows the longitudinal distribution of DJF-averaged anomalies of eddy momentum flux (u′v′) at 300 hPa (N.ICE minus CNTL). Here the eddy is defined as the anomaly from a zonal mean of a daily variable, according to the TEM formulation. Negative anomalies of the eddy momentum flux corresponding to northward EP flux anomalies are found in southern Europe and northeastern Asia. Figure 11b shows the longitudinal distribution of the anomalous eddy heat flux (v′T′) at the 500 hPa level. Positive anomalies corresponding to upward EP flux anomalies are found in Europe and northeastern Asia, and negative

Figure 10. DJF-averaged zonal mean anomalies of N.ICE with respect to the CNTL run. (a) Zonal wind anomalies (m s⁻¹). (b) EP flux (m² s⁻², green arrows) and its divergence (m s⁻¹ day⁻¹, contours). Magnitude of EP flux was standardized by pressure (µ/ρ) and earth’s radius (6.37 × 10⁶). (c) Residual mean circulation (m s⁻¹, black arrows) and stream function (10¹⁰ m² s⁻¹, contours). For all panels, light and heavy shading indicates statistical significance at the 95% and 99% confidence levels, respectively. For Figures 10b and 10c, the vertical component of the vectors is multiplied by a factor of 200, and arrow lengths corresponding to 10 m² s⁻² and 0.1 m s⁻¹ are displayed in the top-right corner of Figures 10b and 10c, respectively.

Figure 11. (a) As for Figure 5a but for the eddy momentum flux (u′v′) obtained from daily mean data. An eddy is defined as an anomaly from the zonal mean field according to the TEM formulation. The units are m² s⁻². (b) Eddy heat flux (v′T′, K m s⁻¹). (c and d) As for Figures 11a and 11b, but for fluxes obtained from DJF mean data. Only the fluxes due to the stationary eddies are shown.
anomalies corresponding to downward EP flux anomalies are found in the Sea of Okhotsk. Figures 11c and 11d show the eddy momentum and heat fluxes due to the stationary eddies (i.e., anomalies from the zonal mean of DJF-averaged variables), respectively. The flux anomalies due to the stationary eddies are similar to the total fluxes. This implies that the contributions of flux anomalies due to stationary eddies are dominant whereas the transient contribution is relatively small. This result suggests that, in mid-latitudes, the stationary wave response to sea-ice reduction is likely to be a driver of the anomalous meridional circulation.

The adiabatic processes associated with the anomalous meridional circulation shown in Figure 10c cool the mid-latitudes and warm the polar region throughout the troposphere, suggesting that changes in the mean flow associated with the modulation of the planetary wave act as a positive feedback on the impacts of Arctic sea-ice reduction. We estimated the heating rate induced by the residual mean vertical motion ($w^*$) in the troposphere (850–300 hPa; see Appendix B). The heating rate averaged over the polar region (northward of 60°N) was 2.27 W m$^{-2}$, and that averaged over the mid-latitudes (30–60°N) was −1.59 W m$^{-2}$. This heating rate induced by the secondary circulation amounts to about 63% of the direct heat release from the ice reduction into the atmosphere, which is 3.61 W m$^{-2}$, obtained from the turbulent heat flux anomaly integrated over the Arctic and divided by the area northward of 60°N.

**3.2.3. Modulation of the AO/NAM**

As shown in section 3.2.2, the vertical motion induced by ice reduction warms the Arctic and cools mid-latitudes. Such an anomalous meridional circulation caused by stationary wave drag is accompanied by a weakening of the polar vortex, which shows variability that is strongly related to the AO/NAM [Limpasuvan and Hartmann, 2000]. We estimated the contribution of Arctic sea-ice reduction to the AO/NAM signals. To do this, we applied an EOF analysis to the 3-month mean Z500 data from the 60-year results of the CNTL and N.ICE runs, and to the Z500 data from N.ICE combined with those from CNTL (i.e., a total sample size of 120 years, hereafter referred to as CNTL + N.ICE). Using this combined EOF analysis, we evaluated the modulation of AO/NAM as a response to recent sea-ice reduction.

![Figure 12](image-url)
Figures 12a–12c show regressions of DJF mean Z500 anomalies against EOF1 scores from CNTL, N.ICE, and CNTL + N.ICE, respectively. Because the anomalies themselves used for EOF were regressed, the patterns emulate the EOF1 loading pattern. The structures of the horizontal pattern in the three EOF1s do not differ notably. The score of the combined EOF1 can be used to simplify the quantification of the modulation of the primary mode.

Figure 12d shows the time series of the EOF1 scores of CNTL + N.ICE. The score shifts to be more negative from the CNTL period to the N.ICE period. The difference between these two periods is 0.593σ, which exceeds the 99% significance level. This shift indicates the changes in probability distribution of the primary mode in the atmosphere due to changes in the boundary conditions (i.e., the AO/NAM shift to the negative phase is associated with the Arctic sea-ice reduction). This is consistent with the cold anomalies in mid-latitudes shown in Figure 6. Due to the meandering of the high latitude jet stream, cold air outbreaks from the Arctic to the mid-latitudes occur more frequently during the negative phase of AO/NAM than during the positive phase.

For a more quantitative estimate of the modulation of the primary mode, we examined the probability density function (PDF) of the EOF1 score using the nonparametric density estimation technique [Kimoto and Ghil, 1993]. Figure 13 shows histograms and associated PDFs of combined EOF1 scores for the CNTL and N.ICE periods. The probability density for positive scores is larger over the CNTL period than over the N.ICE period. The probabilities of positive scores larger than 1.0σ were 24.6% and 8.5% for the CNTL and N.ICE periods, respectively. On the other hand, the probabilities for scores less than −1.0σ were 8.9% and 22.1% for the CNTL and N.ICE periods, respectively. Furthermore, while the PDF of CNTL is skewed to the right (skewness = 0.175), that of N.ICE is skewed to the left (skewness = −0.096). This finding supports the more frequent appearances of a strong negative phase of the AO/NAM during the N.ICE period. The results also indicate that strong positive AO/NAM events occur less frequently (<50%) in association with a negative shift of the AO/NAM due to the Arctic sea-ice reduction, and vice versa.

Finally, we consider the seasonal evolution of the impact of sea-ice reduction on NH climatic fields. The top panels of Figure 14 compare the Z50 and Z500 anomalies of the N.ICE run with the CNTL run from the OND to JFM periods. In the stratosphere, while positive anomalies are only evident in far-eastern Russia in the OND and NDJ periods, large positive anomalies are found in the Arctic surrounded by negative anomalies in the mid-latitudes in the DJF and JFM periods. This indicates the weakening of the polar vortex in mid to late winter. In comparison, negative AO-like anomalies appear throughout the troposphere and strengthen toward late winter. The simulated seasonal evolution in the troposphere resembles that observed. In particular, in both observations and simulation, the dipole pattern in the north Atlantic resembling the negative NAO is more apparent in DJF and JFM than in OND and NDJ. Such a deepening of the annular mode is also indicated by the seasonal evolution of the EOF1 scores shown in the bottom panel of Figure 14. The EOF1 negative scores gradually increase in magnitude from late autumn (ASO) to mid-winter (DJF) and return toward near-zero in spring (MAM). This resembles the observed evolution of the annular modes (Figure 4), although we note that observational results are based on the AO/NAM index (EOF of 1000 hPa pressure level), while the simulated results are based on the EOF of Z500. The simulated
weakening of the polar vortex in the stratosphere in the mid to late winter implies a role of the stratosphere in deepening the tropospheric annular mode. Figures 15a and 15b show daily anomalies (N.ICE minus CNTL) of zonal mean zonal wind at 60°N and temperature at 80°N, respectively. Significant deceleration of the polar night jet and a corresponding stratospheric warming anomaly are seen at the end of January. The signals propagate downward and penetrate into the troposphere in February. Figure 15c shows a time-latitude cross-section of the vertical component of the EP flux anomaly through the lower stratosphere (100 hPa). A positive anomaly exists around 70°N at the end of December and around 50°N in January, indicating an intensification of the propagation of the planetary wave from the troposphere to the stratosphere. The intensified upward propagation of the planetary wave causes the deceleration of the polar night jet and the polar stratospheric warming, which later propagate downward to the troposphere. The simulated behavior is consistent with downward propagation of the stratospheric signature induced by the planetary wave modulation [Baldwin and Dunkerton, 1999, 2001].

4. Discussion
4.1. Winter Annular Modes and November Sea Ice
In section 3.1, we showed that the wintertime AO/NAM- and NAO-like signals are strongly related to Arctic sea-ice variability in November. Many studies have reported a significant relationship between the Arctic summer sea-ice loss, in particular September sea ice, and the negative trend of AO/NAM based on both
observations [Overland and Wang, 2010; Hopsc et al., 2012; Jaiser et al., 2012; Liu et al., 2012; Rinke et al., 2013] and numerical simulations [Sokolova et al., 2007; Cohen et al., 2012; Liu et al., 2012]. Based on our results, the autumn Arctic sea-ice variability is more strongly related to the winter AO/NAM. This is reasonable because Arctic sea-ice variability is large in the Barents Sea in autumn and the East Siberian Sea in summer, and thus, the associated surface turbulent heat flux anomalies over the Arctic Ocean are much larger in autumn than in summer. As we discuss below, this supports a possible mechanism for the modulation of the AO/NAM. Furthermore, the November sea-ice variation is also related to the summer AO/NAM. This is consistent with Ogi et al. [2008, 2010], who showed that the summer-to-autumn persistence of the sea-ice anomaly is related to the summer AO.

4.2. Climatological Impacts of Recent Sea-Ice and SST Anomalies

In section 3.2, we showed the climatological impact of recent ice reduction on the NH climate by comparing results from the model experiments. The winter atmospheric response to NH sea-ice reduction (N.ICE case) shows geopotential height anomalies similar to the EU pattern. Surface temperature anomalies associated with the EU pattern show continental cooling structures mainly in the eastern Siberia similar to the regression fields from the ERA interim reanalysis dataset (Figure 6). The spatial correlations between the model responses and the ERA interim anomalies are significant. However, those comparisons were made between observationally derived regression fields and different climatological fields in the simulations, reflecting the difficulty in determining the atmospheric responses to sea-ice reduction directly from the observations. We keep in mind that the observed changes in the atmosphere of the Late (2005–2009) minus Early (1979–1983) periods largely reflect the global warming effect, and thus, the impacts of ice reduction were significantly masked (not shown here).

Our model showed AO/NAO-like responses to the sea-ice anomalies that were defined within the realistic range (Early and Late periods). The appearance of AO/NAO-like anomalies associated with sea-ice variation is consistent with the observational results and recent model studies [Petoukhov and Semenov, 2010; Kim et al., 2014; Mori et al., 2014]. However, some of the previous studies with AMIP-type simulation, in which interannual variation of SST impacts on the Arctic atmosphere, did not show strong sensitivity of the sea-ice reduction on the AO/NAO pattern. Such varying results among model simulations in terms of an appearance of AO/NAO may be due to controls by other external forcings including SST variations.

Our model also showed a possible influence of the stratospheric AO signal on the tropospheric sea-ice-AO linkage (section 3.2.3, Figure 15). This indicates an inherent advantage of the high-top model to study underlying mechanisms for the sea-ice-AO linkage.
4.3. Possible Mechanism for Modulation of the AO/NAM

The negative phase shift in the primary AO/NAM-like mode is found in both the model experiments and the reanalysis data. The modulation of the AO/NAM results from a combination of two dynamical processes in steps. In the first step, the stationary Rossby wave response to sea-ice reduction in the Barents Sea appears in eastern Siberia in early to mid-winter (Figures 3 and 14), as suggested by previous studies (Francis et al., 2009; Honda et al., 2009; Liu et al., 2012; Tang et al., 2013). Later, an annular-mode-like pattern, with anticyclonic anomalies in the polar region and cyclonic anomalies in the mid-latitudes, becomes more apparent in mid and late winter. This results from the second step of the dynamical process, in which the stationary eddies associated with the Rossby wave response in mid-latitudes induce an anomalous meridional circulation that cools the mid-latitudes and warms the polar region (Figure 10), further leading to the negative AO-like anomalies. Because the AO/NAM is a dominant mode of the internal variation of the NH atmosphere, the sea-ice reduction does not always induce the negative phase of AO/NAM. However, because the preferred waveguide of the winter climatological jet stream is located near the anomalous turbulent heat flux around the Barents Sea (Figures 8 and 9), these dynamical processes often occur in association with the sea-ice reduction. As a result, the probability of a negative phase of the AO/NAM tends to increase.

Our results in the model experiments are consistent with previous studies that showed a negative AO-like response to the Arctic sea-ice reduction [Alexander et al., 2004; Deser et al., 2004; Magnusdottir et al., 2004]. On the basis of our findings, we argue that the stationary Rossby response to sea-ice reduction and its consequent modulation of the stratospheric circulation may explain the AO-projected component of the response to the sea-ice variation shown by Magnusdottir et al. [2004] and Deser et al. [2004]. Honda et al. [1996, 1999], Alexander et al. [2004], and Yamamoto et al. [2006] suggested that sea-ice changes in the Sea of Okhotsk generate a wave-train-like response that propagates toward North America. Our model simulation does not show such a response to the Okhotsk sea-ice reduction; rather, the responses look more zonal. This might suggest that the dynamical feedback (e.g., eddy-mean flow interaction) to the Arctic anticyclonic anomaly due to the additional warming in the Arctic modifies the allocation of zonal momentum. This is consistent with the Arctic sea-ice reduction exciting a modulation of the AO/NAM as an indirect influence.

Petoukhov and Semenov [2010] showed the strong non-linearity of the linkage between the sea-ice reduction in the Barents-Kara Sea and the associated AO/NAM signals. For example, the intermediate amount of sea-ice reduction observed in recent years induces a negative AO. However, either smaller or larger reductions in sea ice might induce a positive AO through non-linear response to surface heat sources. This is critical to our results as it is difficult to infer future projections of NH climate change from a continuous decline in Arctic sea ice. It is unclear which phase of the AO would be more dominant in the far future after complete sea-ice loss.

4.4. Seasonal Evolution

Our results from both observations and model simulations indicate a transition of the atmospheric response to sea-ice reduction. That is, the anomalous signature of the negative annular mode pattern increases gradually from early winter toward late winter (Figures 3, 4, and 14). The upward surface heat flux associated with the sea-ice reduction in the Barents and Kara Seas strengthens as the season advances from late summer to mid-winter, and the heat flux forces the atmosphere continuously during winter. The climatological waveguide for Rossby wave propagation is located close to the Barents Sea during winter (Figure 9). Due to this continuous forcing, the negative AO-like anomalies evolve from autumn to mid-winter (Figure 14). Furthermore, the model results show a negative NAO-like pattern in the late winter that is linked to the weakening of the polar vortex in the stratosphere (Figures 14 and 15), which suggests a downward influence of stratospheric variability on the troposphere. The day-to-day evolution of the responses has an intra-seasonal timescale (Figure 15), even though our model results are based on the averages of 60 members. Thus, to understand the role of the stratosphere and the stratosphere-troposphere coupling, it is necessary to analyze the anomalies on an intra-seasonal timescale. Previous studies have also suggested stratospheric influence as a possible mechanism for the teleconnection between the variations in tropical SST and the NAO [Scaife et al., 2005; Cagnazzo and Manzini, 2009]. Takaya and Nakamura [2008] pointed out the importance of fluctuations of planetary waves in November.
to the annular mode in mid-winter through modulation of the stratospheric polar vortex. It is thus not unrealistic to consider a possible link between sea-ice reduction and the negative phase shift of the NAO in late winter via the stratospheric pathway. However, given its complexity, the topic of a climatic link between the Arctic, the tropics, and the stratosphere is beyond the scope of this study, and the roles of the stratosphere in the seasonal evolution of the climate impacts of sea-ice reduction will be studied in the future.

5. Summary

We used AGCM experiments to investigate the impacts of sea-ice reduction on NH climate and have demonstrated that, in early winter, sea-ice reduction in the Barents Sea causes tropospheric cyclonic anomalies and associated surface cooling anomalies in eastern Siberia. Moreover, the planetary wave modified in mid-latitudes induces an anomalous meridional circulation that shifts the AO/NAM-like pattern more toward the negative phase. The polar vortex in the stratosphere, weakened by a modulation of the planetary wave, couples with the tropospheric responses in the North Atlantic, and thus, negative NAO-like responses appear in late winter. Quantitative estimates derived from our model results showed that atmospheric feedback from the sea-ice reduction induces a heating rate that is equivalent to 63% of the heat release from the ocean into the polar atmosphere due to the sea-ice reduction itself. Associated with the negative AO/NAM-like circulation, near-surface temperature anomalies indicate warm Arctic and cold mid-latitude conditions. This implies a broad influence of the variability of the Arctic ice extent on climate. Probability density function analysis showed that the frequency of a strong negative (positive) AO/NAM is more than doubled (halved) because of recent ice reductions. Our analysis of the ERA interim reanalysis dataset supports this negative phase shift of the AO/NAM. Our results also imply some contribution from Arctic sea-ice reduction to the severe cold weather outbreaks experienced in the NH mid-latitudes in recent years.

The recent atmospheric circulation changes in the real world reflect not only the impact of sea-ice reduction, but also the impacts of decadal and interannual variations in SST, aerosols, ozone, and solar heating. In particular, tropical SST variations have a large effect. To estimate the climatic impact of sea-ice reduction more accurately, a quantitative estimate of the uncertainty associated with the impact of variability in other climate processes is required. As an extension to the present study, we plan to perform ensemble-based GCM experiments in which historical external conditions are used for the recent period (e.g., from 1979 to the present).

Appendix A: Model Performance of Turbulent Heat Fluxes in the Arctic Ocean

As an example of the model performance of the turbulent heat flux, we examine the relationship between the sea-ice thickness in the Arctic Ocean and the climatology of the simulated turbulent heat flux of the CNTL run (Figure A1). The 60-year average of the turbulent heat flux in January is from $-15$ to $+5 \text{ W m}^{-2}$ over the grid with sea ice of more than 30 cm thickness and from $+150$ to $+400 \text{ W m}^{-2}$ over the grid with no ice (i.e., open water). Thus, the simulated heat flux in the Arctic is consistent with the heat flux obtained by observation-based estimation [Maykut, 1982; Renfrew et al., 2002] as mentioned in section 2.4. The consistency between the observation and simulation results strongly supports that the turbulent heat flux over sea ice thicker than 30–50 cm does not change so much because of the large reduction in the conductive heat flux.

Appendix B: Estimation of the Heating Rate due to Residual Mean Vertical Motion

We estimate the heating rate associated with the residual mean vertical motion ($w^*$) obtained from our TEM analysis. First, we calculate potential temperature advection due to the vertical motion, as follows:

$$\left[\frac{\partial \theta}{\partial t}\right] = -(w^*) \cdot \frac{\partial \bar{\theta}}{\partial z^*} \quad (B1)$$

where $\theta$ is potential temperature, $w^*$ is the residual mean vertical velocity, $z^* = -H \log(p/p_0)$ (where $H$ is the scale height assumed to be 7 km), $p$ and $p_0$ are the pressures at a given level and the surface pressure (1000 hPa), respectively, $()'$ indicates a 3-month average anomaly (N.ICE minus CNTL), and an overbar indicates the climatology of the respective 3-month averages, which are defined as 120-year averages of CNTL and N.ICE.
We ignore second-order terms of the potential temperature advection because fluctuations in the vertical gradient of the potential temperature are smaller than its climatological average.

We obtain the heating rate per unit mass as follows:

$$Q^* = C_p(p/p_0)^{\kappa} \frac{\partial \theta}{\partial t}$$  \hspace{1cm} (B2)

where \(C_p\) is the specific heat at constant pressure and \(\kappa\) is the Poisson constant.

Finally, for comparison with the turbulent heat flux due to ice reduction, we obtain the heating rate per unit area from vertical integration of \(Q^*\) between 850 and 300 hPa:

$$J = \frac{1}{g} \int_{p=850\text{hPa}}^{p=300\text{hPa}} Q^* dp$$  \hspace{1cm} (B3)

where \(g\) is gravitational acceleration; thus, \(J\) indicates the dynamical heating rate over the free troposphere.

Figure A1. Scatter diagram showing the sea-ice thickness in each of grid over the Arctic Ocean (northward of 70°N, excluding land) and the climatology (i.e., 60 years average of CNTL run) of turbulent heat flux (i.e., sensible and latent heat fluxes) in January. A panel in the top-right corner is of vertically enlarged diagram for the sea-ice thickness greater than 0.3 m.
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