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In part I (pp. 1-10) of this article, I provide an analysis and overview of some notable definitions, works and thoughts concerning discrete physics (a.k.a. digital philosophy, digital physics or digital cosmology) that propose discrete, finite and deterministic characteristics for the physical world. Particular attention is given to theories which suggest cellular automata as the basis of a mathematical deterministic model for the physical reality.

In part II (the main part, pp.11-97, Ref. [37]) of this article, I've presented a new axiomatic matrix approach based on the ring theory (including the integral domains) and the generalized Clifford algebra. On the basis of this (primary) mathematical approach, by linearization (and simultaneous parameterization, as necessary algebraic conditions), followed by first quantization of the relativistic energy-momentum relation (defined algebraically for a single particle with invariant mass $m_0$), a unique and original set of the general relativistic (single-particle) wave equations are derived directly. These equations are shown to correspond uniquely to certain massive forms of the laws governing the fundamental forces of nature, including the Gravitational (Einstein), Electromagnetic (Maxwell) and Nuclear (Yang-Mills) field equations (formulated solely in (1+3) dimensional space-time), in addition to the (half-integer spin) single-particle wave equations such as the Dirac equation (which are formulated solely in (1+2) dimensional space-time). In particular, a unique massive form of the general theory of relativity – with a definite complex torsion – is shown to be obtained solely by first quantization of a special relativistic algebraic matrix relation. In addition, it is shown that the "massive" Lagrangian density of the obtained Maxwell and Yang-Mills fields could be also locally gauge invariant – where these fields are formally re-presented on a background space-time with certain complex torsion which is generated by the invariant mass of the gauge field carrier particle. Subsequently, in agreement with certain experimental data, the invariant mass of a particle (that actually would be identified as massive photon) has been specified $(m_0^E) \approx 1.4070696 \times 10^{-41}$ kg, which is coupled with background space-time geometry.

Moreover, based on the unique structure of general relativistic particle wave equations derived and also the assumption of chiral symmetry as a basic discrete symmetry of the source-free cases of these fields, it has been proven that the universe cannot have more than four space-time dimensions. In addition, an argument for the asymmetry of left and right handed (interacting) particles is presented. Furthermore, on the basis of definite mathematical structure of the field equations derived, it is also shown that magnetic monopoles (in contrast with electric monopoles) could not exist in nature.


The concept and etymology of digital is distinct, or "discrete". Digit and its derivatives come from the Latin digitus, meaning finger. In discrete physics (a.k.a. digital philosophy, digital physics and digital cosmology) it is usually supposed that space, time, physical states and quantities and all the microscopic and fundamental physical processes are, ultimately, finite, discrete and deterministic (principally, appearing physically on the Planck scale).
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There is a rising interest among many great contemporary philosophers and physicists in the proposition that nature is "discrete" on the Planck scale. In particular, we may mention the recent works of a leading international physicist and Nobel laureate, Professor Gerard ’t Hooft [1-10].

1. Digital philosophy and Discrete-Finite Physical World

At least since Newton, the physical world has been described by ordinary calculus and partial differential equations, based on continuous mathematical models. In digital philosophy a different approach is taken, one that often uses the model of cellular automata (see Section 2) [15].

Digital philosophy grew out of an earlier digital physics that proposed to support much of fundamental theories of physics (including quantum theory) in a cellular automaton structure. Specifically, it works through the consequences of assuming that the universe is a gigantic cellular automaton. It is a digital structure that represents all of physical reality (including mental activities) as digital processing. From the point of view of determinism, this digital approach to philosophy and physics eliminates the essentialism of the Copenhagen interpretation of quantum mechanics.

In fact, there is an ongoing effort to understand physical systems in terms of digital models. According to these models, the universe can be conceived as the output of a universal computer simulation, or as mathematically isomorphic to such a computer, which is a huge cellular automaton [16, 17, 18]. Digital philosophy proposes to find ways of dealing with certain issues in the philosophy of physics and mind (in particular issues of determinism) [15]. In this discrete approach to physics, continuity, differentiability, infinitesimals and infinities are, in some sense, "ambiguous" notions. Despite that, many scientists have proposed discrete structures (based on the ordinary mathematical theories) that can approximate continuous models to any desired degree of accuracy.

Richard Feynman in his famous paper *Simulating Physics with Computers* [29], after discussing arguments regarding some of the main physical phenomena concluded that: all these things suggest that it's really true, somehow, that the physical world is representable in a discretized way. It is also worth noting here the Einstein's view on continuous models of physics: I consider it quite possible that physics cannot be based on the field concept, i.e., on continuous structures. In that case nothing remains of my entire castle in the air gravitation theory included, -and of- the rest of modern physics [30].
2. A Summary Description of the Cellular Automaton

Proposals of discrete physics reject the very notion of the continuum and claim that current continuous theories are good approximations of a true discrete theory of a finite world. Typically, such models consist of a regular “lattice” of cells with finite state information at each cell. These lattice cells do not exist in physical space. In fact physical space arises from the relationships between states defined at these cells. In the most commonly studied lattice of cells or cellular automaton models, the state is restricted to a fixed number of possibilities.

Cellular automaton models were first studied in the 1940s. Von Neumann introduced cellular automata more than a half-century ago [21]. In fact, von Neumann was one of the first people to consider such a model. By standard definition, a cellular automaton is a collection of stateful (or colored) cells on a grid of specified shape that evolves through a number of discrete time steps. Successive states are computed according to a set of rules from the states of neighboring cells. These rules are then applied iteratively for as many time steps as desired. Cellular automata don’t look like computers, but look more like discrete dynamical systems. There are no constructs like program, memory or input. Cellular automata look more like discrete dynamical systems and instead have functionally similar but semantically distinct constructs like evolution rules, space, time and initial conditions.

One of the most fundamental properties of a cellular automaton is a type of grid on which it is calculated or computed. The simplest grid is a one-dimensional line. In two dimensions, square, triangular and hexagonal grids can be considered. Cellular automata can also be built on the Cartesian grids in arbitrary number of dimensions [22, 23]. Cellular automata theory has simple rules and structures that are capable of producing a wide variety of unexpected behaviors. For example, there are universal cellular automata that are able to simulate the behavior of any other cellular automaton [24]. Possibly the most interesting cellular automaton is something that von Neumann called the universal constructor, “which is capable of self replication”.

An increasing number of works on cellular automata related to philosophical arguments are being presented by professional scholars interested in the conceptual implications of their work. Among the interesting issues that have already been addressed through the approach of cellular automata in philosophy of science are free will, the nature of computation and simulation, and the ontology of a digital world [25].
3. Is *Discrete* Physics a Perfect Deterministic Model for Reality?

In the opinion of the author, the answer is affirmative based on the results obtained in Ref. [37]. The notion of nature as a *discrete* form/structure (and, in particular, a cellular automaton, like a computer simulation model) seems to be supported by an epistemological desideratum. Increasingly over the last half century, many great scientists have logically and reasonably proposed that the physical world might have fundamentally a *discrete* and in addition a computational (numerical simulation) structure [16, 17, 18, 20, 27, 28].

*Richard Feynman had speculated that such discrete structures will ultimately provide the most complete and accurate descriptions of physical reality* [20]: "it always bothers me that, according to the laws as we understand them today, it takes a computing machine an infinite number of logical operations to figure out what goes on in no matter how tiny a region of space, and no matter how tiny a region of time. How can all that be going on in that tiny space? Why should it take an infinite amount of logic to figure out what one tiny piece of space/time is going to do? So I have often made the hypothesis that ultimately physics will not require a mathematical statement, that in the end the machinery will be revealed, and the laws will turn out to be simple, like the chequer board with all its apparent complexities."

As we already noted, Prof. Gerard ’t Hooft, a contemporary leading physicist, has also published many papers on this subject in recent years. Particularly, he has tried to consider questions, like:

- Can Quantum Mechanics be Reconciled with Cellular Automata Model?
- Obstacles on the Way Towards the Quantization of Space, Time and Matter -- and Possible Resolutions,
- Does God Play Dice? (One of the Famous Einstein’s Ontological Questions),
- The Possibility of a Local Deterministic Theory of Physics,

On the possibility of a local deterministic theory of physics, Gerard ’t Hooft provides motivation: [26] (also see [9]) quantum mechanics could well relate to micro-physics the same way thermodynamics relates to molecular physics: it is formally correct, but it may well be possible to devise deterministic laws at the micro scale. Why not? The mathematical nature of quantum mechanics does not forbid this, provided that one carefully eliminates the apparent no-go theorems associated to the Bell inequalities. There are ways to re-define particles and fields such that no blatant contradiction arises. One must assume that all macroscopic phenomena, such as particle positions, momenta, spins, and energies, relate to microscopic variables in the same way thermodynamic concepts such as entropy and temperature relate to local, mechanical variables. The outcome of these considerations is that
particles and their properties are not, or not entirely, real in the ontological sense. The only realities in this theory are the things that happen at the Planck scale. The things we call particles are chaotic oscillations of these Planckian quantities.

In his most recent paper [9], (see also [10]), ’t Hooft, discussing the mapping between the Bosonic quantum fields and the cellular automaton in two space-time dimensions, concluded: "the states of the cellular automaton can be used as a basis for the description of the quantum field theory. These models are equivalent. This is an astounding result. For generations we have been told by our physics teachers, and we explained to our students, that quantum theories are fundamentally different from classical theories. No-one should dare to compare a simple computer model such as a cellular automaton based on the integers, with a fully quantized field theory. Yet here we find a quantum field system and an automaton that are based on states that neatly correspond to each other, they evolve identically. If we describe some probabilistic distribution of possible automaton states using Hilbert space as a mathematical device, we can use any wave function, certainly also waves in which the particles are entangled, and yet these states evolve exactly the same way. Physically, using 19th century logic, this should have been easy to understand: when quantizing a classical field theory, we get energy packets that are quantized and behave as particles, but exactly the same are generated in a cellular automaton based on the integers; these behave as particles as well. Why shouldn't there be a mapping"?

Of course one can, and should, be skeptic. Our field theory was not only constructed without interactions and without masses, but also the wave function was devised in such a way that it cannot spread, so it should not come as a surprise that no problems are encountered with interference effects, so yes, all we have is a primitive model, not very representative for the real world. Or is this just a beginning"?

There is a special interest and emphasis in the literature relating to the physical reality of a three dimensional sub-universe [11, 12, 13, 14]. Concerning three space-time dimensions, ’t Hooft informs us that [9, 10]: "the classical theory suggests that gravity in three space-time dimensions can be quantized, but something very special happens; … now that would force us to search for deterministic, classical models for 2+1 dimensional gravity. In fact, the difficulty of formulating a meaningful ‘Schroedinger equation’ for a (2+1) dimensional universe, and the insight that this equation would (probably) have to be deterministic, was one of the first incentives for this author to re-investigate deterministic quantum mechanics as was done in the work reported about here: if we would consider any classical model for (2+1) dimensional gravity with matter (which certainly can be formulated in a neat way), declaring its classical states to span a Hilbert space in the sense described in our work, then that could become a meaningful, unambiguous quantum system".
In addition, contemporary British physicist, John Barrow states: we now have an image of the universe as a great computer program, whose software consists of the laws of nature which run on hardware composed of the elementary particles of nature [19].

The notion that the quantum particles are, somehow, accompanied by classical hidden variables that decide what the outcome of any of possible measurements will be, even if the measurement is not made was addressed by Bell's Theorem. t’ Hooft points out that Bell has shown that hidden variable theories are unrealistic.

We must conclude that the cellular automaton theory - the model of t’ Hooft (see [8, 9]) does not and must not introduce such hidden variable theory. Yet, we had a classical system and we claim that it reproduces quantum mechanics with probabilities generated by the squared norm of wave functions. Quantum states, and in particular entangled quantum states, are perfectly legitimate ways to describe statistical distributions. But to understand why Bell's inequalities can be violated in spite of the fact that we do start off with a classical deterministic, discrete theory (e.g. based on the cellular automaton) requires a more detailed explanation (see [8]). There is also a complete explanation regarding the collapse of the wave function via the cellular automaton structure [7, 8].

An immense and relatively newer research field of physics is loop quantum gravity, which may lend support to discrete physics, as it also assumes space-time is quantized [32-36].

From the historical perspective it is worth noting that one of the first ideas that “the universe is a computer simulation” was published by Konrad Zuse [16]. He was the first to suggest (in 1967) that the entire universe is being computed on a huge computer, possibly a cellular automaton. In his paper he writes: that at the moment we do not have full digital models of physics … which would be the consequences of a total discretization of all natural laws? For lack of a complete automata-theoretic description of the universe he continues by studying several simplified models. He discusses neighboring cells that update their values based on surrounding cells, implementing the spread and creation and annihilation of elementary particles. He writes: in all these cases we are dealing with automata types known by the name "cellular automata" in the literature, and cites von Neumann's 1966 book: Theory of self-reproducing automata [16, 31].
4. Concluding Remarks

From the above discussions and arguments some logical and ontological questions naturally arise.

- Are we part of a computer simulation?

- Are there some advanced civilizations who have created this huge simulation?

- If we discover that we are existing in a sort of computer simulation, naturally and logically we can ask who has created it and is running this simulation, and also for what reason(s)?

- Alternatively, might we not legitimately be suspicious that this appearance of a computer simulation has epistemological rather than ontological significance and instead a possibly profound consequence of how knowledge is represented?

- Are we a part of a vast scientific and social experiment?

Ontologically, after all, it makes sense to reason that this simulation was created by others.

The ontological structure of a discrete-finite model of reality needs further research. One prospect would be searching for phenomena which cannot be predicted, calculated and described (theoretically and/or experimentally) according to current quantum theories and other fundamental theories of physics, but could be demystified only by discrete structures.

Gerard 't Hooft in one of his remarkable articles concerning discrete models (describing by integers) of the universe emphasizes that [38]:

"In modern science, real numbers play such a fundamental role that it is difficult to imagine a world without real numbers. Nevertheless, one may suspect that real numbers are nothing but a human invention. By chance, humanity discovered over 2000 years ago that our world can be understood very accurately if we phrase its laws and its symmetries by manipulating real numbers, not only using addition and multiplication, but also subtraction and division, and later of course also the extremely rich mathematical machinery beyond that, manipulations that do not work so well for integers alone, or even more limited quantities such as Boolean variables. Now imagine that, in contrast with these appearances, the real world, at its most fundamental level, were not based on real numbers at all. We here consider systems where only the integers describe what happens at a deeper level. Can one understand why our world appears to be based on real numbers? The point we wish to make, and investigate, is that everything we customarily do with real numbers, can be done with integers also".
As a partial confirmation, in Ref. [37] (see Part II of this article) we’ve presented a new axiomatic matrix approach – based on the ring theory (including the integral domains) and the generalized Clifford algebra which associated with the homogeneous forms over the ring of integer elements. On the basis of this (primary) mathematical approach, by linearization (and simultaneous parameterization, as necessary algebraic conditions), followed by “first” quantization of the relativistic energy-momentum relation (defined algebraically for a particle with invariant mass \( m_0 \)), a unique and original set of the general relativistic (single-particle) wave equations are derived directly. It should be noted that this direct mathematical derivation approach is also based on the assumption of discreteness of the relativistic energy-momentum (D-momentum) – that is a original and basic quantum mechanical assumption, where the energy and momentum are integer multiples of the quantum of action \( \hbar \).

The resulting equations are shown to correspond uniquely to certain massive forms of the laws governing the fundamental forces of nature, including the Gravitational, Electromagnetic and Nuclear field equations (which based on our approach are solely formulable in (1+3) dimensional space-time), and also the relativistic (half-integer spin) single-particle wave equations such as the Dirac equation (formulated solely in (1+2) dimensional space-time). Each derived relativistic wave equation is in a complex tensor form, that in the matrix representation (i.e. in the geometric algebra formulation) it could be written in the form of two coupled symmetric equations – which assumedly have chiral symmetry if the particle wave equation be source-free. In fact, the complex relativistic (single-particle) wave equations so uniquely obtained, correspond to certain massive form of classical fields including the Einstein, Maxwell and Yang-Mills field equations, in addition to the (half-integer spin) single-particle wave equations such as the Dirac equation (where the Dirac spinor field is isomorphically re-presented solely by a tensor field in three dimensional space-time [29, 31]). In particular, a unique massive form of the general theory of relativity – with a definite complex torsion – is shown to be obtained solely by first quantization of a special relativistic algebraic matrix relation. In addition, it is shown that the massive Lagrangian density of the obtained Maxwell and Yang-Mills fields could be also locally gauge invariant – where these fields are formally re-presented on a background space-time with certain complex torsion which is generated by the invariant mass of the gauge field carrier particle. Subsequently, in agreement with certain experimental data, the invariant mass of a particle (that actually would be identified as massive photon) has been specified \( m_0^{(E)} \approx 1.4070696 \times 10^{-41} \text{ kg} \). Assuming our approach is the unique and principal way for deriving (all) the laws governing the fundamental forces of nature, then based on the unique structure of general relativistic single-particle fields derived and also the assumption of chiral symmetry (as a basic discrete symmetry) of the source-free cases of these fields, it has been proven that the universe cannot have more than four space-time dimensions. In addition, a basic argument for the asymmetry of left and right handed (interacting) particles is presented. Furthermore, on the basis of definite structure of the field equations derived, it has been also shown that magnetic monopoles – in contrast with electric monopoles – could not exist in nature.
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The main idea of this article is based on my previous publications (Refs. [1], [2], [3], [4], 1997-1998). In this article we present a new axiomatic matrix approach (and subsequently constructing a linearization theory) based on the ring theory and the generalized Clifford algebra. On the basis of this (primary) mathematical approach and also the assumption of discreteness of the relativistic energy-momentum (D-momentum), by linearization (and simultaneous parameterization, as necessary algebraic conditions), followed by “first” quantization of the relativistic energy-momentum relation, a unique and original set of the general relativistic single-particle wave equations are derived directly. These equations are shown to correspond to certain massive forms of the laws governing the fundamental forces of nature, including the Gravitational, Electromagnetic and Nuclear field equations (which based on this approach are solely formulable in (1+3) dimensional space-time), in addition to the (half-integer spin) single-particle wave equations such as the Dirac equation (formulated solely in (1+2) dimensional space-time). Each derived single-particle field equation is in a complex tensor form, where in matrix representation (i.e. in the geometric algebra formulation) it could be written in the form of two coupled symmetric equations – which assumedly have chiral symmetry if the particle wave equation be source-free. We show that the massless cases of the complex relativistic wave equations so obtained correspond to the classical fields including the Einstein, Maxwell and Yang-Mills field equations. In particular, a unique massive form of the general theory of relativity – with a definite complex torsion – is shown to be obtained solely by first quantization of a special relativistic algebraic matrix relation. Moreover, it is shown that the massive Lagrangian density of the obtained Maxwell and Yang-Mills fields could be also locally gauge invariant – where these fields are formally re-presented on a background space-time with certain (coupled) complex torsion which is generated by the invariant mass of the gauge field carrier particle. Subsequently, in agreement with certain experimental data, the invariant mass of a particle (that would be identified as massive photon) has been specified \( m_0 \approx 1.4070696 \times 10^{-41} \text{ kg} \), which is coupled with background space-time geometry. Assuming our approach is the unique and principal way for deriving (all) the laws governing the fundamental forces of nature, then based on the unique structure of general relativistic single-particle wave equations derived and also the assumption of chiral symmetry as a basic discrete symmetry of the source-free cases of these fields, it is shown that the universe cannot have more than four space-time dimensions. In addition, a mathematical argument for the asymmetry of left and right handed (interacting) particles is presented. Furthermore, on the basis of definite mathematical structure of the field equations derived, we also conclude that magnetic monopoles (in contrast with electric monopoles) could not exist in nature.*

PACS Classifications: 04.20.Cv, 04.50.Kd, 04.90.+c, 04.62.+v, 02.10.Hb, 02.10.Yn, 02.20.Bb, 02.90.+p, 03.50.-z, 03.65.Pm, 12.60.-i, 12.10.Dm, 12.10.-g.

1. Introduction and Summary

Why do the fundamental forces acting on the Universe (i.e., the forces that appear to cause all the movements and interactions) manifest in the way, shape, and form they do? This is one of the greatest ontological questions that science can investigate. In this article, we are going to consider this question by a mathematical axiomatic (matrix) approach.
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Eugene Wigner's foundational paper, “On the Unreasonable Effectiveness of Mathematics in the Natural Sciences”, famously observed that purely mathematical structures and relations often lead to deep physical insights, in turn serving as the basis of highly successful physical theories [50]. Referring to the Oxford English dictionary, a law of physics (or a scientific law) is: "A theoretical principle deduced from particular facts, applicable to a defined group or class of phenomena, and expressible by the statement that a particular phenomenon always occurs if certain conditions be present [55]. In actual fact, laws of physics (including the fundamental laws) are typically conclusions based on repeated scientific experiments and observations over many years and which have become accepted universally within the scientific communities, and one of the most fundamental and operational aims of the human race has been to acknowledge (as truths) and formulate a summary description of the natural world in the form of such laws [56, 57].

In this article, based on our axiomatic approach, we show that one of the most fundamental logical blocks of the universe's structure are certain "matrices”, which their components are the quantized (discrete) basic physical quantities (i.e. are "integer" multiples of the quantum of action "\( \hbar \)”). Subsequently, we provide a unique logical foundation to the most acknowledged fundamental (empirical) laws of nature, i.e. the laws governing the fundamental forces of nature.

This article is based on my previous publications (Refs. [1], [2], [3], 1997-1998), and also my thesis work [4] (but in a new generalized and axiomatized framework). We present a new axiomatic matrix approach based on the algebraic structure of ring theory (including the integral domains [5]) and the generalized Clifford algebra [40 - 47], and subsequently, we construct a linearization theory. On the basis of this (primary) mathematical approach and the assumption of discreteness of the relativistic energy-momentum (D-momentum), by linearization (and simultaneous parameterization, as necessary algebraic conditions), followed by first quantization of the special relativistic energy-momentum relation (defined algebraically for a single particle with invariant mass \( m_0 \)), we derive a unique and original set of the general relativistic (single-particle) wave equations directly.

These equations are shown to correspond uniquely to certain massive forms of the laws governing the fundamental forces of nature, including the Gravitational, Electromagnetic and Nuclear field equations (which are solely formulable in (1+3) dimensional space-time), in addition to the (half-integer spin) single-particle wave equations (formulated solely in (1+2) dimensional space-time).

Each derived relativistic wave equation is in a complex tensor form, that in the matrix representation (i.e. in the geometric algebra formulation) it could be written in the form of two coupled symmetric equations – which assumedly have chiral symmetry if the particle wave equation be source-free. In fact, the complex relativistic (single-particle) wave equations so uniquely obtained, correspond to certain massive form of classical fields including the Einstein, Maxwell and Yang-Mills field equations, in addition to the (half-integer spin) single-particle wave equations such as the Dirac equation (where the Dirac spinor field is isomorphically re-presented solely by a tensor field in three dimensional space-time [29, 31]).
In particular, a unique massive form of the general theory of relativity – with a definite complex torsion – is shown to be obtained solely by first quantization of a special relativistic algebraic matrix relation. Moreover, it is shown that the massive Lagrangian density of the obtained Maxwell and Yang-Mills fields could be also locally gauge invariant – where these fields are formally re-presented on a background space-time with certain (coupled) complex torsion, which is generated by the invariant mass of the gauge field carrier particle. Subsequently, in agreement with certain experimental data, the invariant mass of a particle (that actually would be identified as massive photon) has been specified \( m_0 \approx 1.4070696 \times 10^{-41} \) kg, which is coupled with background space-time geometry (see Section 3-4-1).

Assuming our approach is the unique and principal way for deriving (all) the laws governing the fundamental forces of nature, then based on the unique structure of general relativistic single-particle fields derived and also the assumption of chiral symmetry as a basic discrete symmetry of the source-free cases of these fields, it has been shown that the universe cannot have more than four space-time dimensions. In addition, on the basis of definite structure of the field equations derived, we also conclude that magnetic monopoles - in contrast with electric monopoles - could not exist in nature. Furthermore, a basic argument for the asymmetry of left and right handed (interacting) particles is presented.

1-1. The main arguments and consequences presented in this article (particularly in connection with the logical origin of the laws governing the fundamental forces) follow from these three basic and primary assumptions:

(1)- “Generalization of the algebraic axiom of nonzero divisors for integer elements (based on the ring theory and the matrix representation of generalized Clifford algebra, and subsequently, constructing a definite algebraic linearization theory);”

This is one of the new and principal concepts presented in this article (see Section 2-1, formula (23)).

(2)- “Discreteness of the relativistic energy-momentum (D-momentum);”

This is a basic and original quantum mechanical assumption. Quantum theory, particularly, tells us that energy and momentum are only transferred in discrete quantities, i.e., as integer multiples of the quantum of action (Planck constant) \( \hbar \).

(3)- “The general relativistic massive forms of the laws governing the fundamental forces of nature, including the gravitational, electromagnetic and nuclear field equations, in addition to the relativistic (half-integer spin) single-particle wave equations, are derived solely by first quantization (as a postulate) of linearized (and simultaneously parameterized, as necessary algebraic conditions) unique forms of the relativistic energy-momentum relation – which are defined algebraically for a single particle with invariant mass \( m_0 \).”

We also assume that the source-free cases of these fields have “chiral symmetry”.

13
Following is a summary description of some notable consequences of the axiomatic matrix approach presented in this article (note that the geometrized units, metric signature (+ − ... −) and the sign conventions (97) will be used):

1-2. Two categories of the general relativistic (single-particle) wave equations are derived directly by linearization (and simultaneous parameterization, as necessary algebraic conditions), followed by first quantization (as a postulate) of the special relativistic energy-momentum relation (defined for a particle with rest mass \( m_0 \)), as follows:

\[
\tilde{\nabla}_\lambda R_{\mu\nu\sigma\tau} + \tilde{\nabla}_\mu R_{\nu\lambda\sigma\tau} + \tilde{\nabla}_\nu R_{\lambda\mu\sigma\tau} = T^\tau_{\lambda\rho\nu\sigma\tau} + T^\tau_{\mu\rho\nu\sigma\tau} + T^\tau_{\nu\lambda\rho\mu\sigma\tau}, \tag{1-1}
\]

\[
\tilde{\nabla}_\mu R^\mu_{\nu\sigma\tau} - \frac{\text{im}_0^{(G)}}{\hbar} k_\mu R^\mu_{\nu\sigma\tau} = -J^{(G)}_{\nu\sigma\tau}, \tag{1-2}
\]

\[
R_{\mu\nu\sigma\tau} = (\tilde{\nabla}_\nu \Gamma_{\rho\sigma\mu} - \Gamma^\lambda_{\rho\nu} \Gamma_{\lambda\sigma\mu}) - (\tilde{\nabla}_\mu \Gamma_{\rho\sigma\nu} - \Gamma^\lambda_{\rho\mu} \Gamma_{\lambda\sigma\nu}); \tag{1-3}
\]

\[
\tilde{\nabla}_\lambda F_{\mu\nu} + \tilde{\nabla}_\mu F_{\nu\lambda} + \tilde{\nabla}_\nu F_{\lambda\mu} = Z^\tau_{\lambda\rho\mu\nu} + Z^\tau_{\lambda\mu\nu\rho} + Z^\tau_{\nu\lambda\rho\mu} + Z^\tau_{\nu\lambda\mu\rho}, \tag{2-1}
\]

\[
\tilde{\nabla}_\mu F^\mu_{\nu} - \frac{\text{im}_0^{(E)}}{\hbar} k_\mu F^\mu_{\nu} = -J^{(E)}_{\nu}, \tag{2-2}
\]

\[
F_{\mu\nu} = (\tilde{\nabla}_\nu - \frac{\text{im}_0^{(E)}}{2\hbar} k_\nu) A_\mu - (\tilde{\nabla}_\mu - \frac{\text{im}_0^{(E)}}{2\hbar} k_\mu) A_\nu. \tag{2-3}
\]

where \( \Gamma^\rho_{\sigma\mu} \) is the affine connection, \( T_{\sigma\mu\nu} \) is a definite complex torsion tensor given by

\[
T_{\tau\mu\nu} = \frac{\text{im}_0^{(G)}}{2\hbar} (g_{\tau\rho} k_\rho - g_{\tau\nu} k_\nu), \quad T_{\nu\tau} = T^\mu_{\nu\tau} = (D-1) \frac{\text{im}_0^{(G)}}{2\hbar} k_\nu \tag{3}
\]

D is the number of dimensions; and the sources of the fields \( R_{\mu\nu\sigma\tau} \) and \( F_{\mu\nu} \) are defined by

\[
J^{(G)}_{\nu\sigma\tau} = -\left(\tilde{\nabla}_\nu + \frac{\text{im}_0^{(G)}}{\hbar} k_\nu\right) \phi^{(G)}_{\nu\sigma\tau}, \quad J^{(E)}_{\nu} = -\left(\tilde{\nabla}_\nu + \frac{\text{im}_0^{(E)}}{\hbar} k_\nu\right) \phi^{(E)}_{\nu} \tag{4}
\]

Tensor \( Z_{\tau\mu\nu} \) is also given by

\[
Z_{\tau\mu\nu} = \frac{\text{im}_0^{(E)}}{2\hbar} (g_{\tau\rho} k_\rho - g_{\tau\nu} k_\nu) \tag{5}
\]
where (based on the assumption (3) in Section 1-1) these field equations are formulable solely in \( D \leq 4 \) dimensional space-time. Moreover, in the above equations \( m_0^{(G)} \) and \( m_0^{(E)} \) are the invariant masses of the (free and interacting) fields carrier single-particles, \( \hbar \vec{\nabla}_\mu \) is the covariant kinetic energy-momentum operator (generally defined on a background space-time with the complex torsion \( T_{\mu \nu \rho} \) generated by the invariant mass (of the field carrier particle) and given by formula (3)), \( k^\mu = (c/\sqrt{g_{00}}, 0, \ldots, 0) \) is the general relativistic velocity of a static observer (that is a time-like contravariant vector), and \( J^{(G)}_{\nu} \) and \( J^{(E)}_{\nu} \) are the sources for these fields.

As an additional principal requirement, we show that we may also assume that the Lagrangian density for the obtained general relativistic "massive" single-particle wave equations (2-1) – (2-3), be locally gauge invariant as well – where these fields be still massive, and \( \vec{\nabla}_\mu \) be equivalent to the general relativistic (with torsion (3), which is compatible with the local gauge invariance condition [9, 58, 60 - 63]) form of the (local) gauge-covariant derivative [67]. On this basis, in (1+3) dimensional space-time, equations (2-1) – (2-3) not only would describe a certain massive form of Maxwell’s (single-photon) field based on the Abelian gauge group \( U(1) \), but also would present a certain massive form of Yang–Mills (single-particle) fields based on the (non-Abelian) gauge groups \( SU(N) \). For the latter case, the field strength tensor, vector gauge potential and the current in equations (2-1) - (2-3), are also written in component notation as: \( F_{\mu \nu}^a, A^a_\mu, J^{(E)}_{\mu} \), where the Latin index \( a = 1, 2, 3, \ldots, N^2 - 1 \), and \( N^2 - 1 \) is the number of linearly independent generators of the group \( SU(N) \) (as a real manifold) [58]. Hence, by requiring the local gauge invariance for general relativistic massive particle field equations (2-1) – (2-3), in Section 3-4, we show that the massive Lagrangian density specified for these fields could be locally gauge invariant – if these fields be formally re-presented on a background space-time with certain complex torsion which is generated by the invariant mass of the gauge field carrier particle. Subsequently, in agreement with certain experimental data, the invariant mass of a particle (that would be identified as massive photon) has been specified \( (m_0^{(E)} \approx 1.4070696 \times 10^{-41} \text{ kg}) \), which is coupled with background space-time geometry.

It is noteworthy to recall that gauge symmetries can be viewed as analogues of the principle of general covariance of general relativity in which the coordinate system can be chosen freely under arbitrary diffeomorphism of space-time. Both gauge invariance and diffeomorphism invariance reflect a redundancy in the description of the system. In point of fact, a global symmetry is just a local symmetry whose group's parameters are fixed in space-time. The requirement of local symmetry, the cornerstone of gauge theories, is a stricter constraint [58]. However, our approach could be also considered in the framework of the theories that lie beyond the Standard Model [71], as it also includes new consequences such as a certain formulation for the gravitational particle field.

In addition, we should note that the field equations (2-1) – (2-3) would correspond to two different particle fields: they describe the spin-1/2 single-particle fields formulated solely in (1+2) dimensional space-time – where we necessary have \( F_{20} = F_{02} = 0 \) [29, 31]; these equations also describe the spin-1 single-particle fields formulated solely in (1+3) dimensional space-time [68, 69]. In the precisely same manner, the field equations (1-1) – (1-2) describe the spin-3/2 single-particle field (gravitational) formulated solely in (1+2) dimensional space-time – where \( R_{\mu \nu \rho \sigma} \) is the Riemann curvature tensor, and we necessary have \( R_{2020} = R_{0202} = 0 \). The field equations (1-1) – (1-2) also describe the spin-2 single-particle (gravitational) field formulated solely in (1+3) dimensional space-time. However, it should be emphasize here that for single-particle field equations (1-1) – (2-3), the (quantum mechanical) solutions are taken to be complex [29, 30, 31, 68, 69].

In particular, for massless cases (i.e. \( m_0^{(G)} = 0, m_0^{(E)} = 0 \), the field equations (1-1) – (2-3) turn into the classical fields including the Einstein (with a cosmological constant), Maxwell and Yang-Mills field equations, and only these fields. In the context of relativistic quantum mechanics, equations (1-1) – (2-3) are subject to a process of \( 2^{nd} \) quantization anyhow; then these equations would describe the bosonic fields in (1+3) dimensional space-time, and the fermionic fields in (1+2) dimensional space-time.
As it was mentioned above, in this article the geometrized units, metric signature \((+ - ...)\) and the sign conventions (97) will be used. So particularly, we assume the speed of light \(c = 1\). However, for clarity and emphasis, in some essential relativistic relations "\(c\)" as a constant be restored and indicated formally.

1-3. The field equations (1-1) – (2-3) that are obtained straightforwardly by first quantization of linearized (and simultaneously parameterized, as necessary algebraic conditions) unique forms of the relativistic energy-momentum (matrix) relation, i.e. formulas (92) – (96), could be also written in matrix representation, (or in the geometric algebra formulation, as we show in Section 3-4), as follows:

\[
(i\hbar \alpha ^{\mu } \nabla _{\mu } - m_0 \tilde{\alpha}^{\mu } k_{\mu }) \Psi _R = 0, \quad (1-A)
\]

\[
(i\hbar \alpha ^{\mu } \nabla _{\mu } - m_0 \tilde{\alpha}^{\mu } k_{\mu }) \Psi _F = 0 \quad (2-A)
\]

where

\[
\alpha ^{\mu } = \beta ^{\mu } + \beta ^{\prime \mu }, \quad \tilde{\alpha}^{\mu } = \beta ^{\mu } - \beta ^{\prime \mu }
\]

\(\Psi _R, \Psi _F\) are column matrices, \(\beta ^{\mu }\) and \(\beta ^{\prime \mu }\) are contravariant square matrices (corresponding to the generalized Clifford algebra, see Sections 2-4, 3-3, 3-6, 3-7 and Appendix B); these matrices in (1+2) and (1+3) dimensional space-time given by, respectively

\[
\beta ^{0} = \begin{bmatrix} 0 & 0 \\ 0 & - (\sigma ^{0} + \sigma ^{1}) \end{bmatrix}, \quad \beta _{0}^\prime = \begin{bmatrix} \sigma ^{0} + \sigma ^{1} & 0 \\ 0 & 0 \end{bmatrix}, \quad \beta ^{1} = \begin{bmatrix} 0 & \sigma ^{2} \\ - \sigma ^{2} & 0 \end{bmatrix}, \quad \beta _{1}^\prime = \begin{bmatrix} 0 & \sigma ^{3} \\ - \sigma ^{3} & 0 \end{bmatrix}
\]

\[
\beta ^{2} = \begin{bmatrix} 0 & - \sigma ^{1} \\ - \sigma ^{1} & 0 \end{bmatrix}, \quad \beta _{2}^\prime = \begin{bmatrix} 0 & - \sigma ^{0} \\ - \sigma ^{0} & 0 \end{bmatrix}
\]

\[
\Psi _R = \begin{bmatrix} R_{10 \rho \sigma} \\ 0 \\ R_{21 \rho \sigma} \\ \varphi _{\rho \sigma}^{(R)} \end{bmatrix}, \quad \Psi _F = \begin{bmatrix} F_{10} \\ 0 \\ F_{21} \\ \varphi _{\rho \sigma}^{(E)} \end{bmatrix}, \quad J_{\nu \rho \sigma}^{(G)} = -(\nabla _{\nu } + \frac{im_{0}^{(G)}}{\hbar } k_{\nu })\varphi _{\rho \sigma}^{(G)}, \quad J_{\nu }^{(E)} = -(\nabla _{\nu } + \frac{im_{0}^{(E)}}{\hbar } k_{\nu })\varphi ^{(E)}
\]

where

\[
\sigma ^{0} = \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix}, \quad \sigma ^{1} = \begin{bmatrix} 0 & 0 \\ 0 & 1 \end{bmatrix}, \quad \sigma ^{2} = \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix}, \quad \sigma ^{3} = \begin{bmatrix} 0 & 0 \\ -1 & 0 \end{bmatrix}
\]

In relations (7) it is assumed that \(R_{02 \rho \sigma} = R_{20 \rho \sigma} = 0\), \(F_{02} = F_{20} = 0\); in Section 3-7 we show that a certain symmetric assumption yields these conditions.
For (1+3) dimensional space-time we have:

\[
\beta^0 = \begin{bmatrix} 0 & 0 \\ 0 & -(\gamma^0 + \gamma^1) \end{bmatrix}, \quad \beta'_0 = \begin{bmatrix} (\gamma^0 + \gamma^1) & 0 \\ 0 & 0 \end{bmatrix}, \quad \beta^1 = \begin{bmatrix} 0 & \gamma^2 \\ -\gamma^3 & 0 \end{bmatrix}, \quad \beta'_1 = \begin{bmatrix} 0 & \gamma^3 \\ -\gamma^2 & 0 \end{bmatrix},
\]

\[
\beta^2 = \begin{bmatrix} 0 & \gamma^4 \\ \gamma^5 & 0 \end{bmatrix}, \quad \beta'_2 = \begin{bmatrix} 0 & -\gamma^5 \\ -\gamma^4 & 0 \end{bmatrix}, \quad \beta^3 = \begin{bmatrix} 0 & \gamma^6 \\ -\gamma^7 & 0 \end{bmatrix}, \quad \beta'_3 = \begin{bmatrix} 0 & \gamma^7 \\ -\gamma^6 & 0 \end{bmatrix},
\]

\[
\Psi_R = \begin{bmatrix} R_{10,\sigma} \\ R_{20,\sigma} \\ R_{30,\sigma} \\ 0 \\ R_{23,\sigma} \\ R_{31,\sigma} \\ R_{12,\sigma} \\ \phi^{(G)}_{\rho \sigma} \end{bmatrix}, \quad \Psi_F = \begin{bmatrix} F_{10} \\ F_{20} \\ F_{30} \\ 0 \\ F_{23} \\ F_{31} \\ F_{12} \\ \phi^{(E)} \end{bmatrix},
\]

\[
J^{(G)}_{\nu \rho \sigma} = -(\vec{\nabla}_\nu + \frac{i m^{(G)}_\nu}{\hbar} k_\nu) \phi^{(G)}_{\rho \sigma}, \quad J^{(E)}_{\nu} = -(\vec{\nabla}_\nu + \frac{i m^{(E)}_\nu}{\hbar} k_\nu) \phi^{(E)}.
\] (8)

where

\[
\gamma^0 = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix}, \quad \gamma^1 = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix}, \quad \gamma^2 = \begin{bmatrix} 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ -1 & 0 & 0 & 0 \end{bmatrix}, \quad \gamma^3 = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix},
\] (8-1)

\[
\gamma^4 = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 \end{bmatrix}, \quad \gamma^5 = \begin{bmatrix} 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 \end{bmatrix}, \quad \gamma^6 = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix}, \quad \gamma^7 = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix}.
\]

1-4. In Section 3, we show that from the gravitational field equations (1-1) – (1-2), or their equivalent matrix formulation, i.e. equation (1-A) (for \( m^{(G)}_0 = 0 \)), the Einstein field equations (including the cosmological constant \( \Lambda \), which emerges naturally via derivation process) are derived straightforwardly as follows:

\[
R_{\mu \nu} = -8\pi(T_{\mu \nu} - BT g_{\mu \nu}) - \Lambda g_{\mu \nu}
\] (9)

where \( J^{(G)}_{\nu \rho \sigma} = -8\pi(\nabla_\sigma T_{\nu \rho} - \nabla_\rho T_{\nu \sigma}) + 8\pi B(\nabla_\sigma T_{g \nu \rho} - \nabla_\rho T_{g \nu \sigma}) \), \( T_{\mu \nu} \) is the stress-energy tensor\( (T = T^{\mu \mu}) \), \( \Lambda \) is a cosmological constant, and \( B = 0, 1, \frac{1}{2} \) for two, three and four dimensional space-time, respectively.
1-5. Based on the unique structure of general relativistic single-particle fields derived and also the assumption of chiral symmetry as a basic discrete symmetry of the source-free cases of these fields, we conclude (in Section 3-7) that the universe cannot have more than (1+3) space-time dimensions. In addition, a basic argument for the asymmetry of left and right handed (interacting) particles is presented (in Section 3-8). Furthermore, on this basis, we may conclude that the miscellaneous and various relativistic wave equations (which has been written on the basis of experiments and so on) such as the Majorana, Breit, Proca, Rarita–Schwinger, Bargmann–Wigner equations, etc. [12 – 14], should be modified and/or replaced by the uniquely derived general relativistic (single-particle) wave equations (1-A) – (2-A) (or their equivalent formulations, i.e. equations (1-1) – (2-3)).

1-6. According to the definite mathematical structure of derived field equations (2-1) – (2-3) that correspond to the Maxwell’s equations (and also the Yang-Mills equations as the generalization of these equations, see Sections 3-4 and 3-4-1), in Section 3-4-2 we conclude that magnetic monopoles (in contrast with electric monopoles) could not exist in nature.

Let we emphasize again that the above noted results are direct outcomes of a new primary and axiomatic mathematical approach\(^1\). In this article we try generally to present the main schemes of applications of this new axiomatic approach in mathematics and particularly in fundamental physics. Hence, in Section 2, we present and develop this new mathematical approach, where we formulate a theory of linearization based on the ring theory (including the integral domains) and the generalized Clifford algebra. In Section 3, we show one of the main applications of this (primary) mathematical approach in the foundations of physics, where particularly in connection with the laws governing the fundamental forces and their logical origin, we’ll focus on the direct “mathematical derivation” of a definite set of the general relativistic (single-particle) wave equations which uniquely represent these laws as the most fundamental laws of nature.

---

\(^1\) Besides, we may argue that our presented axiomatic matrix approach (for a direct derivation and formulating the fundamental laws of nature uniquely) is not subject to the Gödel's incompleteness theorems [51]. As in our axiomatic approach, firstly, we've basically changed (i.e. replaced and generalized) one of the main Peano axioms (when these axioms algebraically are augmented with the operations of addition and multiplication [52, 53, 54]) for integers, which is the algebraic axiom of nonzero divisors. Secondly, based on our approach, one of the axiomatic properties of integers (i.e. axiom of nonzero divisors) could be accomplished solely by the arbitrary square matrices (with integer components). This axiomatic reformulation of algebraic properties of integers thoroughly has been presented in Section 2 of this article.
2. The Theory of Linearization: A New Axiomatic Matrix Approach

“Based on the Ring Theory (Including the Integral Domains) and the Matrix Representation of Generalized Clifford Algebra”

Mathematical models of physical processes include certain classes of mathematical objects and relations between these objects. The models of this type, which are most commonly used, are groups, rings, vector spaces, and linear algebras. A group is a set \( G \) with a single operation (multiplication) \( a \times b = c \); \( a, b, c \in G \) which obeys the known conditions [5]. A ring is a set of elements \( R \), where two binary operations, namely, addition and multiplication, are defined.

With respect to addition this set is a group, and multiplication is connected with addition by the distributivity laws \( a \times (b + c) = (a \times b) + (a \times c) \), \( (b + c) \times a = (b \times a) + (c \times a) \); \( a, b, c \in R \). The rings reflect the structural properties of the set \( R \). As distinct from the group models, those connected with rings are not frequently applied, although in physics various algebras of matrices, algebras of hypercomplex numbers, Grassman and Clifford algebras are widely used. This is due to the intricacy of finding a connection between the binary relations of addition and multiplication and the element of the rings [5, 2].

This article is devoted to the development of a rather simple approach of establishing such a connection and an analysis of concrete problems on this basis.

I find out that if we axiomatically generalize the set of single-integer elements \( \mathbb{Z} \) to the set of \( n \times n \) square matrix elements (as axioms’ elements with single-integer components, which we show it by \( \mathbb{Z}_{nn} \)), fruitful new relations and results hold. Thus in this Section, we present a matrix generalization of the algebraic axiom of nonzero divisors for the ring of integers. Then, we axiomatically formulate a matrix model for constructing a linearization theory over this ring. On this basis, we introduce the necessary and sufficient conditions for transforming the homogeneous non-linear equations (of any order) to their equivalent systems of linear equations (or matrix equations). These matrix equations definitely correspond to the matrix representation of the generalized Clifford algebras. In Section 2-4, quadratic forms (and relevant equations) are studied and analyzed on this basis explicitly.

\textbf{2-1. The algebraic axioms of the domain of integers \( \mathbb{Z} \) with binary operations \((+,\times)\), usually are defined as follows [5]:}

- \( a_1, a_2, a_3, \ldots \in \mathbb{Z} \),

- **Closure:** \( a_k + a_i \in \mathbb{Z} \), \( a_k \times a_i \in \mathbb{Z} \) \hspace{1cm} (10)

- **Associativity:** \( a_k + (a_i + a_p) = (a_k + a_i) + a_p \), \( a_k \times (a_i \times a_p) = (a_k \times a_i) \times a_p \) \hspace{1cm} (11)

- **Commutativity:** \( a_k + a_i = a_i + a_k \), \( a_k \times a_i = a_i \times a_k \) \hspace{1cm} (12)

- **Existence of an identity element:** \( a_k + 0 = a_k \), \( a_k \times 1 = a_k \) \hspace{1cm} (13)

- **Existence of inverse element (for addition):** \( a_k + (-a_k) = 0 \) \hspace{1cm} (14)
- Distributivity: \(a_k \times (a_i + a_p) = (a_k \times a_i) + (a_k \times a_p),\) \((a_k + a_i) \times a_p = (a_k \times a_p) + (a_i \times a_p)\) (15)

- No zero divisors: \((a_k = 0 \lor a_i = 0) \iff a_k \times a_i = 0\) (16)

It is easy to show that the axiom (16), equivalently, could be also presented as follows

\[(a_k \times m_i = 0, m_i \neq 0) \iff a_k = 0\] (16-1)

In axioms (10) – (15), we may simply suppose that the single elements \(a_k \in Z\) are \(1 \times 1\) matrices with integer components: \([a_1]_{1 \times 1} \equiv a_1, [a_2]_{1 \times 1} \equiv a_2, [a_3]_{1 \times 1} \equiv a_3, \ldots \in Z_{1 \times 1} (\equiv Z),\) then equivalently, the axioms (10) – (15) could also be written by square matrices (with integer components) as follows:

- \(M_k = [m_{k_j}]\), \(m_{k_j} \in Z, \ \exists n \in N: \ i, j = 1, 2, 3, \ldots, n\), \(M_1, M_2, M_3, \ldots \in Z_{n \times n},\)

- Closure: \(M_k + M_i \in Z_{n \times n}, \ M_k \times M_i \in Z_{n \times n}\) (17)

- Associativity: \(M_k + (M_i + M_p) = (M_k + M_i) + M_p, \ M_k \times (M_i \times M_p) = (M_k \times M_i) \times M_p\) (18)

- Commutativity (for addition): \(M_k + M_i = M_i + M_k\) (19-1)

- Property of the transpose for matrix multiplication:

\[ (M_k \times M_i)^T = M_i^T \times M_k^T\] (19-2)

where \(M_k^T\) is the transpose of matrix \(M_k\).

- Existence of an identity element: \(M_k + 0 = M_k, \ M_k \times I_{n \times n} = M_k\) (20)

- Existence of the inverse element (for addition):

\[M_k + (-M_k) = 0\] (21)

- Distributivity: \(M_k \times (M_i + M_p) = (M_k \times M_i) + (M_k \times M_p),\)

\[(M_k + M_i) \times M_p = (M_k \times M_p) + (M_i \times M_p);\] (22)

Note that from the axioms (10) – (15), we can obtain the matrix-formulation axioms (17) – (22) and vice versa.
In this article, we principally take into account the set of matrix-formulation axioms (17) – (22) for integers, and present the following new additional axiom (formulated “solely” via square matrices) as a new algebraic property of the ring (or domain) of integers – which is a generalized matrix-formulation of axiom (16-1), and be replaced by (16-1):

**Axiom 2-1.** “Let \( F(b_1, b_2, b_3, \ldots, b_s) \) be a homogeneous polynomial of degree \( r \geq 2 \) over the integer elements \( b_p \in Z \ (\equiv Z_{\text{int}}) \), we have the following axiom:

\[
\exists A, M \in Z_{n \times n},
\]

\[
[(A \times M = 0, \ M \neq 0) \wedge (A = F(b_1, b_2, b_3, \ldots, b_s)I_n)] \iff F(b_1, b_2, b_3, \ldots, b_s) = 0
\]  

(23)

where \( A = [a_{ij}] \), \( a_{ij} = \sum_{p=1}^{s} H_{ijp} b_p \), and \( b_p \in Z \ (\equiv Z_{\text{int}}) \), \( \exists n, s: i, j = 1, 2, 3, \ldots, n \), \( p = 1, 2, 3, \ldots, s \), \( H_{ijp} \) are coefficients, \( M (M \neq 0) \) is a parametric arbitrary matrix, and \( I_n \) is the identity matrix.”

In fact, axiom (16) (or its equivalent, i.e. axiom (16-1)) can be obtained from Axiom 2-1, but definitely not vice versa. Only for special case \( n = 1 \), the set of axioms (17) – (23) (formulated by square matrices) become equivalent to the set of ordinary axioms (10) – (16-1) for integer elements. Axiom 2-1 is formulated “solely” by square matrices (with integer components), and definitely is a new axiom for integers. In this Section and Section 3 we will demonstrate its main and direct consequences and fruitful applications.

**Remark 2-1.** Note that in Axiom 2-1, according to the arbitrariness of all the parametric components of \( n \times n \) matrix \( M (M \neq 0) \), without loss of generality, we may replace matrix \( M \) with a \( n \times 1 \) matrix \( M_{n \times 1} \) in equations \( AM = 0 \) (with the same condition \( M \neq 0 \), but only with “\( n \)” number of arbitrary parametric components).

**Remark 2-2.** Algebraic axiomatic relation (23) presents a new fundamental matrix structure and framework for constructing a basic linearization theory in the ring theory (including the integral domains), which will be described below. Also note that the elements \( a_{ij} \) are the “linear” homogeneous forms of integer elements \( b_{pq} \). Furthermore, (using the definition \( A = [a_{ij}] \), \( a_{ij} = \sum_{p=1}^{s} H_{ijp} b_p \)), we may simply represent matrix \( A \) by this linear formula: \( A = \sum_{p=1}^{s} b_p E_p \), where \( E_p \) are square matrices; then the relation \( A' = F(b_1, b_2, b_3, \ldots, b_s)I_n \) will definitely express the standard definition of the generalized Clifford algebra associated with homogeneous form \( F(b_1, b_2, b_3, \ldots, b_s) \), and generated by matrices \( E_p \) [43-47]. Thus based on the definition of Axiom 2-1 (formula (23)) over the integer elements, the Clifford algebra (and its matrix representation) as a very well known and studied mathematical theory, is the main and central characteristic of the axiomatic approach presented in this article. We use this essential property in Section 2-4, for a unique determination of square matrices \( A \) that generate a generalized Clifford algebra associated with quadratic homogeneous forms of the type (25) (defined below).
2-2. Generally, there are standard and certain methods for solving homogeneous linear equations over the ring of integers \[7\]. Moreover, on the basis of the Axiom 2-1, the necessary and sufficient condition for solving an homogeneous equation of the \(i^{th}\) order such as
\[F(b_1, b_2, b_3, \ldots, b_x) = 0,\]
is the transforming or converting it (by “linearization” and simultaneous parameterization, as necessary algebraic conditions) into an equivalent system of linear equations of type \(AM = 0\) (where \(M \neq 0, M : n \times 1\) matrix with parametric components). On this basis, below we’ll obtain merely the systems of linear equations that equivalently correspond to the various homogeneous quadratic equations, and also systems of linear equations corresponding to some of the higher order equations.

On the methodological standpoint, firstly, for obtaining and specifying a system of linear equations that corresponds to a given equation \(F(b_1, b_2, b_3, \ldots, b_x) = 0\), we definitely should assume and take the minimum value for \(n\) (i.e. the size of \(n \times n\) matrix \(A\) defined in (23)). Secondly, by replacing the components of matrix \(A\) with the linear forms
\[a_{ij} = \sum_{p=1}^{s} H_{ijp} b_p\] (defined in (23)), in the equation
\[A' = F(b_1, b_2, b_3, \ldots, b_x)I_n,\] we basically should calculate the coefficients \(H_{ijp}\) (which are independent of elements \(b_p\)), by ordinary and standard methods of solving certain equations over the ring of integers.

2-3. In particular, an arbitrary homogeneous quadratic form such as
\[F(c_1, c_2, c_3, \ldots, c_x) = \sum_{i_1, i_2 = 1}^{s} B_{i_1i_2} \prod_{p=1}^{2} c_{i_p}\] (24)
could be transformed into a simpler quadratic form of the type
\[Q(b_1, b_2, b_{21}, b_{22}, \ldots, b_{2x}) = \sum_{q=1}^{s} \prod_{p=1}^{2} b_{pq}\] (25)
by the following linear isomorphic transformations:
\[b_{11} = c_1, \quad b_{21} = \sum_{i=1}^{s} B_{i_1i_2} c_{i_2}, \quad b_{12} = c_2, \quad b_{22} = \sum_{i=1}^{s} B_{i_2i_2} c_{i_2}, \quad \ldots, \quad b_{1x} = c_x, \quad b_{2x} = \sum_{i=1}^{s} B_{i_xi_2} c_{i_2}\] (24-1)

Furthermore, as we’ll also show later, the following quadratic form could be transformed into quadratic forms of the type (25) as well (by a similar isomorphic transformations):
\[Q(c_1, c_2, c_3, \ldots, c_x, d_1, d_2, d_3, \ldots, d_x) = \sum_{i_1, i_2 = 1}^{s} B_{i_1i_2} \prod_{p=1}^{2} c_{i_p} - \sum_{i_1, i_2 = 1}^{s} B_{i_1i_2} \prod_{p=1}^{2} d_{i_p}\] (26)
Remark 2-3. In addition, concerning the formula (25), the following general relations could be proven easily:

\[ \left( \sum_{q=1}^{s} \prod_{p=1}^{r} b_{pq} c_{(r+1)q} \right) = 0, \quad \left( \sum_{q=1}^{s} \prod_{p=1}^{r} b_{pq} d_{(r+1)q} \right) = 0 \]

\[ \Rightarrow \sum_{q=1}^{s} \prod_{p=1}^{r} b_{pq} (c_{(r+1)q} \pm d_{(r+1)q}) = 0, \]

(25-1)

\[ \sum_{q=1}^{s} \prod_{p=1}^{r} b_{pq} c_{(r+1)q} = 0 \iff \sum_{q=1}^{s} \prod_{p=1}^{r} b_{pq} (tc_{(r+1)q}) = 0 \]

(25-2)

where the parameter \( t \) is an arbitrary non-zero integer.

2-4. According to the general forms of homogeneous quadratic equations (24) – (26), and the isomorphic linear transformations (24-1), below we merely write the systems of linear equations that correspond to the following quadratic equation (moreover, as we mentioned in Section 2-2, according to the Axiom 2-1 (formula (23)), only one system of linear equations – with the minimum number of equations – for each particular case is sufficient):

\[ Q(b_{11}, b_{21}, b_{12}, b_{22}, \ldots, b_{2s}) = \sum_{q=1}^{s} \prod_{p=1}^{2} b_{pq} = 0 \]

(25-3)

Now according to Axiom 2-1 (formula (23)), the following relation should be specified for equation (25-3), which by to formulate its equivalent system of linear equations \( \text{AM} = 0 \),

\[ A^2 = \left( \sum_{p=1}^{2} \sum_{q=1}^{2} b_{pq} E_{pq} \right)^2 = Q(b_{11}, b_{21}, b_{12}, b_{22}, \ldots, b_{2s}) I_n \]

(25-4)

where \( n = 2^{s-1} \), and matrices \( E_{pq} \) generate a generalized Clifford algebra associated with form \( Q(b_{11}, b_{21}, b_{12}, b_{22}, \ldots, b_{2s}) \).

We should note here that the matrix equations, which will be obtained on this basis for the above homogeneous quadratic equations, also could simply be modified to be hermitian (and we will do it for these equations). The hermiticity is a necessary condition for these matrix equations (i.e. matrix equations (32), (34), (36), (37), (38), corresponding quadratic equation (24)), which we will use to formulate the relativistic wave equations of physics, in Section 3 (see Sections 3-3, 3-6, 3-7 and Appendix B).
Thus let we expand the equation (25-3) as follows, respectively:

\[ \sum_{q=1}^{1} \prod_{p=1}^{2} b_{pq} = b_{11}b_{21} = 0, \]  
(27)

\[ \sum_{q=1}^{2} \prod_{p=1}^{2} b_{pq} = b_{11}b_{21} + b_{12}b_{22} = 0, \]  
(28)

\[ \sum_{q=1}^{3} \prod_{p=1}^{2} b_{pq} = b_{11}b_{21} + b_{12}b_{22} + b_{13}b_{23} = 0, \]  
(29)

\[ \sum_{q=1}^{4} \prod_{p=1}^{2} b_{pq} = b_{11}b_{21} + b_{12}b_{22} + b_{13}b_{23} + b_{14}b_{24} = 0, \]  
(30)

\[ \sum_{q=1}^{5} \prod_{p=1}^{2} b_{pq} = b_{11}b_{21} + b_{12}b_{22} + b_{13}b_{23} + b_{14}b_{24} + b_{15}b_{25} = 0; \]  
(31)

\[ \cdots \]

Hence, based on the Axiom 2-1 (formula (23)), Remark 2-2 and our methodology mentioned in Section 2-2, the equivalent matrix equations (here we mean a system of linear equations) corresponding (uniquely) to the quadratic equations (27) – (31) are, respectively, as follows:

First, the equivalent matrix equation corresponding to quadratic equation (27) is given by

\[ A \times M = \begin{bmatrix} 0 & e_0 \\ f_0 & 0 \end{bmatrix} \begin{bmatrix} m_1 \\ m_2 \end{bmatrix} = 0 \]  
(32)

where \( e_0 = b_{11}, f_0 = b_{21} \), and we have

\[ A^2 = \begin{bmatrix} 0 & e_0 \\ f_0 & 0 \end{bmatrix} \times \begin{bmatrix} 0 & e_0 \\ f_0 & 0 \end{bmatrix} = (e_0f_0)I_2 \]  
(32-1)

For (28) we have the following equivalent matrix equation

\[ A \times M = \begin{bmatrix} 0 & 0 & e_0 & f_1 \\ 0 & 0 & -e_1 & f_0 \\ f_0 & f_1 & 0 & 0 \\ -e_1 & e_0 & 0 & 0 \end{bmatrix} \begin{bmatrix} m_1 \\ m_2 \\ m_3 \\ m_4 \end{bmatrix} = 0 \]  
(33)

where \( e_0 = b_{11}, f_0 = b_{21}, e_1 = b_{12}, f_1 = b_{22} \), and we have
If we substitute (33) into (28), we get the following two separate and fully equivalent matrix equations:

\[
\begin{bmatrix}
e_0 & f_1 \\
-e_1 & f_0
\end{bmatrix}
= (e_0 f_0 + e_1 f_1) I_4
\]  

(33-1)

Notice that using (33) we get the following two separate and fully equivalent matrix equations for (28):

\[
\begin{bmatrix}
e_0 & f_1 \\
-e_1 & f_0
\end{bmatrix} m_3 = 0,
\]

(33-2)

\[
\begin{bmatrix}
f_0 & f_1 \\
-e_1 & e_0
\end{bmatrix} m_4 = 0
\]

(33-3)

As the matrix equations (33-2) and (33-3) are equivalent, we can choose the equation (33-2) as the system of linear equations corresponding to quadratic equation (28) – where for simplicity we may also replace the parameters \( m_1 \) and \( m_2 \) by parameters \( m_3 \) and \( m_4 \), as follows

\[
\begin{bmatrix}
e_0 & f_1 \\
-e_1 & f_0
\end{bmatrix} m_1 = 0
\]

(34)

The following system of linear equations corresponds to quadratic equation (29):

\[
A \times M = \begin{bmatrix}
0 & 0 & 0 & 0 & e_0 & 0 & -e_2 & f_1 & m_1 \\
0 & 0 & 0 & 0 & 0 & e_0 & -e_1 & -f_2 & m_2 \\
0 & 0 & 0 & 0 & f_2 & f_1 & f_0 & 0 & m_3 \\
0 & 0 & 0 & 0 & -e_1 & e_2 & 0 & f_0 & m_4 \\
f_0 & 0 & e_2 & -f_1 & 0 & 0 & 0 & 0 & m_5 \\
f_0 & f_1 & e_1 & f_2 & 0 & 0 & 0 & 0 & m_6 \\
e_1 & -e_2 & 0 & e_0 & 0 & 0 & 0 & 0 & m_7 \\
e_1 & e_0 & 0 & 0 & 0 & 0 & 0 & 0 & m_8
\end{bmatrix} = 0
\]

(35)

where \( e_0 = b_{11}, f_0 = b_{21}, e_1 = b_{12}, f_1 = b_{22}, e_2 = b_{13}, f_2 = b_{23} \), and we have
\[ A^2 = \begin{bmatrix} 0 & 0 & 0 & 0 & e_0 & 0 & -e_2 & f_1 \\ 0 & 0 & 0 & 0 & 0 & e_0 & -e_1 & -f_2 \\ 0 & 0 & 0 & 0 & f_2 & f_1 & f_0 & 0 \\ 0 & 0 & 0 & 0 & -e_1 & e_2 & 0 & f_0 \\ f_0 & 0 & e_2 & -f_1 & 0 & 0 & 0 & 0 \\ 0 & f_0 & e_1 & f_2 & 0 & 0 & 0 & 0 \\ -f_2 & -f_1 & e_0 & 0 & 0 & 0 & 0 & 0 \\ e_1 & -e_2 & 0 & e_0 & 0 & 0 & 0 & 0 \end{bmatrix} \begin{bmatrix} 0 & 0 & 0 & 0 & e_0 & 0 & -e_2 & f_1 \\ 0 & 0 & 0 & 0 & 0 & e_0 & -e_1 & -f_2 \\ 0 & 0 & 0 & 0 & f_2 & f_1 & f_0 & 0 \\ 0 & 0 & 0 & 0 & -e_1 & e_2 & 0 & f_0 \\ f_0 & 0 & e_2 & -f_1 & 0 & 0 & 0 & 0 \\ 0 & f_0 & e_1 & f_2 & 0 & 0 & 0 & 0 \\ -f_2 & -f_1 & e_0 & 0 & 0 & 0 & 0 & 0 \\ e_1 & -e_2 & 0 & e_0 & 0 & 0 & 0 & 0 \end{bmatrix} = (e_0 f_0 + e_1 f_1 + e_2 f_2) I_8 \]

(35-1)

From (35) (similar to the (33)) the following two equivalent matrix equations are obtained,

\[ \begin{bmatrix} e_0 & 0 & -e_2 & f_1 \\ 0 & e_0 & -e_1 & -f_2 \\ f_2 & f_1 & f_0 & 0 \\ -e_1 & e_2 & 0 & f_0 \end{bmatrix} \begin{bmatrix} m_5 \\ m_6 \\ m_7 \\ m_8 \end{bmatrix} = 0, \quad (35-2) \]

\[ \begin{bmatrix} f_0 & 0 & e_2 & -f_1 \\ 0 & f_0 & e_1 & f_2 \\ -f_2 & -f_1 & e_0 & 0 \\ e_1 & -e_2 & 0 & e_0 \end{bmatrix} \begin{bmatrix} m_1 \\ m_2 \\ m_3 \\ m_4 \end{bmatrix} = 0 \quad (35-3) \]

So, we can choose equation (35-2), as the system of linear equations corresponding to the quadratic equation (29) (where for simplicity here we also replace the parameters \( m_1, m_2, m_3 \) and \( m_4 \) by parameters \( m_5, m_6, m_7 \) and \( m_8 \)):

\[ \begin{bmatrix} e_0 & 0 & -e_2 & f_1 \\ 0 & e_0 & -e_1 & -f_2 \\ f_2 & f_1 & f_0 & 0 \\ -e_1 & e_2 & 0 & f_0 \end{bmatrix} \begin{bmatrix} m_1 \\ m_2 \\ m_3 \\ m_4 \end{bmatrix} = 0 \quad (36) \]
Similar to the matrix equations (34) and (36) that correspond to the quadratic equations (28) and (29), the unique and equivalent matrix equations corresponding to the quadratic equations (30) and (31) are also obtained as follows, respectively,

\[
\begin{bmatrix}
    e_0 & 0 & 0 & 0 & 0 & -e_3 & e_2 & f_1 \\
    0 & e_0 & 0 & 0 & e_3 & 0 & -e_1 & f_2 \\
    0 & 0 & e_0 & 0 & -e_2 & e_1 & 0 & f_3 \\
    0 & 0 & 0 & e_0 & -f_1 & -f_2 & -f_3 & 0 \\
    0 & -f_3 & f_2 & e_1 & f_0 & 0 & 0 & 0 \\
    f_3 & 0 & -f_1 & e_2 & 0 & f_0 & 0 & 0 \\
   -f_2 & f_1 & 0 & e_3 & 0 & 0 & f_0 & 0 \\
  -e_1 & -e_2 & -e_3 & 0 & 0 & 0 & 0 & f_0
\end{bmatrix}
\begin{bmatrix}
    m_1 \\
    m_2 \\
    m_3 \\
    m_4 \\
    m_5 \\
    m_6 \\
    m_7 \\
    m_8
\end{bmatrix} = 0
\]  
(37)

where \( e_0 = b_{11}, f_0 = b_{21}, e_1 = b_{12}, f_1 = b_{22}, e_2 = b_{13}, f_2 = b_{23}, e_3 = b_{14}, f_3 = b_{24}, e_4 = b_{15}, f_4 = b_{25} \);

and for (31) we obtain

\[
\begin{bmatrix}
    e_0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -e_4 & 0 & -e_3 & -e_2 & f_1 \\
    0 & e_0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & e_4 & 0 & e_3 & 0 & -e_1 & -f_2 \\
    0 & 0 & e_0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -e_4 & 0 & 0 & e_2 & e_1 & 0 & f_3 \\
    0 & 0 & 0 & e_0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -f_1 & f_2 & -f_3 & 0 & 0 & -f_4 \\
    0 & 0 & 0 & 0 & e_0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -e_3 & -e_2 & -e_1 & 0 & 0 & 0 & 0 & -f_4 \\
    0 & 0 & 0 & 0 & 0 & e_0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & f_1 & -f_2 & 0 & 0 & f_4 & 0 \\
    0 & 0 & 0 & 0 & 0 & 0 & e_0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & f_2 & -f_3 & 0 & 0 & 0 & 0 & 0 & f_4 \\
    0 & 0 & 0 & 0 & 0 & 0 & 0 & e_0 & e_1 & e_2 & -f_1 & 0 & f_3 & 0 & -f_4 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & m_7 \\
    0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & e_0 & e_1 & e_2 & -f_1 & 0 & f_3 & 0 & -f_4 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & m_8 \\
    0 & 0 & 0 & 0 & -f_4 & 0 & -f_3 & -f_2 & -f_1 & f_0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & m_9 \\
    0 & 0 & f_4 & 0 & f_3 & 0 & e_1 & -e_2 & 0 & f_0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & m_{10} \\
    0 & 0 & 0 & f_4 & 0 & 0 & e_1 & -e_2 & 0 & f_0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & m_{11} \\
    0 & 0 & 0 & 0 & f_4 & 0 & 0 & e_1 & -e_2 & 0 & f_0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & m_{12} \\
    0 & 0 & 0 & f_3 & 0 & e_1 & e_2 & -e_3 & 0 & 0 & 0 & 0 & f_0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & m_{13} \\
    0 & 0 & 0 & 0 & f_3 & 0 & e_1 & e_2 & -e_3 & 0 & 0 & 0 & 0 & f_0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & m_{14} \\
    0 & 0 & 0 & 0 & f_2 & f_1 & 0 & e_3 & 0 & -e_4 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & m_{15} \\
  -e_1 & e_2 & -e_3 & 0 & e_4 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & m_{16} \\
\end{bmatrix}
\begin{bmatrix}
    m_1 \\
    m_2 \\
    m_3 \\
    m_4 \\
    m_5 \\
    m_6 \\
    m_7 \\
    m_8
\end{bmatrix} = 0
\]  
(38)

where \( e_0 = b_{11}, f_0 = b_{21}, e_1 = b_{12}, f_1 = b_{22}, e_2 = b_{13}, f_2 = b_{23}, e_3 = b_{14}, f_3 = b_{24}, e_4 = b_{15}, f_4 = b_{25} \).
In a similar manner, the systems of linear equations with larger sizes could be obtained for special cases of general quadratic equation (25-3), where \( s = 1, 2, 3, \ldots \). The size of the square matrices of these matrix equations is \( 2^s \times 2^s \). But, this size is reducible to \( 2^{s-1} \times 2^{s-1} \) for the quadratic forms (as we had these sizes for matrix equations (34), (36), (37) and (38) which correspond to the quadratic equations (29) – (31)). In general, the size of the square matrices \( A \) that correspond to the homogeneous \( r^{th} \)-order form \( F(b_1, b_2, \ldots, b_r) \) defined in (23), is \( r^s \times r^s \), which for particular cases this size could be reduced. Moreover, based on Axiom 1-2 (formula (23)), by obtaining (and solving) a system of linear equations which corresponds to a \( r^{th} \)-order equation, we may systematically show (or decide) whether this equation has the integral solution.

We present below the systems of linear equations (defined by (23)) corresponding to some particular higher (3\(^{rd}\), 4\(^{th}\) and 5\(^{th}\)) order homogeneous equations. For a third order equation of the type

\[
F(e_0, f_0, e_1, f_1, e_2, f_2) = e_0^2 f_0 - e_0 f_0^2 + e_2^2 f_2 - e_2 f_2^2 + e_1 f_1 g_1 = 0
\]  

(39)

the following matrix equation is obtained

\[
AM = \begin{bmatrix}
0 & 0 & A_1 \\
A_2 & 0 & 0 \\
0 & A_3 & 0
\end{bmatrix}
\begin{bmatrix}
m_1 \\
m_2 \\
\vdots \\
m_{27}
\end{bmatrix} = 0,
\]  

(40)

where \( A \) is a \( 27 \times 27 \) square matrix and we have

\[
A_1 = \begin{bmatrix}
-e_2 + f_2 & 0 & 0 & 0 & 0 & 0 & -e_0 + f_0 & e_1 & 0 \\
0 & -e_2 + f_2 & 0 & 0 & 0 & 0 & e_0 & g_1 & 0 \\
0 & 0 & -e_2 + f_2 & 0 & 0 & 0 & f_1 & 0 & -f_0 \\
-f_0 & e_1 & 0 & e_2 & 0 & 0 & 0 & 0 & 0 \\
0 & -e_0 + f_0 & g_1 & 0 & e_2 & 0 & 0 & 0 & 0 \\
f_1 & 0 & e_0 & 0 & 0 & e_2 & 0 & 0 & 0 \\
0 & 0 & 0 & e_0 & e_1 & 0 & -f_2 & 0 & 0 \\
0 & 0 & 0 & 0 & -f_0 & g_1 & 0 & -f_2 & 0 \\
0 & 0 & 0 & f_1 & 0 & -e_0 + f_0 & 0 & 0 & -f_2
\end{bmatrix}
\]

\[
A_2 = \begin{bmatrix}
-f_2 & 0 & 0 & 0 & 0 & 0 & -e_0 + f_0 & e_1 & 0 \\
0 & -f_2 & 0 & 0 & 0 & 0 & e_0 & g_1 & 0 \\
0 & 0 & -f_2 & 0 & 0 & 0 & f_1 & 0 & -f_0 \\
-f_0 & e_1 & 0 & -e_2 + f_2 & 0 & 0 & 0 & 0 & 0 \\
0 & -e_0 + f_0 & g_1 & 0 & -e_2 + f_2 & 0 & 0 & 0 & 0 \\
f_1 & 0 & e_0 & 0 & 0 & -e_2 + f_2 & 0 & 0 & 0 \\
0 & 0 & 0 & e_0 & e_1 & 0 & e_2 & 0 & 0 \\
0 & 0 & 0 & -f_0 & g_1 & 0 & e_2 & 0 & 0 \\
0 & 0 & 0 & f_1 & 0 & -e_0 + f_0 & 0 & 0 & e_2
\end{bmatrix}
\]

(28)
Based on (23), the system of linear equations corresponding to the 3rd order equation

\[ F(a,b,c) = 2(a^3 - c^3 + Bb^3) = 0, \]

is given by

\[ AM = \begin{bmatrix} 0 & 0 & A_1 \\ A_2 & 0 & 0 \\ \vdots & \vdots & \vdots \\ A_{27} & & 0 \end{bmatrix} \begin{bmatrix} m_1 \\ m_2 \\ \vdots \\ m_{27} \end{bmatrix} = 0, \]

where \( A \) is a 27x27 square matrix and we have:

\[
A_1 = \begin{bmatrix}
-a & 0 & 0 & 0 & 0 & 0 & -2c & b & 0 \\
0 & -a & 0 & 0 & 0 & 0 & c & 2b & 0 \\
0 & 0 & -a & 0 & 0 & b & 0 & c & 0 \\
c & b & 0 & -a & 0 & 0 & 0 & 0 & 0 \\
0 & -2c & 2b & 0 & -a & 0 & 0 & 0 & 0 \\
b & 0 & c & 0 & 0 & -a & 0 & 0 & 0 \\
0 & 0 & 0 & c & b & 0 & 2a & 0 & 0 \\
0 & 0 & 0 & c & 2b & 0 & 2a & 0 & 0 \\
0 & 0 & 0 & b & 0 & -2c & 0 & 2a & 0 \\
0 & 0 & 0 & b & 0 & -2c & 0 & 2a & 0
\end{bmatrix}, \quad A_2 = \begin{bmatrix}
2a & 0 & 0 & 0 & 0 & 0 & 0 & -2c & b & 0 \\
0 & 2a & 0 & 0 & 0 & 0 & 0 & c & 2b & 0 \\
0 & 0 & 2a & 0 & 0 & b & 0 & c & 0 \\
c & b & 0 & -a & 0 & 0 & 0 & 0 & 0 \\
0 & -2c & 2b & 0 & -a & 0 & 0 & 0 & 0 \\
b & 0 & c & 0 & 0 & -a & 0 & 0 & 0 \\
0 & 0 & 0 & c & b & 0 & -a & 0 & 0 \\
0 & 0 & 0 & c & 2b & 0 & -a & 0 & 0 \\
0 & 0 & 0 & b & 0 & -2c & 0 & -a & 0 \\
0 & 0 & 0 & b & 0 & -2c & 0 & -a & 0
\end{bmatrix},
\]
For the 4th order homogeneous equation,

$$F(e_1, e_2, f_1, f_2, f_3, f_4) = -e_1 e_2^3 + e_3 e_2 + f_1 f_2 f_3 f_4 = 0$$  \hspace{1cm} \text{(45)}$$

the equivalent system of linear equations, that follow from Axiom 1-2, is

$$AM = \begin{bmatrix} 0 & 0 & 0 & A_1 \\ -A_2 & 0 & 0 & 0 \\ 0 & A_3 & 0 & 0 \\ 0 & 0 & A_4 & 0 \end{bmatrix} \begin{bmatrix} m_1 \\ m_2 \\ \vdots \\ m_{16} \end{bmatrix} = 0,$$ \hspace{1cm} \text{(46)}$$

where $A$ is a 16×16 square matrix and matrices $A_1, A_2, A_3, A_4$ are

$$A_1 = \begin{bmatrix} e_1 + e_2 & 0 & 0 & f_1 \\ -f_2 & e_1 & 0 & 0 \\ 0 & f_3 & -e_1 + e_2 & 0 \\ 0 & 0 & f_4 & -e_2 \end{bmatrix}$$

$$A_2 = \begin{bmatrix} -e_2 & 0 & 0 & f_1 \\ f_2 & e_1 + e_2 & 0 & 0 \\ 0 & -f_3 & e_1 & 0 \\ 0 & 0 & f_4 & -e_1 + e_2 \end{bmatrix},$$

$$A_3 = \begin{bmatrix} -e_1 + e_2 & 0 & 0 & f_1 \\ f_2 & -e_2 & 0 & 0 \\ 0 & f_3 & e_1 + e_2 & 0 \\ 0 & 0 & -f_4 & e_1 \end{bmatrix}$$

$$A_4 = \begin{bmatrix} e_1 & 0 & 0 & -f_1 \\ f_2 & e_1 + e_2 & 0 & 0 \\ 0 & f_3 & -e_2 & 0 \\ 0 & 0 & f_4 & e_1 + e_2 \end{bmatrix}.$$ \hspace{1cm} \text{(47)}$$
In addition, the obtained system of linear equations which corresponds to the 5th order homogeneous equation,

\[ F(e_1, e_2, f_1, f_2, f_3, f_4, f_5) = e_1^4 e_2 - e_1^3 e_2^2 - e_1^2 e_2^3 + e_1 e_2^4 + f_1 f_2 f_3 f_4 f_5 = 0 \] (48)

is:

\[ \begin{bmatrix}
0 & 0 & 0 & 0 & A_1 \\
A_2 & 0 & 0 & 0 & 0 \\
0 & A_3 & 0 & 0 & 0 \\
0 & 0 & A_4 & 0 & 0 \\
0 & 0 & 0 & A_5 & 0
\end{bmatrix}
\begin{bmatrix}
m_1 \\
m_2 \\
\vdots \\
\vdots \\
m_{25}
\end{bmatrix}
= 0, \] (49)

where \( A \) is a 25×25 square matrix and matrices \( A_1, A_2, A_3, A_4, A_5 \) are given by

\[
A_1 = \begin{bmatrix}
e_1 - e_2 & 0 & 0 & 0 & f_1 \\
f_2 & e_1 & 0 & 0 & 0 \\
0 & f_3 & e_2 & 0 & 0 \\
0 & 0 & f_4 & -e_1 + e_2 & 0 \\
0 & 0 & 0 & f_5 & -e_1 - e_2
\end{bmatrix}, \quad A_2 = \begin{bmatrix}
-e_1 - e_2 & 0 & 0 & 0 & f_1 \\
f_2 & e_1 - e_2 & 0 & 0 & 0 \\
0 & f_3 & e_1 & 0 & 0 \\
0 & 0 & f_4 & e_2 & 0 \\
0 & 0 & 0 & f_5 & -e_1 + e_2
\end{bmatrix},
\]

\[
A_3 = \begin{bmatrix}
-e_1 + e_2 & 0 & 0 & 0 & f_1 \\
f_2 & -e_1 - e_2 & 0 & 0 & 0 \\
0 & f_3 & e_1 - e_2 & 0 & 0 \\
0 & 0 & f_4 & e_1 & 0 \\
0 & 0 & 0 & f_5 & e_2
\end{bmatrix}, \quad A_4 = \begin{bmatrix}
e_2 & 0 & 0 & 0 & f_1 \\
f_2 & -e_1 + e_2 & 0 & 0 & 0 \\
0 & f_3 & e_1 - e_2 & 0 & 0 \\
0 & 0 & f_4 & -e_1 - e_2 & 0 \\
0 & 0 & 0 & f_5 & e_1
\end{bmatrix},
\]

\[
A_5 = \begin{bmatrix}
e_1 & 0 & 0 & 0 & f_1 \\
f_2 & e_2 & 0 & 0 & 0 \\
0 & f_3 & -e_1 + e_2 & 0 & 0 \\
0 & 0 & f_4 & e_1 - e_2 & 0 \\
0 & 0 & 0 & f_5 & e_1 - e_2
\end{bmatrix}.
\] (50)
Because of particular applications of the obtained systems of linear equations corresponding to the general quadratic equation (25-3) in Section 3 (concerning the derivation of the relativistic single-particle field equations of physics and Lorentz transformations and so on), in this section we analyze and solve the matrix equations (34), (36), (37), (38). However, it should be noted again that these matrix equations (that are structurally unique) have been obtained not only on the basis of the algebraic Axiom 2-1 (formula (23)), but also have been modified to be hermitian.

First, let we consider the following more general homogeneous quadratic equation

\[ \sum_{j=0}^{n} B_{ij} (c_j c_j - d_i d_j) = 0 \]  

(51)

where \( B = [B_{ij}] \) is a symmetric matrix \( B_{ij} = B_{ji} \), and \( \det[B_{ij}] \neq 0 \).

For obtaining the systems of linear equations corresponding to (51) (for \( n = 0,1,2,3,... \)), we define the following isomorphic linear transformations

\[ e_i = \sum_{j=0}^{n} B_{ij} (c_j + d_j), \quad f_i = c_i - d_i, \]  

(52)

which could also be represent as

\[
\begin{bmatrix}
  f_0 \\
  f_1 \\
  f_2 \\
  \vdots \\
  f_n
\end{bmatrix}
= \begin{bmatrix}
  c_0 - d_0 \\
  c_1 - d_1 \\
  c_2 - d_2 \\
  \vdots \\
  c_n - d_n
\end{bmatrix}
\]

(52-1)

\[
\begin{bmatrix}
  e_0 \\
  e_1 \\
  e_2 \\
  \vdots \\
  e_n
\end{bmatrix}
= \begin{bmatrix}
  B_{00} & B_{01} & B_{02} & \cdots & B_{0n} \\
  B_{10} & B_{11} & B_{12} & \cdots & B_{1n} \\
  B_{20} & B_{21} & B_{22} & \cdots & B_{2n} \\
  \vdots & \vdots & \vdots & \ddots & \vdots \\
  B_{n0} & B_{n1} & B_{n2} & \cdots & B_{nn}
\end{bmatrix}
\begin{bmatrix}
  c_0 + d_0 \\
  c_1 + d_1 \\
  c_2 + d_2 \\
  \vdots \\
  c_n + d_n
\end{bmatrix};
\]

(52-2)
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where \( \det B \neq 0 \), and matrix \( B \) be invertible. Thus, by the above transformations, the systems of linear equations corresponding to (51) are (34) (for \( n = 1 \)), (36) (for \( n = 2 \)), (37) (for \( n = 3 \)) and (38) (for \( n = 4 \)). Hence, using (52-1) and (52-2), these matrix equations are represented as follows

\[
[B_{00}(c_0 + d_0) \mathbf{m}_1] = 0,
\]

\[
\begin{bmatrix}
\sum_{j=0}^{1} B_{0j}(c_j + d_j) & c_1 - d_1 \\
- \sum_{j=0}^{1} B_{1j}(c_j + d_j) & c_0 - d_0
\end{bmatrix} \begin{bmatrix}
m_1 \\
m_2
\end{bmatrix} = 0,
\]

\[
\begin{bmatrix}
\sum_{j=0}^{2} B_{0j}(c_j + d_j) & 0 & - \sum_{j=0}^{2} B_{2j}(c_j + d_j) & c_1 - d_1 \\
0 & \sum_{j=0}^{2} B_{0j}(c_j + d_j) & - \sum_{j=0}^{2} B_{1j}(c_j + d_j) & - (c_2 - d_2) \\
c_2 - d_2 & c_1 - d_1 & c_0 - d_0 & 0 \\
- \sum_{j=0}^{2} B_{1j}(c_j + d_j) & \sum_{j=0}^{2} B_{2j}(c_j + d_j) & 0 & c_0 - d_0
\end{bmatrix} \begin{bmatrix}
m_1 \\
m_2 \\
m_3 \\
m_4
\end{bmatrix} = 0,
\]

\[
\begin{bmatrix}
e_0 & 0 & 0 & 0 & 0 & - e_3 & e_2 & f_1 & m_1 \\
0 & e_0 & 0 & 0 & e_3 & 0 & - e_1 & f_2 & m_2 \\
0 & 0 & e_0 & 0 & - e_2 & e_1 & 0 & f_3 & m_3 \\
0 & 0 & 0 & e_0 & - f_1 & - f_2 & - f_3 & 0 & m_4 \\
0 & - f_3 & f_2 & e_1 & f_0 & 0 & 0 & 0 & m_5 \\
f_3 & 0 & - f_1 & e_2 & 0 & f_0 & 0 & 0 & m_6 \\
-f_2 & f_1 & 0 & e_3 & 0 & 0 & f_0 & 0 & m_7 \\
e_1 & - e_2 & - e_3 & 0 & 0 & 0 & f_0 & 0 & m_8
\end{bmatrix} = 0,
\]

where

\[
e_0 = \sum_{j=0}^{3} B_{0j}(c_j + d_j), \quad f_0 = c_0 - d_0,
\]

\[
e_1 = \sum_{j=0}^{3} B_{1j}(c_j + d_j), \quad f_1 = c_1 - d_1,
\]

\[
e_2 = \sum_{j=0}^{3} B_{2j}(c_j + d_j), \quad f_2 = c_2 - d_2,
\]

\[
e_3 = \sum_{j=0}^{3} B_{3j}(c_j + d_j), \quad f_3 = c_3 - d_3.
\]
where

\[ e_0 = \sum_{j=0}^{4} B_{0j} (c_j + d_j), \quad f_0 = c_0 - d_0, \]

\[ e_1 = \sum_{j=0}^{4} B_{1j} (c_j + d_j), \quad f_1 = c_1 - d_1, \]

\[ e_2 = \sum_{j=0}^{4} B_{2j} (c_j + d_j), \quad f_2 = c_2 - d_2, \]

\[ e_3 = \sum_{j=0}^{4} B_{3j} (c_j + d_j), \quad f_3 = c_3 - d_3, \]

\[ e_4 = \sum_{j=0}^{4} B_{4j} (c_j + d_j), \quad f_4 = c_4 - d_4. \] (57-1)

It is noteworthy here that there are not the similar isomorphic linear transformations such as (51-1) - (51-2) (that were definable for quadratic equation (51)) for the third and the higher order equations of the form:

\[ \sum_{i,j,k=0}^{n} B_{ijk} (c_i c_j c_k - d_i d_j d_k) = 0, \quad \sum_{i,j,k=0}^{n} B_{ijkl} (c_i c_j c_k c_l - d_i d_j d_k d_l) = 0, \ldots \] (58)
Moreover, by the following choices

\[
B = \begin{bmatrix}
B_{00} & B_{01} & B_{02} & \ldots & B_{0n} \\
B_{10} & B_{11} & B_{12} & \ldots & B_{1n} \\
B_{20} & B_{21} & B_{22} & \ldots & B_{2n} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
B_{n0} & B_{n1} & B_{n2} & \ldots & B_{nn}
\end{bmatrix},
\]

\[
C = \begin{bmatrix}
c_0 \\
c_1 \\
c_2 \\
\vdots \\
c_n
\end{bmatrix}, \quad D = \begin{bmatrix}
d_0 \\
d_1 \\
d_2 \\
\vdots \\
d_n
\end{bmatrix}, \quad E = \begin{bmatrix}
e_0 \\
e_1 \\
e_2 \\
\vdots \\
e_n
\end{bmatrix}, \quad F = \begin{bmatrix}
f_0 \\
f_1 \\
f_2 \\
\vdots \\
f_n
\end{bmatrix}
\]

we can rewrite the transformations (52-1) and (52-2) as follows

\[
E = B(C + D), \quad F = C - D,
\]

From (60) we also get

\[
C = \frac{1}{2}(B^{-1}E + F), \quad D = \frac{1}{2}(B^{-1}E - F)
\]

In (61) $B^{-1}$ is the inverse of matrix $B$. In Section 2-6, using the relations (60) and (61) and also the solutions of matrix equations (34), (36), (37) and (38), we directly will determine the general solutions of systems of linear equations (54) – (57), which will be the general solutions of quadratic equation (51) as well, for $n = 0, 1, 2, 3, \ldots$. 
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2-6. Now utilizing the standard and specific methods of solving the systems of homogeneous linear equations over the ring of integers [7], below we obtain the general parametric solutions for the systems of homogeneous linear equations (34), (36), (37) and (38) for unknowns \( e_i \) and \( f_j \).

First, let we write a definite parametric solution of general homogeneous linear equation of the type

\[
\sum_{i=1}^{n} a_i x_i = 0
\]

for unknowns \( x_j \), over the ring of integer elements [7, 8]:

\[
x_j = a_n k_j, \quad (j = 1, 2, 3, \ldots, n-1), \quad x_n = -\sum_{j=1}^{n-1} a_j k_j
\]

where \( k_j \) are arbitrary integer parameters, and \( a_n \neq 0 \). Furthermore, if \( x'_i \) and \( x''_i \) (\( i = 1, 2, 3, \ldots, n \)) be two solutions of equation (62), then \( x'_i \pm x''_i \) and \( tx'_i \) (where \( t \) is a non-zero integer) also are the solutions of (62), such that

\[
\left( \sum_{i=1}^{n} a_i x'_i = 0, \sum_{i=1}^{n} a_i x''_i = 0 \right) \Rightarrow \sum_{i=1}^{n} a_i (x'_i \pm x''_i) = 0, \quad \sum_{i=1}^{n} a_i (tx'_i) = 0 \leftrightarrow \sum_{i=1}^{n} a_i x'_i = 0 \tag{63-1}
\]

On this basis, for equations (34) we directly get the following general symmetric solutions

\[
e_0 = k_2 m_2, \quad f_0 = k_1 m_1, \quad e_1 = k_1 m_2, \quad f_1 = -k_2 m_1
\]

where \( k_1, k_2; m_1, m_2 (m_2 \neq 0) \) are arbitrary integer parameters.

For system of linear equations (36) we get

\[
e_0 = k_3 m_4, \quad f_0 = k_2 m_4 - k_1 m_2, \quad e_1 = k_2 m_4, \quad f_1 = k_1 m_3 - k_2 m_1, \quad e_2 = k_1 m_4, \quad f_2 = k_3 m_2 - k_2 m_3
\]

where \( k_1, k_2, k_3; m_1, m_2, m_3, m_4 \) (\( m_4 \neq 0 \)) are arbitrary integer parameters. Particularly for matrix equation (36), using (25-1), (25-2), and (65) we may also obtain the following type of the general solution (which includes the solution (65) as well):

\[
e_0 = k_3 m_4 - k_4 m_3, \quad f_0 = k_2 m_4 - k_1 m_2, \quad e_1 = k_2 m_4 - k_4 m_2,
\]

\[
f_1 = k_1 m_3 - k_2 m_1, \quad e_2 = k_4 m_4 - k_3 m_1, \quad f_2 = k_3 m_2 - k_2 m_3.
\]

where \( k_1, k_2, k_3, k_4; m_1, m_2, m_3, m_4 \) (\( m_4 \neq 0 \) or \( k_4 \neq 0 \)) are arbitrary integer parameters.
For the system of equations (37), similarly, the following general parametric solutions are obtained (where we suppose $m_8 \neq 0$):

\[
e_0 = k_4 m_8, \quad f_0 = k_1 m_1 + k_2 m_2 + k_3 m_3, \quad e_1 = k_4 m_8, \quad f_1 = -k_4 m_1 + k_1 m_6 - k_2 m_7, \\
e_2 = k_2 m_8, \quad f_2 = -k_4 m_2 - k_1 m_5 + k_3 m_7, \quad e_3 = k_i m_8, \quad f_3 = -k_4 m_3 + k_2 m_5 - k_3 m_6.
\]

(67)

where here $k_1, k_2, k_3, k_4$ are arbitrary integer parameters. Meanwhile, from the matrix equation (37) a necessary additional condition also appears for parameters $m_i$ (that appears in the course of obtaining solution (67) from the equation (37)) as follows

\[
m_4 m_8 + m_i m_5 + m_2 m_6 + m_3 m_7 = 0 \quad (68)
\]

Condition (68) is also a homogeneous quadratic equation that corresponds to matrix equation (37), and should be separately solved. On this basis, using the matrix equation (37) for (68), and since the parameter $m_4$ does not appear in the solutions (67), the following unique relations and two types of general solutions (which are algebraically equivalent) for condition (68) are obtained:

\[
m_4 = 0, \quad (69)
\]

\[
m_8 : an \ arbitrary \ Integer \ parameter \ (m_8 \neq 0), \quad (70)
\]

\[
m_4 m_8 + m_2 m_6 + m_3 m_7 = 0 \quad (71)
\]

where one type of solution is

\[
m_1 = u_1 v_4, \quad m_2 = u_2 v_4, \quad m_3 = u_1 v_4, \\
m_5 = u_2 v_1 - u_1 v_2, \quad m_6 = u_1 v_3 - u_3 v_1, \quad m_7 = u_3 v_2 - u_2 v_3, 
\]

(72)

\[
m_4 = 0, \quad m_8 : an \ arbitrary \ Integer \ parameter \ (m_8 \neq 0) ;
\]

and another type of solution (which includes the first type as well) is as follows

\[
m_1 = u_3 v_4 - u_4 v_3, \quad m_2 = u_2 v_4 - u_4 v_2, \quad m_3 = u_1 v_4 - u_4 v_1, \\
m_5 = u_2 v_1 - u_1 v_2, \quad m_6 = u_1 v_3 - u_3 v_1, \quad m_7 = u_3 v_2 - u_2 v_3, \quad m_4 = 0, \quad (73)
\]

\[
m_4 = 0, \quad m_8 : an \ arbitrary \ Integer \ parameter \ (m_8 \neq 0).
\]
where \( u_1, u_2, u_3, u_4 \) and \( v_1, v_2, v_3, v_4 \) are arbitrary integer parameters. By replacing the values of \( m_i \), (from the relations (72) or (73)) in formulas (67), the general parametric solution for matrix equation (37) is obtained. We should note here that since the relation (71) correspond to the matrix equation (36), two sets of (algebraically equivalent) solutions (72) and (73) follow from two basic parametric solutions (65) and (66). It is noteworthy that, in particular, the relations (73) in terms of parameters \( m_1, m_2, m_3, m_4, m_5, m_6, m_7 \) have a certain appropriate symmetric structure which is compatible with a symmetric requirement in the course of the application of these results in physics, presented in Section 3.

For the system of equations (38), the following general parametric solutions are obtained as well (where we suppose \( m_{16} \neq 0 \)),

\[
e_0 = k_3 m_{16}, \ f_0 = k_4 m_1 - k_3 m_2 + k_2 m_3 - k_1 m_5, \ e_1 = k_4 m_{16}, \ f_1 = -k_4 m_1 + k_4 m_{12} + k_3 m_4 + k_2 m_{15},
\]

\[
e_2 = k_3 m_{16}, \ f_2 = k_3 m_2 + k_2 m_{11} + k_1 m_{13} - k_4 m_{15}, \ e_3 = k_2 m_{16}, \ f_3 = -k_3 m_3 + k_1 m_{10} - k_2 m_{13} - k_4 m_{14}, \ (74)
\]

\[
e_4 = k_1 m_{16}, \ f_4 = k_4 m_5 - k_3 m_{10} - k_2 m_{11} - k_4 m_{12}.
\]

\( k_1, k_2, k_3, k_4, k_5 \) are arbitrary integer parameters. Moreover, the parameters \( m_i \) should satisfy the following conditions (which in the course of obtaining the solution (74) from matrix equation (38)):

\[
m_4 m_{16} = -m_4 m_{11} - m_3 m_{12} - m_3 m_{15},
\]

\[
m_6 m_{16} = m_1 m_{11} + m_2 m_{12} - m_3 m_{15},
\]

\[
m_7 m_{16} = m_5 m_{10} - m_3 m_{11} - m_4 m_{15},
\]

\[
m_1 m_{16} = m_1 m_{10} + m_3 m_{11} + m_4 m_{13},
\]

\[
m_9 m_{16} = m_1 m_{15} - m_4 m_{14} + m_4 m_{13}.
\]

Conditions (75) are a set of homogeneous quadratic equations that generally correspond to the matrix equation (37), and should be solved as a separate set of quadratic equations. On this basis, using the matrix equation (37) for conditions (75), and since the parameters \( m_4, m_6, m_7, m_8, m_9 \) don’t appear in the solutions (74), the following unique relations and two types of general solutions (which are algebraically equivalent) for conditions (75) are obtained:

\[
m_4 = m_6 = m_7 = m_8 = m_9 = 0, \ (76)
\]

\[
m_{16} : \text{an arbitrary Integer parameter} \ (m_{16} \neq 0), \ (77)
\]

\[
-m_1 m_{10} + m_3 m_{12} + m_3 m_{14} = 0, \ (78)
\]

\[
m_1 m_{11} + m_2 m_{12} - m_3 m_{15} = 0, \ (79)
\]

\[
m_1 m_{13} + m_2 m_{14} + m_3 m_{15} = 0, \ (80)
\]

\[
m_2 m_{10} + m_3 m_{13} + m_5 m_{11} = 0, \ (81)
\]

\[
m_1 m_{15} + m_2 m_{13} - m_1 m_{14} = 0 ; \ (82)
\]
where one type of solution reads

\[ m_1 = u_4 v_5, \quad m_2 = u_4 v_5, \]
\[ m_3 = -u_2 v_5, \quad m_4 = 0, \]
\[ m_5 = -u_1 v_5, \quad m_6 = 0, \]
\[ m_7 = 0, \quad m_8 = 0, \quad m_9 = 0, \]
\[ m_{10} = u_2 v_1 - u_1 v_2, \quad m_{11} = u_3 v_1 - u_1 v_3, \]
\[ m_{12} = u_1 v_4 - u_4 v_1, \quad m_{13} = u_2 v_3 - u_3 v_2, \]
\[ m_{14} = u_4 v_2 - u_2 v_4, \quad m_{15} = u_4 v_3 - u_3 v_4, \]
\[ m_{16} : \text{ a free Integer parameter (} m_{16} \neq 0). \quad (83) \]

and another type of solution (which includes the first type as well) is derived as follows:

\[ m_1 = u_4 v_5 - u_5 v_4, \quad m_2 = u_4 v_5 - u_3 v_3, \]
\[ m_3 = u_5 v_2 - u_2 v_5, \quad m_4 = 0, \]
\[ m_5 = u_5 v_1 - u_1 v_5, \quad m_6 = 0, \]
\[ m_7 = 0, \quad m_8 = 0, \quad m_9 = 0, \]
\[ m_{10} = u_2 v_1 - u_1 v_2, \quad m_{11} = u_3 v_1 - u_1 v_3, \]
\[ m_{12} = u_1 v_4 - u_4 v_1, \quad m_{13} = u_2 v_3 - u_3 v_2, \]
\[ m_{14} = u_4 v_2 - u_2 v_4, \quad m_{15} = u_4 v_3 - u_3 v_4, \]
\[ m_{16} : \text{ a free Integer parameter (} m_{16} \neq 0). \quad (84) \]
where $u_1, u_2, u_3, u_4, u_5; v_1, v_2, v_3, v_4, v_5$ are arbitrary integer parameters. By replacing the parametric values of $m_i$ (83) or (84) in relations (74), we get the general parametric symmetric solution for matrix equation (38).

We should note here that since the relations of the types (78) – (82) correspond generally to the matrix equation (36), two sets of (algebraically equivalent) solutions (83) and (84) follow from two basic parametric solutions (65) and (66). Similar to relations (73), it is noteworthy again that, in particular, the relations (84) in terms of parameters $m_1, m_2, m_3, m_5, m_{10}, m_{11}, m_{12}, m_{13}, m_{14}, m_{15}$ has a certain appropriate symmetric structure which is compatible with a symmetric requirement in the course of the application of these results in physics, presented in Section 3.

Applying the axiomatic linearization (and simultaneous parameterization, as necessary algebraic conditions) approach based on the new Axiom 2-1 (formula (23)), the quadratic homogeneous equations with more unknowns are solved in the same manner. We use the above obtained results for the homogeneous quadratic relations, in Section 3, where we assume that the components of the relativistic energy-momentum relation (as a definite quadratic relation) are discrete quantities.
3. A Direct Logical Derivation of the Laws Governing the Fundamental Forces of Nature

“Including a Unique Set of the General Relativistic (Single-Particle) Wave Equations – Formulated Solely in $D \leq 4$ Dimensional Space-Time”

In this Section on the basis of the mathematical axiomatic approach presented in Section 2 (particularly, the A, by linearization (and simultaneous parameterization, as necessary algebraic conditions), followed by first quantization (as a postulate) of linearized (and simultaneously parameterized, as necessary algebraic conditions) unique forms of the special relativistic energy-momentum relation (which are defined algebraically for a single particle with invariant mass $m_0$), we derive a unique and original set of the general relativistic (single-particle) wave equations directly. These equations are shown to correspond uniquely to certain massive forms of the laws governing the fundamental forces of nature, including the Gravitational, Electromagnetic and Nuclear field equations (which based on our approach are solely formulable in $(1+3)$ dimensional space-time), in addition to the (half-integer spin) single-particle wave equations (formulated solely in $(1+2)$ dimensional space-time). Notably, these results are primarily mathematical, assuming the relativistic energy-momentum is a discrete quantity – that is a basic quantum mechanical assumption.

Each derived relativistic wave equation is in a complex tensor form, that in the matrix representation (i.e. in the geometric algebra formulation, see equations (120) – (121)) it could be written in the form of two coupled symmetric equations – which assumedly have chiral symmetry if the particle wave equation be source-free. In fact, the complex relativistic (single-particle) wave equations so uniquely obtained, correspond to certain massive form of classical fields including the Einstein, Maxwell and Yang-Mills field equations, in addition to the (half-integer spin) single-particle wave equations such as the Dirac equation (where the Dirac spinor field is isomorphically re-presented solely by a tensor field in three dimensional space-time [29, 31]).

In particular, a unique massive form of the general theory of relativity – with a definite complex torsion – is shown to be obtained solely by first quantization of a special relativistic algebraic matrix relation. Moreover, it is shown that the massive Lagrangian density of the obtained Maxwell and Yang-Mills fields could be also locally gauge invariant – where these fields are formally re-presented on a background space-time with certain (coupled) complex torsion which is generated by the invariant mass of the gauge field carrier particle. Subsequently, in agreement with certain experimental data, the invariant mass of a particle (that actually would be identified as massive photon) has been specified ($m_0^{(E)} \approx 1.4070696 \times 10^{-41}$ kg), which is coupled with background space-time geometry (see Section 3-4-1). Assuming our approach is the unique and principal way for deriving (all) the laws governing the fundamental forces of nature, then based on the unique structure of general relativistic single-particle fields derived and also the assumption of chiral symmetry as a basic discrete symmetry of the source-free cases of these fields, it has been shown that the universe cannot have more than four space-time dimensions. Furthermore, a basic argument for the asymmetry of left and right handed (interacting) particles is presented. In addition, on the basis of definite structure of the field equations derived, we also conclude that magnetic monopoles – in contrast with electric monopoles – could not exist in nature.
As it was mentioned in Section 1-1, the main arguments and consequences presented in this article (particularly in this section) follow from these three basic and primary assumptions:

(1)- “Generalization of the algebraic axiom of nonzero divisors for integer elements (based on the ring theory and the matrix representation of generalized Clifford algebra, and subsequently, constructing a definite algebraic linearization theory);”

This is one of the new and principal concepts presented in Section 2 (see formula (23)).

(2)- “Discreteness of the relativistic energy-momentum (D-momentum);”

This is a basic quantum mechanical assumption. As the quantum theory, particularly, tells us that energy and momentum are only transferred in discrete quantities, i.e., as integer multiples of the quantum of action (Planck constant) \( h \).

(3)- “The general relativistic massive forms of the laws governing the fundamental forces of nature, including the gravitational, electromagnetic and nuclear field equations, in addition to the relativistic (half-integer spin) single-particle wave equations, are derived solely by first quantization (as a postulate) of linearized (and simultaneously parameterized, as necessary algebraic conditions) unique forms of the relativistic energy-momentum relation – which are defined algebraically for a single particle with invariant mass \( m_0 \).”

We also assume that the source-free cases of these fields have “chiral symmetry”.

Note that the geometrized units, metric signature (+ − ... −) and the sign conventions (97) will be used. So particularly, we assume the speed of light \( c = 1 \). However, for clarity and emphasis, in some relativistic relations "c" as a constant be restored and indicated formally.

3-1. Assuming the components of the energy-momentum vector are discrete quantities (as a basic and original quantum mechanical assumption)\(^1\), then definitely the invariant and relation of the energy-momentum for a massive particle in the special relativistic conditions, i.e.

\[
g^{\mu\nu}p_\mu p_\nu = g^{\mu\nu}p'_\mu p'_\nu, \tag{85}
\]

\[
g^{\mu\nu}p_\mu p_\nu = p^\nu p_\nu = (\mp m_0 c)^2 = g^{00}(\mp m_0 c)^2 \tag{86}
\]

are the special cases of the general algebraic quadratic relation (51). Where \( g^{\mu\nu} \) are constant symmetric coefficients, \( m_0 \) is the rest mass of a single particle, and \( p_\mu, p'_\mu \) are the components of the relativistic energy-momentum vector in two reference frames. Note that based on our chosen sign conventions, the minus sign in relation (86) is for the particle, and the plus sign is connected to its anti-particle. The next formulas and results are formulated and obtained only for particles (for anti-particles the mass sign should be changed). As a direct consequence of the axiomatic approach presented in Section 2, the relations (85) and (86), necessarily, should be linearized (and simultaneously parameterized, as necessary algebraic conditions).

---

\(^1\) This is a primary quantum mechanical assumption. However, for general and expanded cases of the discreteness, and concerning discrete physics, it is noteworthy that in many modern and standard quantum theories (Lorentz invariance), it is assumed that certain physical quantities are discrete. These theories include the lattice field gauge theories such as lattice QCD, quantum gravity theories, etc. [15 – 22]. However, the discrete axiomatic approach presented in this article directly yields to parametric linear transformations corresponding directly to the Lorentz transformations.
Hence, using the matrix relations (53) – (57) (which are also hermitian), we get the following unique set of systems of linear equations that correspond equivalently to the relations (85) and (86):

First for relation (85), the equivalent set of matrix relations for various space-time dimensions are given as follows, respectively (where $s_i$ are parameters similar to parameters $m_i$ in the matrix relations (53) – (57)),

$$
\begin{align*}
\left[ g^{00}(p_0 + p'_0) \right] [s_1] &= 0 \\
\left[ g^{0v}(p_v + p'_v) \quad p_1 - p'_1 \right] [s_2] &= 0 \\
\left[ -g^{iv}(p_v + p'_v) \quad p_0 - p'_0 \right] [s_3] &= 0 \\
\end{align*}
$$

where $v = 0, 1$;

$$
\begin{align*}
\left[ g^{0v}(p_v + p'_v) \quad 0 \quad -g^{2v}(p_v + p'_v) \quad p_1 - p'_1 \right] [s_1] &= 0 \\
\left[ 0 \quad g^{0v}(p_v + p'_v) \quad -g^{iv}(p_v + p'_v) \quad -(p_2 - p'_2) \right] [s_2] &= 0 \\
\left[ p_2 - p'_2 \quad p_1 - p'_1 \quad p_0 - p'_0 \quad 0 \right] [s_3] &= 0 \\
\left[ -g^{iv}(p_v + p'_v) \quad g^{2v}(p_v + p'_v) \quad 0 \quad p_0 - p'_0 \right] [s_4] &= 0 \\
\end{align*}
$$

where $v = 0, 1, 2$;

$$
\begin{align*}
\left[ e_0 \quad 0 \quad 0 \quad 0 \quad 0 \quad -e_3 \quad e_2 \quad f_1 \right] [s_1] &= 0 \\
0 \quad e_0 \quad 0 \quad 0 \quad e_3 \quad 0 \quad -e_1 \quad f_2 \quad s_2 \\
0 \quad 0 \quad e_0 \quad 0 \quad -e_2 \quad e_1 \quad 0 \quad f_3 \quad s_3 \\
0 \quad 0 \quad 0 \quad e_0 \quad -f_1 \quad -f_2 \quad -f_3 \quad 0 \quad s_4 \\
0 \quad -f_3 \quad f_2 \quad e_1 \quad f_0 \quad 0 \quad 0 \quad 0 \quad s_5 \\
f_3 \quad 0 \quad -f_1 \quad e_2 \quad 0 \quad f_0 \quad 0 \quad 0 \quad s_6 \\
-f_2 \quad f_1 \quad 0 \quad e_3 \quad 0 \quad 0 \quad f_0 \quad 0 \quad s_7 \\
-e_1 \quad -e_2 \quad -e_3 \quad 0 \quad 0 \quad 0 \quad 0 \quad f_0 \quad s_8 \\
\end{align*}
$$
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where $\nu = 0,1,2,3$ and

\[ s_4 s_8 + s_4 s_6 + s_2 s_6 + s_3 s_7 = 0, \quad (90-1) \]

\[ e_0 = g^{0\nu}(p_\nu + p'_\nu), \quad f_0 = p_0 - p'_0, \]

\[ e_1 = g^{1\nu}(p_\nu + p'_\nu), \quad f_1 = p_1 - p'_1, \quad (90-2) \]

\[ e_2 = g^{2\nu}(p_\nu + p'_\nu), \quad f_2 = p_2 - p'_2, \]

\[ e_3 = g^{3\nu}(p_\nu + p'_\nu), \quad f_3 = p_3 - p'_3. \]

(notice that the condition (90-1) is equivalent to the algebraic condition (68));

\[
\begin{bmatrix}
  e_0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -e_4 & 0 & -e_3 & -e_2 & f_1 \\
  0 & e_0 & 0 & 0 & 0 & 0 & 0 & 0 & e_4 & 0 & e_3 & 0 & -e_1 & -f_2 \\
  0 & 0 & e_0 & 0 & 0 & 0 & 0 & 0 & e_2 & e_1 & 0 & f_3 & s_1 \\
  0 & 0 & 0 & e_0 & 0 & 0 & 0 & 0 & -e_3 & e_2 & e_1 & 0 & f_4 & s_2 \\
  0 & 0 & 0 & 0 & e_0 & 0 & 0 & 0 & -e_3 & -e_2 & -e_1 & 0 & f_4 & s_3 \\
  0 & 0 & 0 & 0 & 0 & e_0 & 0 & 0 & e_3 & f_1 & -f_2 & 0 & 0 & f_4 & s_4 \\
  0 & 0 & 0 & 0 & 0 & 0 & e_0 & 0 & e_2 & -f_1 & f_3 & 0 & -f_4 & 0 & f_5 & s_5 \\
  0 & 0 & 0 & 0 & 0 & 0 & 0 & e_0 & e_1 & f_2 & -f_3 & 0 & f_4 & 0 & 0 & f_6 & s_6 \\
  0 & 0 & 0 & -f_4 & 0 & -f_3 & -f_2 & -f_1 & f_0 & 0 & 0 & 0 & 0 & 0 & 0 & f_7 & s_7 \\
  0 & 0 & f_4 & 0 & f_3 & 0 & e_1 & e_2 & 0 & f_0 & 0 & 0 & 0 & 0 & 0 & f_8 & s_8 \\
  0 & -f_4 & 0 & 0 & f_2 & -e_1 & 0 & e_3 & 0 & f_0 & 0 & 0 & 0 & 0 & 0 & f_9 & s_9 \\
  f_4 & 0 & 0 & 0 & f_1 & e_2 & -e_3 & 0 & 0 & 0 & f_0 & 0 & 0 & 0 & 0 & f_{10} & s_{10} \\
  0 & -f_3 & -f_2 & e_1 & 0 & 0 & 0 & -e_4 & 0 & 0 & 0 & 0 & f_0 & 0 & 0 & f_{11} & s_{11} \\
  f_3 & 0 & -f_1 & -e_2 & 0 & e_4 & 0 & 0 & 0 & 0 & 0 & f_0 & 0 & 0 & 0 & f_{12} & s_{12} \\
  f_2 & f_1 & 0 & e_3 & 0 & -e_4 & 0 & 0 & 0 & 0 & 0 & f_0 & 0 & 0 & 0 & f_{13} & s_{13} \\
  -e_1 & e_2 & -e_3 & 0 & e_4 & 0 & 0 & 0 & 0 & 0 & 0 & f_0 & 0 & 0 & 0 & f_{14} & s_{15} \\
  \end{bmatrix} = 0
\]

(91)
where we have

\[
\begin{align*}
 s_4 s_{16} &= -s_1 s_{15} - s_2 s_{14} - s_3 s_{15}, \quad (91-1) \\
 s_6 s_{16} &= s_1 s_{11} + s_2 s_{12} - s_3 s_{15}, \quad (91-2) \\
 s_7 s_{16} &= s_1 s_{10} - s_2 s_{12} - s_3 s_{14}, \quad (91-3) \\
 s_8 s_{16} &= s_2 s_{10} + s_3 s_{11} + s_5 s_{13}, \quad (91-4) \\
 s_9 s_{16} &= s_{10} s_{15} - s_{11} s_{14} + s_{12} s_{13}; \quad (91-5)
\end{align*}
\]

and

\[
\begin{align*}
e_0 &= g^{0\nu}(p_\nu + p'_\nu), \quad f_0 = p_0 - p'_0, \\
e_1 &= g^{1\nu}(p_\nu + p'_\nu), \quad f_1 = p_1 - p'_1, \\
e_2 &= g^{2\nu}(p_\nu + p'_\nu), \quad f_2 = p_2 - p'_2, \quad (91-6) \\
e_3 &= g^{3\nu}(p_\nu + p'_\nu), \quad f_3 = p_3 - p'_3, \\
e_4 &= g^{4\nu}(p_\nu + p'_\nu), \quad f_4 = p_4 - p'_4.
\end{align*}
\]

and \( \nu = 0,1,2,3,4 \). Notice that the algebraic conditions (91-1) – (91-5) are equivalent to the conditions (75).
The systems of linear equations that correspond to the relation (86) are also obtained as follows, respectively, for various space-time dimensions:

(where \( p'_0 = -\frac{m_0 c}{\sqrt{g^{00}}} \), if \( \mu \neq 0 \): \( p'_\mu = 0 \))

\[
\begin{bmatrix}
g^{00}(p_0 - \frac{m_0 c}{\sqrt{g^{00}}})
\end{bmatrix} [s_1] = 0
\]

(92)

\[
\begin{bmatrix}
g^{00} p_v - g^{00} \left( \frac{m_0 c}{\sqrt{g^{00}}} \right) & p_1 \\
- g^{0v} p_v + g^{20} \left( \frac{m_0 c}{\sqrt{g^{00}}} \right) & p_0 + \left( \frac{m_0 c}{\sqrt{g^{00}}} \right)
\end{bmatrix} [s_1] = 0
\]

(93)

where \( \nu = 0,1 \):

\[
\begin{bmatrix}
g^{0v} p_v - g^{00} \left( \frac{m_0 c}{\sqrt{g^{00}}} \right) & 0 & - g^{2v} p_v + g^{20} \left( \frac{m_0 c}{\sqrt{g^{00}}} \right) & p_1 \\
0 & g^{0v} p_v - g^{00} \left( \frac{m_0 c}{\sqrt{g^{00}}} \right) & - g^{1v} p_v + g^{10} \left( \frac{m_0 c}{\sqrt{g^{00}}} \right) & - p_2 \\
p_2 & p_1 & p_0 + \left( \frac{m_0 c}{\sqrt{g^{00}}} \right) & 0
\end{bmatrix} [s_1] = 0
\]

(94)

where \( \nu = 0,1,2 \):

\[
\begin{bmatrix}
e_0 & 0 & 0 & 0 & 0 & -e_3 & e_2 & f_1
\end{bmatrix} [s_1] = 0
\]

(95)
where $\nu = 0, 1, 2, 3$ and

$$s_4 s_8 + s_1 s_5 + s_2 s_6 + s_3 s_7 = 0, \quad (95-1)$$

$$e_0 = g^{0\nu} p_\nu - g^{00} \left( \frac{m_0 c}{\sqrt{g^{00}}} \right), \quad f_0 = p_0 + \left( \frac{m_0 c}{\sqrt{g^{00}}} \right),$$

$$e_1 = g^{1\nu} p_\nu - g^{10} \left( \frac{m_0 c}{\sqrt{g^{00}}} \right), \quad f_1 = p_1, \quad (95-2)$$

$$e_2 = g^{2\nu} p_\nu - g^{20} \left( \frac{m_0 c}{\sqrt{g^{00}}} \right), \quad f_2 = p_2,$$

$$e_3 = g^{3\nu} p_\nu - g^{30} \left( \frac{m_0 c}{\sqrt{g^{00}}} \right), \quad f_3 = p_3.$$

Notice that here also the condition (95-1) is equivalent to the algebraic condition (68).

For (1+4) dimensional case we obtain:

$$\begin{bmatrix}
e_0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -e_4 & 0 & -e_3 & -e_2 & f_1 \\
e_0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & e_4 & 0 & e_3 & 0 & -e_1 & -f_2 \\
e_0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -e_4 & 0 & 0 & e_2 & e_1 & 0 & f_3 \\
e_0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -e_4 & 0 & 0 & 0 & 0 & -f_1 & f_2 & -f_3 & 0 \\
e_0 & 0 & 0 & 0 & 0 & 0 & 0 & -e_3 & -e_2 & -e_1 & 0 & 0 & 0 & 0 & -f_4 & 0 & 0 & 0 \\
e_0 & 0 & 0 & 0 & 0 & 0 & 0 & e_3 & 0 & f_1 & -f_2 & 0 & 0 & f_4 & 0 & 0 & 0 & 0 \\
e_0 & 0 & 0 & 0 & 0 & 0 & e_2 & -f_1 & 0 & f_3 & 0 & 0 & -f_4 & 0 & 0 & 0 & 0 & 0 \\
e_0 & 0 & 0 & 0 & 0 & 0 & 0 & e_4 & 0 & e_1 & f_2 & -f_3 & 0 & f_4 & 0 & 0 & 0 & 0 \\
e_0 & 0 & 0 & 0 & -f_4 & 0 & -f_3 & 0 & -f_2 & 0 & f_0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
e_0 & 0 & 0 & 0 & 0 & 0 & e_1 & -e_2 & 0 & f_0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
e_0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & f_2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
e_0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & f_0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
e_0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & f_0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
e_0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & f_0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix} \begin{bmatrix}
s_1 \\ s_2 \\ s_3 \\ s_4 \\ s_5 \\ s_6 \\ s_7 \\ s_8 \\ s_9 \\ s_{10} \\ s_{11} \\ s_{12} \\ s_{13} \\ s_{14} \\ s_{15} \\ s_{16} \end{bmatrix} = 0 \quad (96)
where we have

\[\begin{align*}
    s_4s_{16} &= -s_1s_{13} - s_2s_{14} - s_3s_{15}, \\
    s_6s_{16} &= s_1s_{11} + s_2s_{12} - s_3s_{15}, \\
    s_7s_{16} &= s_1s_{10} - s_3s_{12} - s_5s_{14}, \\
    s_8s_{16} &= s_2s_{11} + s_3s_{11} + s_5s_{13}, \\
    s_9s_{16} &= s_{10}s_{15} - s_{11}s_{14} + s_{12}s_{13};
\end{align*}\]  

(96-1) – (96-5)

\[\begin{align*}
    e_0 &= g^{0v}p_v - g^{00}\left(\frac{m_0c}{\sqrt{g^{00}}}\right), & f_0 &= p_0 + \left(\frac{m_0c}{\sqrt{g^{00}}}\right), \\
    e_1 &= g^{1v}p_v - g^{10}\left(\frac{m_0c}{\sqrt{g^{00}}}\right), & f_1 &= p_1, \\
    e_2 &= g^{2v}p_v - g^{20}\left(\frac{m_0c}{\sqrt{g^{00}}}\right), & f_2 &= p_2, \\
    e_3 &= g^{3v}p_v - g^{30}\left(\frac{m_0c}{\sqrt{g^{00}}}\right), & f_3 &= p_3, \\
    e_4 &= g^{4v}p_v - g^{40}\left(\frac{m_0c}{\sqrt{g^{00}}}\right), & f_4 &= p_4
\end{align*}\]  

(96-6)

and \(v = 0,1,2,3,4\). Notice that the conditions (96-1) – (96-5) are equivalent to the conditions (75).

### 3-2. A Direct Derivation of the Lorentz Transformations for “Discrete” Momentums

From the matrix equations (87) – (91) obtained by our axiomatic discrete approach (based on the Axiom 1-2, i.e. formula (23)), by linearization and simultaneous parameterization (as necessary algebraic conditions) of quadratic relation (85)) and the assumption of discreteness of the relativistic quantities \(p_\mu\) and \(p'_\mu\), and also the relations (90-2), (91-6), (95-2) and (96-6), and the parametric solutions corresponding to the matrix equations (87) – (91, i.e. solutions (64), (66), (67) and (74), the parametric linear transformations between two reference frames, that correspond to the Lorentz invariance, are derived directly. In fact, the general parametric form of linear transformations (corresponding to the Lorentz transformations) between two reference frames are determined directly from the matrix equations (87) – (91) and their parametric solutions. Notably via this approach, the discreteness of the relativistic energy-momentum (D-momentum) merely implies the linearity of these obtained parametric transformations.

For instance, we show that how these transformations for (1+2) dimensional space-time are derived here.\(^1\) Hence from the matrix equation (89) and the integer-parametric solution (65) (for \(m_4 = 1\), or equivalently for \(s_4 = 1\) in (89)) and assuming the Minkowski metric, we get the following isomorphic linear transformations:

\(^1\) Lorentz transformations for higher space-time dimensions are derived by the same method for discrete momentums, and definitely the derived transformations could be extended and applied for other physical quantities which supposedly would take discrete values, such as space-time coordinates.
where $s_i$ are arbitrary integer parameters, and the inverse of (89-1) is given by

$$
\begin{bmatrix}
-1 - s_i^2 - s_i^2 - s_i^2 \\
 2s_1 - 2s_2 s_3 \\
 s_2 + s_1^2 - s_3^2 \\
 s_2 + s_1^2 - s_3^2 \\
 s_2 + s_1^2 - s_3^2 \\
 s_2 + s_1^2 - s_3^2 \\
 s_2 + s_1^2 - s_3^2 \\
 s_2 + s_1^2 - s_3^2
\end{bmatrix}
= 
\begin{bmatrix}
 p_0 \\
p_1 \\
p_2
\end{bmatrix}
= 
\begin{bmatrix}
p_0' \\
p_1' \\
p_2'
\end{bmatrix},
\quad (89-1)
$$

and for transformations (89-1) we also have:

$$
\begin{bmatrix}
-1 + s_i^2 + s_i^2 + s_i^2 \\
 2s_1 - 2s_2 s_3 \\
 s_2 + s_1^2 - s_3^2 \\
 s_2 + s_1^2 - s_3^2 \\
 s_2 + s_1^2 - s_3^2 \\
 s_2 + s_1^2 - s_3^2 \\
 s_2 + s_1^2 - s_3^2 \\
 s_2 + s_1^2 - s_3^2
\end{bmatrix}
= 
\begin{bmatrix}
p_0' \\
p_1' \\
p_2'
\end{bmatrix},
\quad (89-2)
$$

The linear transformations (89-1) are equivalent to the Lorentz transformations, for certain values of parameters $s_i$ obtaining from the initial conditions and given values (such as the relative velocity between the frames). As an example, from (89-1) and the following values specified for parameters $s_i$, the Lorentz transformations for momentums in standard configuration [59] are directly obtained in the x-direction:

$$
s_2 = s_3 = 0, \ s_1 = -\frac{\beta}{1 + \gamma}, \ \gamma = \frac{1}{\sqrt{1 - \beta^2}}, \ \beta = \frac{v}{c}:
\begin{bmatrix}
-1 - s_1^2 \\
 s_1^2 - 1 \\
-2s_1 \\
 s_1^2 - 1
\end{bmatrix}
= 
\begin{bmatrix}
p_0 \\
p_1 \\
p_2
\end{bmatrix}
= 
\begin{bmatrix}
p_0' \\
p_1'
\end{bmatrix}
\quad (89-4)
$$
3-3. In this section the geometrized units [9], the Einstein notation, and the following sign conventions will be used (So, we would assume that the speed of light \( c = 1 \); however, for clarity and emphasis, in some essential relativistic relations "c" as a constant be restored and indicated formally):

- The Metric sign convention \((+−−−−)\),
- The Riemann curvature and Ricci tensors:
  \[ R^\nu_{\mu\rho\sigma} = \partial_\nu \Gamma^\rho_{\mu\sigma} + \Gamma^\rho_{\nu\lambda} \Gamma^\lambda_{\mu\sigma} - \partial_\nu \Gamma^\rho_{\mu\sigma} - \Gamma^\rho_{\mu\alpha} \Gamma^\lambda_{\rho\sigma} \, , R_{\rho\mu} = -R^\nu_{\rho\mu\nu} \, . \]  

By “first” quantization of the linearized (and simultaneous parameterized, as necessary algebraic conditions) unique forms of the relativistic energy-momentum relation (86) (i.e. matrix relations (92) – (96) formulated for various space-time dimensions), we may directly derive and formulate a unique and original set of the general relativistic (single-particle) wave equations directly. As we show below, these equations correspond uniquely to certain massive forms of the laws governing the fundamental forces of nature, including the Gravitational, Electromagnetic and Nuclear field equations (which based on our axiomatic approach are solely formulable in (1+3) dimensional space-time), and also the (half-integer spin) single-particle wave equations (that could be formulated solely in (1+2) dimensional space-time).

In addition, when first quantization procedure (as a postulate) is applied to the linearized (and simultaneously parameterized) unique forms of the energy-momentum relation, i.e. formulas (92) – (96), as the principal substitution rule, we assume the following general covariant quantities and (quantum-mechanical) operator to be substituted by their corresponding quantities in algebraic matrix relations (92) – (96):

- General covariant kinetic energy-momentum operator:
  \[ \hat{p}_\mu = i\hbar \hat{\nabla}_\mu \]  
- The metric tensor:
  \[ \hat{g}^{\mu\nu} = g^{\mu\nu} \]  
- There is a one-to-one correspondence between “the parameters \( s_i \)” and “the components of field strength tensor \( X_{\mu\nu\rho\lambda} \)” and the components of covariant quantities \( \varphi^{(X)}_{\rho\mu\nu} \) (which by formula (101-3) defines a covariant current as the source of field \( X_{\mu\nu\rho\lambda} \)). We may show this correspondence by the following formula:
  \[ \hat{s}_i = X_{\mu\nu\rho\lambda} \, , \varphi^{(X)}_{\nu\rho\lambda} \]  

where \( \hat{s}_i \) are formally the quantities converted by first quantization of arbitrary parameters \( s_i \). Thus the quantities (98) – (100) will be substituted by their corresponding quantities in relations (92) – (96), that respectively, are \( p_\mu \) (general relativistic kinetic energy-momentum vector), \( g^{\mu\nu} \) (as constant values in these algebraic relations) and \( s_i \) (arbitrary algebraic parametric quantities). Hence, diffeomorphism invariance and substitutions (98) – (100) corresponding to the quantities in the relativistic energy-momentum (matrix) relations (92) – (96), directly yield a unique general relativistic (single-particle) wave equation, which will be written in Section 3-4 explicitly. In addition, in Appendix A we show that the field strength tensor \( X_{\mu\nu\rho\lambda} \) (as a general tensor form) could solely two (separate) values \( F_{\mu\nu} \, , \, R_{\mu\nu\rho\lambda} \). In the same manner, \( \varphi^{(F)}_{\mu\nu} \, , \, \varphi^{(R)}_{\mu\nu} \) (corresponding to these two particular fields) are also covariant quantities which will appear in the derived equations and their derivatives be equal to the sources of fields \( F_{\mu\nu} \, , \, R_{\mu\nu\rho\lambda} \) (see below).
Furthermore, based on the assumption (3) in Section 1-1, and taking into account a notification presented in Appendix A, we show that there are only two kinds of definable and acceptable field strength tensors whose components could be substituted by the parametric quantities $s_i$, and they convert (by first quantization procedure, i.e. by applying the basic formal substitutions (98) – (100)) the matrix energy-momentum relations (92) – (96) into a unique set of the general relativistic wave equations. These are a $2^\text{nd}$ and a $4^\text{th}$ rank anti-symmetric field strength tensors; where the $4^\text{th}$ rank tensor is (supposedly) equal to the Riemann curvature tensor $R_{\mu\nu\rho\sigma}$, and another tensor be represented by $F_{\mu\nu}$. Assuming the local gauge symmetry, we show that this $2^\text{nd}$ rank anti-symmetric tensor corresponds to certain massive Electromagnetic and Yang-Mills (single-particle) field strength tensors.

3-4. On this basis, the tensor representation of the general relativistic single-particle wave equations that are uniquely obtained and formulated by the (direct) logical derivation procedure described in Section 3-3, is as follows (see Section 3-6, formulas (120) – (121)) for the original matrix representation, i.e. the geometric algebra formulation of these equations:

$$\nabla_{\lambda} X_{\mu\nu\rho\sigma} + \nabla_{\mu} X_{\nu\rho\sigma} + \nabla_{\nu} X_{\mu\rho\sigma} = M_{\tau\mu} X_{\tau\nu\rho\sigma} + M_{\mu\nu} X_{\tau\rho\sigma} + M_{\nu\rho} X_{\tau\mu\sigma}$$,  

(101-1)

$$\nabla_{\mu} X_{\nu\rho\sigma} = \frac{-im_0^{(X)}}{\hbar} k_{\mu} X_{\nu\rho\sigma} = -J_{\nu\rho\sigma}^{(X)}$$,  

(101-2)

where

$$J_{\nu\rho\sigma}^{(X)} = -(\nabla_{\nu} + \frac{im_0^{(X)}}{\hbar} k_{\nu}) \psi_{\rho\sigma}^{(X)}$$,  

(101-3)

$$M_{\mu\nu} = \frac{im_0^{(X)}}{2\hbar} (g_{\tau\nu} k_{\tau} - g_{\tau\sigma} k_{\mu})$$,  

$$M_{\nu} = M_{\mu\nu} = \frac{(D-1)im_0^{(X)}}{2\hbar} k_{\nu}$$,  

(101-4)

and where (according to our derivation approach) these field equations will be formulated solely in one in $D \leq 4$ dimensional space-time. Furthermore, in the above field equations $X_{\mu\nu\rho\sigma}$ is the field strength tensor, $m_0^{(X)}$ is the invariant mass of the (free and interacting) field carrier single-particle, $\hbar \nabla_{\mu}$ is the covariant kinetic energy-momentum operator (generally defined on a background space-time with the complex torsion $T_{\mu\nu}$ generated by the invariant mass and given by formula (110), and $k_{\mu} = (c/\sqrt{S_{00}}, 0, ..., 0)$ is the general relativistic velocity of a static observer (that is a time-like contravariant vector). $J_{\nu\rho\sigma}^{(X)}$ is the source of the field strength tensor $X_{\mu\nu\rho\sigma}$. Moreover, as it was notes in Section 3-3, field strength tensor $X_{\mu\nu\rho\sigma}$ could take solely two separate tensor values, $X_{\mu\nu\rho\sigma} = F_{\mu\nu}$, $R_{\mu\nu\rho\sigma}$, where $R_{\mu\nu\rho\sigma}$ be the Riemann curvature tensor, and $F_{\mu\nu}$ be a rank two anti-symmetric field strength tensor corresponding to the known single-particle fields (including the Maxwell and Yang-Mills fields for (1+3) dimensional space-time, and Dirac fields for (1+2) dimensional space-time). Moreover, in Appendix A we show that in (1+3) and higher space-time dimensions, the field strength tensor $X_{\mu\nu\rho\sigma}$ should be presentable by a formula of the type: $X_{\mu\nu\rho\sigma} = \hat{A}_{\mu} \hat{B}_{\nu\rho\sigma} - \hat{A}_{\nu} \hat{B}_{\mu\rho\sigma}$, for some quantities $\hat{A}_\mu$, $\hat{B}_{\nu\rho\sigma}$, where this formula should be also “derivable” from the general relativistic single-particle field equations (101-1) – (101-4).

1. We will show in Section 3-7, that the field equations (101-1) – (101-4) in five dimensional space-time, which correspond to the matrix relations (96), and also for the higher space-time dimensions, are incompatible with some certain supposed essential symmetry – where we’ll conclude that the universe cannot have more than four space-time dimensions.
Hence in various space-time dimensions, the field equations (101-1) – (101-2) (for two separate field strength tensors \( F_{\mu \nu}, R_{\mu \nu \rho \sigma} \), and taking into account a necessary condition mentioned above that be presented in Appendix A) be formulated as follows, respectively:

First quantization

Relation (92) \( \rightarrow \quad \tilde{\nabla}_\mu \tilde{F}^\mu - (im_0^{(E)}/h)k_\mu \tilde{F}^{\mu} = 0 \) \hspace{1cm} (102)

where \( g^{00} = 1, \mu = 0, \) and \( s_1 \mapsto \hat{s}_1 = \tilde{F}_0. \)

Relation (93) \( \rightarrow \quad \tilde{\nabla}_\lambda \tilde{F}_{\mu \nu} + \tilde{\nabla}_\mu \tilde{F}_{\nu \lambda} + \tilde{\nabla}_\nu \tilde{F}_{\lambda \mu} - Z^\nu \lambda_{\mu} \tilde{F}_{\nu \lambda} + Z^\nu \mu_{\nu} \tilde{F}_{\nu \lambda} + Z^\nu \lambda_{\nu} \tilde{F}_{\mu \nu}, \) \hspace{1cm} (103-1)

\( \tilde{\nabla}_\mu F^{\mu}_\nu - \frac{im_0^{(E)}}{\hbar}k_\mu F^{\mu}_\nu = -J^{(E)}_\nu \) \hspace{1cm} (103-2)

where \( \lambda, \rho, \sigma, \mu, \nu, \tau = 0, 1, \) and

\( s_1 \mapsto \hat{s}_1 = F_{10}, \quad s_2 \mapsto \hat{s}_2 = \phi^{(E)}_\nu, \quad J^{(E)}_\nu = -(\tilde{\nabla}_\nu + \frac{im_0^{(E)}}{h}k_\nu)\phi^{(E)}_\nu, \quad Z_{\tau \mu \nu} = \frac{im_0^{(E)}}{2\hbar}(g_{\tau \nu}g_{\nu \mu} - g_{\tau \mu}g_{\nu \nu}). \)

Relation (93) \( \rightarrow \quad \tilde{\nabla}_\lambda R_{\mu \nu \rho \sigma} + \tilde{\nabla}_\mu R_{\nu \rho \sigma} + \tilde{\nabla}_\nu R_{\rho \sigma \lambda} = T^\rho \lambda_{\mu} R_{\nu \rho \sigma} + T^\rho \nu_{\mu} R_{\rho \sigma \lambda} + T^\rho \lambda_{\nu} R_{\rho \sigma \mu}, \) \hspace{1cm} (103-3)

\( \tilde{\nabla}_\mu R^{\mu}_{\nu \rho \sigma} - \frac{im_0^{(G)}}{\hbar}k_\mu R^{\mu}_{\nu \rho \sigma} = -J^{(G)}_\nu_{\rho \sigma} \) \hspace{1cm} (103-4)

where \( \lambda, \rho, \sigma, \mu, \nu, \tau = 0, 1, \) and

\( s_1 \mapsto \hat{s}_1 = R_{10 \rho \sigma}, \quad s_2 \mapsto \hat{s}_2 = \phi^{(G)}_\nu_{\rho \sigma}, \quad J^{(G)}_{\rho \sigma \nu} = -(\tilde{\nabla}_\nu + \frac{im_0^{(G)}}{h}k_\nu)\phi^{(G)}_{\rho \sigma \nu}, \quad T_{\tau \mu \nu} = \frac{im_0^{(G)}}{2\hbar}(g_{\tau \nu}g_{\nu \mu} - g_{\tau \mu}g_{\nu \nu}). \)

Relation (94) \( \rightarrow \quad \tilde{\nabla}_\lambda F_{\mu \nu} + \tilde{\nabla}_\mu F_{\nu \lambda} + \tilde{\nabla}_\nu F_{\lambda \mu} = Z^\nu \lambda_{\mu} F_{\nu \lambda} + Z^\nu \mu_{\nu} F_{\nu \lambda} + Z^\nu \lambda_{\nu} F_{\mu \nu}, \) \hspace{1cm} (104-1)

\( \tilde{\nabla}_\mu F^{\mu}_\nu - \frac{im_0^{(E)}}{\hbar}k_\mu F^{\mu}_\nu = -J^{(E)}_\nu \) \hspace{1cm} (104-2)

where \( \lambda, \rho, \sigma, \mu, \nu, \tau = 0, 1, 2, \) and

\( s_1 \mapsto \hat{s}_1 = F_{10}, \quad s_2 \mapsto \hat{s}_2 = F_{02}, \quad s_3 \mapsto \hat{s}_3 = F_{21}, \quad s_4 \mapsto \hat{s}_4 = \phi^{(E)}_\nu, \quad J^{(E)}_\nu = -(\tilde{\nabla}_\nu + \frac{im_0^{(E)}}{h}k_\nu)\phi^{(E)}_\nu, \)

\( Z_{\tau \mu \nu} = (im_0^{(E)}/2\hbar)(g_{\tau \nu}g_{\nu \mu} - g_{\tau \mu}g_{\nu \nu}). \)

1. Exceptionally, the tensor equation corresponding to relation (92) (for one dimensional space-time, i.e. where only the time dimension exists) is a special and trivial case, where the Riemann tensor vanishes; so for this case, formally, we just assume a tensor such as \( \tilde{F}_\mu \) that is substituted by the only parameter \( s_1 \) in (92)).
Relation (94): 

\[ \nabla^{\lambda} R_{\lambda \mu \nu \rho} + \nabla_{\mu} R_{\nu \rho \sigma} + \nabla_{\nu} R_{\rho \sigma \lambda} = T^{\nu}_{\lambda \mu} R_{\nu \rho \sigma} + T^{\nu}_{\mu \nu} R_{\rho \sigma \lambda} + T^{\nu}_{\nu \lambda} R_{\mu \rho \sigma}, \]

(104-3) 

where \( \lambda, \rho, \sigma, \mu, \nu, \tau = 0, 1, 2, \) and 

\[ s_{1} \mapsto \hat{s}_{1} = R_{10 \mu \tau}, \quad s_{2} \mapsto \hat{s}_{2} = R_{02 \mu \tau}, \quad s_{3} \mapsto \hat{s}_{3} = R_{21 \mu \tau}, \quad s_{4} \mapsto \hat{s}_{4} = \phi^{(G)}_{\mu \tau}, \quad J^{(G)}_{\nu \tau} = - (\nabla_{\nu} + \frac{im_{0}^{(G)}}{\hbar} k_{\nu}) \phi^{(G)}_{\mu \tau}, \]

\[ T_{\mu \nu} = \frac{im_{0}^{(G)}}{2\hbar} (g_{\mu \nu} k_{\nu} - g_{\tau \nu} k_{\mu}). \]

Relation (95): 

\[ \nabla^{\lambda} F_{\mu \nu \lambda} + \nabla_{\mu} F_{\nu \lambda} + \nabla_{\nu} F_{\lambda \mu} = Z^{\tau}_{\lambda \mu} F_{\tau \nu} + Z^{\tau}_{\mu \nu} F_{\tau \lambda} + Z^{\tau}_{\nu \lambda} F_{\tau \mu}, \]

(105-1) 

where \( \lambda, \rho, \sigma, \mu, \nu, \tau = 0, 1, 2, 3, \) and 

\[ s_{1} \mapsto \hat{s}_{1} = F_{10} = \hat{A}_{0} \hat{B}_{4} - \hat{A}_{4} \hat{B}_{0}, \quad s_{2} \mapsto \hat{s}_{2} = F_{20} = \hat{A}_{0} \hat{B}_{2} - \hat{A}_{2} \hat{B}_{0}, \]

\[ s_{3} \mapsto \hat{s}_{3} = F_{30} = \hat{A}_{0} \hat{B}_{3} - \hat{A}_{3} \hat{B}_{0}, \quad s_{4} \mapsto \hat{s}_{4} = 0, \quad s_{5} \mapsto \hat{s}_{5} = F_{23} = \hat{A}_{3} \hat{B}_{2} - \hat{A}_{2} \hat{B}_{3}, \]

\[ s_{6} \mapsto \hat{s}_{6} = F_{31} = \hat{A}_{1} \hat{B}_{3} - \hat{A}_{3} \hat{B}_{1}, \quad s_{7} \mapsto \hat{s}_{7} = F_{12} = \hat{A}_{2} \hat{B}_{1} - \hat{A}_{1} \hat{B}_{2}, \quad s_{8} \mapsto \hat{s}_{8} = \phi^{(E)}_{\tau \lambda}, \]

\[ J^{(E)}_{\nu} = - (\nabla_{\nu} + \frac{im_{0}^{(E)}}{\hbar} k_{\nu}) \phi^{(E)}_{\tau \lambda}, \]

\[ Z_{\mu \nu} = \frac{im_{0}^{(E)}}{2\hbar} (g_{\mu \nu} k_{\nu} - g_{\tau \nu} k_{\mu}); \]

\[ s_{1} = A_{0} B_{1} - A_{1} B_{0}, \quad s_{2} = A_{0} B_{2} - A_{2} B_{0}, \quad s_{3} = A_{0} B_{3} - A_{3} B_{0}, \quad s_{4} = 0, \]

\[ s_{5} = A_{3} B_{2} - A_{2} B_{3}, \quad s_{6} = A_{4} B_{3} - A_{3} B_{4}, \quad s_{7} = A_{2} B_{1} - A_{1} B_{2}, \]

\[ s_{8}: \text{ an arbitrary parameter}; \]

where 

\[ A_{0} = v_{4}, \quad B_{0} = u_{4}, \quad A_{1} = v_{3}, \quad B_{1} = u_{3}, \]

\[ A_{2} = v_{2}, \quad B_{2} = u_{2}, \quad A_{3} = v_{1}, \quad B_{3} = u_{1}. \]
Relation \((95)\) \quad \rightarrow \quad \nabla \hat{A}^\mu R_{\nu\mu\tau\rho} + \nabla \hat{\nu}^\mu R_{\tau\nu\rho\sigma} + \nabla \hat{\nu} R_{\hat{\tau}\mu\rho\sigma} = T^\tau_{\mu\nu} R_{\tau\nu\rho\sigma} + T^\nu_{\mu\nu} R_{\tau\nu\rho\sigma} + T^\nu_{\hat{\nu} \hat{\nu}} R_{\tau\nu\rho\sigma}, \quad (105-3)

\frac{\nabla \hat{\mu} R_{\nu\mu\tau\rho}}{\hbar} k \mu R_{\nu\mu\tau\rho} = -J^{(G)}_{\nu\mu\tau\rho} \quad (105-4)

where \(\lambda, \rho, \sigma, \mu, \nu, \tau = 0, 1, 2, 3\), and

\(s_1 \mapsto \hat{s}_1 = R_{10\rho\tau} = \hat{A}_0 \hat{B}_{\rho\tau 1} - \hat{A}_1 \hat{B}_{\rho\tau 0}, \quad s_2 \mapsto \hat{s}_2 = R_{20\rho\tau} = \hat{A}_0 \hat{B}_{\rho\tau 2} - \hat{A}_2 \hat{B}_{\rho\tau 0}, \)

\(s_3 \mapsto \hat{s}_3 = R_{30\rho\tau} = \hat{A}_0 \hat{B}_{\rho\tau 3} - \hat{A}_3 \hat{B}_{\rho\tau 0}, \quad s_4 \mapsto \hat{s}_4 = 0, \quad s_5 \mapsto \hat{s}_5 = R_{23\rho\tau} = \hat{A}_3 \hat{B}_{\rho\tau 2} - \hat{A}_2 \hat{B}_{\rho\tau 3}, \)

\(s_6 \mapsto \hat{s}_6 = R_{31\rho\tau} = \hat{A}_1 \hat{B}_{\rho\tau 3} - \hat{A}_3 \hat{B}_{\rho\tau 1}, \quad s_7 \mapsto \hat{s}_7 = R_{12\rho\tau} = \hat{A}_2 \hat{B}_{\rho\tau 1} - \hat{A}_1 \hat{B}_{\rho\tau 2}, \quad s_8 \mapsto \hat{s}_8 = \varphi^{(N)}_{\rho\tau} \),

\(J^{(G)}_{\nu\mu\tau\rho} = -\left(\nabla \hat{\nu}^\mu + \frac{im^{(G)}_{\nu}}{\hbar} k \nu \right) \varphi^{(G)}_{\rho\tau}, \quad T_{\mu\nu} = \frac{im^{(G)}_{\mu}}{2\hbar} \left(g_{\nu\mu} k \nu - g_{\tau\nu} k \mu \right) ;

s_1 = A_0 B_{\rho\tau 1} - A_1 B_{\rho\tau 0}, \quad s_2 = A_0 B_{\rho\tau 2} - A_2 B_{\rho\tau 0}, \quad s_3 = A_0 B_{\rho\tau 3} - A_3 B_{\rho\tau 0}, \quad s_4 = 0,

s_5 = A_1 B_{\rho\tau 2} - A_2 B_{\rho\tau 3}, \quad s_6 = A_1 B_{\rho\tau 3} - A_3 B_{\rho\tau 1}, \quad s_7 = A_2 B_{\rho\tau 1} - A_3 B_{\rho\tau 2},

s_8: \text{ an arbitrary parameter;}

where

\(A_0 = v_4, \quad B_{\rho\tau 0} = u_4, \quad A_1 = v_3, \quad B_{\rho\tau 1} = u_3,\)

\(A_2 = v_2, \quad B_{\rho\tau 2} = u_2, \quad A_3 = v_1, \quad B_{\rho\tau 3} = u_1.\)
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Relation (96) \( \rightarrow \)

\[
\bar{\nabla}_v F_{\mu v} + \bar{\nabla}_\nu F_{\nu \lambda} + \bar{\nabla}_\nu F_{\lambda \mu} = Z^\tau_{\mu \nu} F_{\tau \nu} + Z_{\mu \nu}^\tau F_{\tau \nu}, \quad (106-1)
\]

\[
\bar{\nabla}_\nu F^\mu_\nu - \frac{im^{(E)}_0}{\hbar} k^\mu_\nu F^\nu_\mu = -J^{(E)}_\nu \quad (106-2)
\]

where \( \lambda, \rho, \sigma, \mu, \nu, \tau = 0, 1, 2, 3, 4 \), and

\[
s_1 \mapsto \hat{s}_1 = F_{10} = \hat{A}_0 \hat{B}_1 - \hat{A}_1 \hat{B}_0, \quad s_2 \mapsto \hat{s}_2 = F_{02} = \hat{A}_2 \hat{B}_0 - \hat{A}_0 \hat{B}_2,
\]

\[
s_3 \mapsto \hat{s}_3 = F_{30} = \hat{A}_0 \hat{B}_3 - \hat{A}_3 \hat{B}_0, \quad s_4 \mapsto \hat{s}_4 = 0, \quad s_5 \mapsto \hat{s}_5 = F_{04} = \hat{A}_4 \hat{B}_0 - \hat{A}_0 \hat{B}_4,
\]

\[
s_6 \mapsto \hat{s}_6 = 0, \quad s_7 \mapsto \hat{s}_7 = 0, \quad s_8 \mapsto \hat{s}_8 = 0, \quad s_9 \mapsto \hat{s}_9 = 0, \quad s_{10} \mapsto \hat{s}_{10} = F_{43} = \hat{A}_3 \hat{B}_4 - \hat{A}_4 \hat{B}_3,
\]

\[
s_{11} \mapsto \hat{s}_{11} = F_{42} = \hat{A}_2 \hat{B}_4 - \hat{A}_4 \hat{B}_2, \quad s_{12} \mapsto \hat{s}_{12} = F_{41} = \hat{A}_1 \hat{B}_4 - \hat{A}_4 \hat{B}_1,
\]

\[
s_{13} \mapsto \hat{s}_{13} = F_{32} = \hat{A}_2 \hat{B}_3 - \hat{A}_3 \hat{B}_2, \quad s_{14} \mapsto \hat{s}_{14} = F_{31} = \hat{A}_1 \hat{B}_3 - \hat{A}_3 \hat{B}_1,
\]

\[
s_{15} \mapsto \hat{s}_{15} = F_{21} = \hat{A}_1 \hat{B}_2 - \hat{A}_2 \hat{B}_1, \quad s_{16} \mapsto \hat{s}_{16} = \phi^{(N)},
\]

\[
J^{(E)}_\nu = - (\bar{\nabla}_\nu + \frac{im^{(E)}_0}{\hbar} k^\nu_\nu) \phi^{(E)}, \quad Z_{\mu \nu} = \frac{im^{(E)}_0}{2\hbar} (g^\mu_\nu k^\nu_\nu - g^\nu_\nu k^\mu_\mu);
\]

\[
s_1 = A_0 B_1 - A_1 B_0, \quad s_2 = A_2 B_0 - A_0 B_2, \quad s_3 = A_0 B_3 - A_3 B_0,
\]

\[
s_4 = 0, \quad s_5 = A_4 B_0 - A_0 B_4, \quad s_6 = 0, \quad s_7 = 0, \quad s_8 = 0, \quad s_9 = 0,
\]

\[
s_{10} = A_4 B_4 - A_4 B_3, \quad s_{11} = A_2 B_4 - A_4 B_2, \quad s_{12} = A_1 B_4 - A_4 B_1,
\]

\[
s_{13} = A_2 B_3 - A_3 B_2, \quad s_{14} = A_1 B_3 - A_3 B_1, \quad s_{15} = A_1 B_2 - A_2 B_1,
\]

\[
s_{16} : \text{an arbitrary parameter};
\]

where

\[
A_0 = v_3, \quad B_0 = u_5, \quad A_1 = v_4, \quad B_1 = u_4, \quad A_2 = -v_3,
\]

\[
B_2 = -u_3, \quad A_3 = -v_2, \quad B_3 = -u_2, \quad A_4 = v_1, \quad B_4 = u_1;
\]
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Relation (96) \( \rightarrow \)

\[
\mathbf{\nabla}_\lambda R_{\mu \nu \lambda \rho} + \mathbf{\nabla}_\mu R_{\nu \rho \lambda} + \mathbf{\nabla}_\nu R_{\rho \lambda \mu} - T^\tau_{\lambda \mu} R_{\tau \nu \rho \lambda} + T^\tau_{\mu \nu} R_{\tau \rho \lambda \mu} + T^\tau_{\nu \rho} R_{\tau \lambda \mu \nu} ,
\]

(106-3)

\[
\mathbf{\nabla}_\mu R_{\nu \rho \lambda} - \frac{im_0(G)}{\hbar} k_\mu R_{\nu \rho \lambda} = -J^{(G)}_{\nu \rho \lambda} \quad (106-4)
\]

where \( \lambda, \rho, \sigma, \mu, \nu, \tau = 0, 1, 2, 3, 4 \), and

\[
s_1 \mapsto \hat{s}_1 = R_{10\sigma \tau} = \hat{A}_0 \hat{B}_{\rho \tau 1} - \hat{A}_1 \hat{B}_{\rho \tau 0}, \quad s_2 \mapsto \hat{s}_2 = R_{02\sigma \tau} = \hat{A}_2 \hat{B}_{\rho \tau 0} - \hat{A}_3 \hat{B}_{\rho \tau 2},
\]

\[
s_3 \mapsto \hat{s}_3 = R_{30\sigma \tau} = \hat{A}_0 \hat{B}_{\rho \tau 3} - \hat{A}_1 \hat{B}_{\rho \tau 2}, \quad s_4 \mapsto \hat{s}_4 = 0, \quad s_5 \mapsto \hat{s}_5 = R_{04\sigma \tau} = \hat{A}_4 \hat{B}_{\rho \tau 0} - \hat{A}_5 \hat{B}_{\rho \tau 4},
\]

\[
s_6 \mapsto \hat{s}_6 = 0, \quad s_7 \mapsto \hat{s}_7 = 0, \quad s_8 \mapsto \hat{s}_8 = 0, \quad s_9 \mapsto \hat{s}_9 = 0, \quad s_{10} \mapsto \hat{s}_{10} = R_{43\sigma \tau} = \hat{A}_3 \hat{B}_{\rho \tau 4} - \hat{A}_4 \hat{B}_{\rho \tau 3},
\]

\[
s_{11} \mapsto \hat{s}_{11} = R_{12\sigma \tau} = \hat{A}_3 \hat{B}_{\rho \tau 4} - \hat{A}_4 \hat{B}_{\rho \tau 2}, \quad s_{12} \mapsto \hat{s}_{12} = R_{41\sigma \tau} = \hat{A}_4 \hat{B}_{\rho \tau 4} - \hat{A}_5 \hat{B}_{\rho \tau 1},
\]

\[
s_{13} \mapsto \hat{s}_{13} = R_{32\sigma \tau} = \hat{A}_2 \hat{B}_{\rho \tau 3} - \hat{A}_3 \hat{B}_{\rho \tau 2}, \quad s_{14} \mapsto \hat{s}_{14} = R_{31\sigma \tau} = \hat{A}_3 \hat{B}_{\rho \tau 3} - \hat{A}_4 \hat{B}_{\rho \tau 1},
\]

\[
s_{15} \mapsto \hat{s}_{15} = R_{23\sigma \tau} = \hat{A}_1 \hat{B}_{\rho \tau 2} - \hat{A}_2 \hat{B}_{\rho \tau 1}, \quad s_{16} \mapsto \hat{s}_{16} = \phi^{(G)}_{\rho \tau 1},
\]

\[
J^{(G)}_{\nu \rho \lambda} = -(\mathbf{\nabla} \nu + \frac{im_0(G)}{\hbar} k_\nu) \phi^{(G)}_{\rho \tau \lambda}, \quad T_{\mu \nu} = \frac{im_0(G)}{2\hbar} (g_{\mu \nu} k_\nu - g_{\nu \nu} k_\mu);
\]

\[
s_1 = A_0 B_{\rho \tau 1} - A_1 B_{\rho \tau 0}, \quad s_2 = A_2 B_{\rho \tau 0} - A_0 B_{\rho \tau 2}, \quad s_3 = A_0 B_{\rho \tau 3} - A_3 B_{\rho \tau 0},
\]

\[
s_4 = 0, \quad s_5 = A_4 B_{\rho \tau 0} - A_0 B_{\rho \tau 4}, \quad s_6 = 0, \quad s_7 = 0, \quad s_8 = 0, \quad s_9 = 0, \quad s_{10} = A_4 B_{\rho \tau 4} - A_3 B_{\rho \tau 3},
\]

\[
s_{11} = A_2 B_{\rho \tau 4} - A_4 B_{\rho \tau 2}, \quad s_{12} = A_4 B_{\rho \tau 4} - A_5 B_{\rho \tau 1}, \quad s_{13} = A_2 B_{\rho \tau 3} - A_3 B_{\rho \tau 2},
\]

\[
s_{14} = A_4 B_{\rho \tau 3} - A_5 B_{\rho \tau 1}, \quad s_{15} = A_4 B_{\rho \tau 2} - A_2 B_{\rho \tau 1}, \quad s_{16}: \text{ an arbitrary parameter};
\]

where

\[
A_0 = v_5, \quad B_{\rho \tau 0} = u_5, \quad A_1 = v_4, \quad B_{\rho \tau 1} = u_4, \quad A_2 = -v_3,
\]

\[
B_{\rho \tau 2} = -u_3, \quad A_3 = -v_2, \quad B_{\rho \tau 3} = -u_2, \quad A_4 = v_1, \quad B_{\rho \tau 4} = u_1.
\]

---

1. We will show in Section 3-7, that the field equations (106-1) – (106-4), which correspond to the matrix relations (96) (i.e. for five dimensional space-time), as well as for higher space-time dimensions, are incompatible with some certain symmetry, where we’ll also conclude that the universe cannot have more than four space-time dimensions.
Where in field equations (103-1) – (106-4) we have (see also Appendix A):

$$ R_{\mu \nu \rho \sigma} = \left( \partial_{\nu} \Gamma_{\rho \sigma \mu} - \Gamma_{\rho \nu \sigma} \Gamma_{\sigma \mu} - \Gamma_{\rho \nu \sigma} \Gamma_{\sigma \mu} - \Gamma_{\rho \nu \sigma} \Gamma_{\sigma \mu} \right), \quad (107-1) $$

$$ F_{\mu \nu} = \left( \tilde{V}_{\nu} + \frac{im_{0}^{(E)}}{2h} k_{\nu} \right) A_{\mu} - \left( \tilde{V}_{\mu} + \frac{im_{0}^{(E)}}{2h} k_{\mu} \right) A_{\nu}, \quad (107-2) $$

$$ \Gamma_{\rho \sigma}^{\nu} \text{ is the affine connection: } \Gamma_{\rho \sigma}^{\nu} = \tilde{\Gamma}_{\rho \sigma}^{\nu} - K_{\rho \sigma}^{\nu}, \quad \tilde{\Gamma}_{\rho \sigma}^{\nu} \text{ is the Christoffel symbol (or the torsion-free connection), } K_{\rho \sigma}^{\nu} \text{ is a definite complex con torsion tensor generated by the invariant mass (of the field carrier particle), given by: } K_{\rho \sigma}^{\nu} = \frac{im_{0}^{(G)}}{2h} g_{\rho \mu} k_{\sigma} \text{ (which is anti-symmetric in the first and last indices), } A_{\mu} \text{ is the vector potential, and } T_{\nu \mu} \text{ is the torsion tensor defined by} $$

$$ T_{\rho \nu \mu} = -K_{\rho \nu \mu} + K_{\rho \mu \nu} = \frac{im_{0}^{(G)}}{2h} \left( g_{\rho \nu} k_{\mu} - g_{\rho \mu} k_{\nu} \right), \quad T_{\nu} = T_{\mu \nu} = \frac{(D-1)im_{0}^{(G)}}{2h} k_{\nu} \quad (107-3) $$

D is the number of space-time dimensions;\(^1\)

Tensor \( Z_{\nu \mu} \) is also given by:

$$ Z_{\nu \mu} = \frac{im_{0}^{(E)}}{2h} \left( g_{\nu \nu} k_{\mu} - g_{\nu \mu} k_{\nu} \right) \quad (107-4) $$

Moreover, according to our derivation approach (see Section 3-7), the above field equations are solely definable in \( D \leq 4 \) dimensional space-time. So, only the equations (104-1) – (105-4) would be acceptable. In addition, in the above field equations, \( m_{0}^{(G)} \) and \( m_{0}^{(E)} \) are the invariant mass of the (free and interacting) fields carrier single-particles, \( i\hbar \tilde{V}_{\mu} \) is the covariant kinetic energy-momentum operator (generally defined on a background space-time with the complex torsion \( T_{\nu \mu} \) generated by the invariant mass and given by formula (3)), \( k^{\mu} = (c/\sqrt{g_{00}}, 0, ..., 0) \) is the general relativistic velocity of a static observer (that is a time-like contravariant vector), and the covariant currents \( J_{\nu \sigma}^{(G)} \) and \( J_{\nu}^{(E)} \) are the sources of the above fields. In particular, for massless cases (i.e. \( m_{0}^{(G)} = 0, \ m_{0}^{(E)} = 0 \)), the field equations (105-1) – (105-4) turn into the Maxwell, Yang-Mills (if assuming the local gauge invariance, see below) and the gravitational single-particle fields [68, 69] (in fact, in the context of relativistic quantum mechanics, these relativistic fields could precisely describe single-particles, where the solutions are taken to be complex).

---

\(^1\) In the general relativistic wave equations (102) – (106-4), quantities \( \hat{B}_{\mu}, \hat{B}_{\rho \nu}, \) and \( \hat{A}_{\mu} \) (as a differential operator) are defined as (See Appendix A):

$$ \hat{A}_{\mu} Y_{a_{1}a_{2}...a_{n}} = \partial_{\mu} Y_{a_{1}a_{2}...a_{n}} - \Gamma_{a_{1}a_{2}...a_{n}}^{\mu} Y_{a_{1}a_{2}...a_{n}} + \Gamma_{a_{1}a_{2}...a_{n}}^{\mu} Y_{a_{1}a_{2}...a_{n}} \cdot \hat{A}_{\mu} Y_{a_{1}a_{2}...a_{n}} = \partial_{\mu} Y_{a_{1}a_{2}...a_{n}} + \Gamma_{a_{1}a_{2}...a_{n}}^{\mu} Y_{a_{1}a_{2}...a_{n} \cdot \hat{B}_{\mu} = A_{\mu}, \hat{B}_{\rho \nu} = \Gamma_{\rho \nu} \hat{V}. \text{ The conservation laws would be } (\tilde{V}_{\nu} - \frac{im_{0}^{(E)}(E)}{2h} k_{\nu}) J_{\nu \rho}^{(E)} = 0, (\tilde{V}_{\nu} - \frac{im_{0}^{(G)}(E)}{\hbar} k_{\nu}) J_{\nu \rho}^{(G)} = 0. $$

Moreover, the commutator of covariant derivative with torsion is [25, 27]:

$$ (\nabla_{\rho} \nabla_{\sigma} - \nabla_{\sigma} \nabla_{\rho}) V_{\nu} = V_{\mu} R_{\rho \sigma \nu}^{\mu} - T_{\rho \sigma \nu}^{(\mu)} \nabla_{\mu} V_{\nu}. $$
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In Section 3-5 we show that the Einstein field equations (that necessarily include a cosmological constant) are derived directly from field equations (103-3) – (103-4), (104-3) – (104-4) and (105-3) – (105-4) and so on, for various space-time dimensions.

As an additional principal requirement, we show below (in Section 3-4-1) that we may also assume that the “massive” Lagrangian density for the obtained general relativistic single-particle wave equations (2-1) – (2-3), be locally gauge invariant as well – where these fields be still massive, and \( \nabla_\mu \) be equivalent to the general relativistic (with torsion (107-3), which is compatible with the local gauge invariance condition [9, 58, 60 - 63]) form of the (local) gauge-covariant derivative [67]. On this basis, in (1+3) dimensional space-time, equations (105-1) – (105-2) not only would describe a certain massive form of Maxwell’s (single-photon) field based on the Abelian gauge group \( U(1) \), but also would present a certain massive form of Yang–Mills (single-particle) fields based on the (non-Abelian) gauge groups \( SU(N) \). For the latter case, the field strength tensor, vector gauge potential and the current in equations (105-1) – (105-2), are also written in component notation as: \( F^\sigma_{\mu \nu}, A^a_\mu, J^{a(E)}_\mu \), where the Latin index \( a = 1, 2, 3, ..., N^2 - 1 \) and \( N^2 - 1 \) is the number of linearly independent generators of the group \( SU(N) \) (as a real manifold) [58]. Hence, by requiring the local gauge invariance for general relativistic massive particle field equations (105-1) – (105-2), in Section 3-4-1, we show that the massive Lagrangian density specified for these fields could be locally gauge invariant – if these fields be formally re-presented on a background space-time with certain complex torsion which is generated by the invariant mass of the gauge field carrier particle. Subsequently, in agreement with certain experimental data, the invariant mass of a particle (that would actually be identified as massive photon) has been specified \( (m_0^{(E)} \approx 1.4070696 \times 10^{-41} \text{ kg}) \), which is coupled with background space-time geometry. Note that the gauge theoretic approach for the field equations (104-1) - (104-2) could be applied, too.

It is noteworthy to recall that gauge symmetries can be viewed as analogues of the principle of general covariance of general relativity in which the coordinate system can be chosen freely under arbitrary diffeomorphism of space-time. Both gauge invariance and diffeomorphism invariance reflect a redundancy in the description of the system. In point of fact, a global symmetry is just a local symmetry whose group's parameters are fixed in space-time. The requirement of local symmetry, the cornerstone of gauge theories, is a stricter constraint [58]. However, our approach could be also considered in the framework of the theories that lie beyond the Standard Model [71], as it also includes new consequences such as a certain formulation for the gravitational particle field.

In addition, we should note that the field equations (104-1) – (104-4) and (105-1) – (105-4) would correspond to two different single-particle fields: (104-1) – (104-2) correspond to the tensor representation of the spin-1/2 single-particle fields formulated solely in (1+2) dimensional space-time [29, 31] – where we necessary have \( F_{20} = F_{02} = 0 \) [29, 31]; and (105-1) – (105-2) describe the spin-1 single-particle fields formulated solely in (1+3) dimensional space-time [68, 69]. In the precisely same manner, the field equations (104-3) – (104-4) describe the spin-3/2 single-particle field (gravitational) formulated solely in (1+2) dimensional space-time – where \( R^r_{\mu \nu \sigma \tau} \) is the Riemann curvature tensor, and we necessary have \( R_{20r\tau} = R_{02r\tau} = 0 \). The field equations (105-3) – (105-4) also describe the spin-2 single-particle (gravitational) field formulated solely in (1+3) dimensional space-time. However, it should be emphasized here (as we noted above) that, in general, for single-particle field equations (102) – (105-4), the (quantum mechanical) solutions are taken to be complex [29, 30, 31, 68, 69]. However, in the context of relativistic quantum mechanics, the field equations (104-1) – (104-4) are subject to a process of 2nd quantization anyhow; then these equations would describe solely the bosonic fields in (1+3) dimensional space-time, and the fermionic fields in (1+2) dimensional space-time.\(^1\)

\(^1\) We will show in Section 3-7, that the field equations (106-1) – (106-4), corresponding to the matrix relations (96) (i.e. for five space-time dimensions), as well as for higher space-time dimensions, are incompatible with some certain symmetry and are not definable, where we'll also conclude that the universe cannot have more than four space-time dimensions.
3-4-1. The Local Gauge-Invariance of “Massive” Lagrangian Density of the (unique) Obtained Massive Forms of Maxwell and Yang-Mills Fields

In this section we present (for the first time) a complex torsion approach to the massive gauge field theory. Hence, corresponding to the general relativistic massive single-particle wave equations (103-1) – (103-2), (104-1) – (104-2), (105-1) – (105-2), and so on — as special cases of the generally derived field equations (101-1) – (101-4) in various space-time dimensions, which particularly represent the Maxwell and Yang-mills fields in 1+3 dimensions — we may write formally the following their equivalent field equations (formulable solely for a “rank two anti-symmetric” field strength tensor):

\[ \tilde{\nabla}_\lambda F_{\mu\nu} + \tilde{\nabla}_\mu F_{\nu\lambda} + \tilde{\nabla}_\nu F_{\lambda\mu} = 0, \quad (108-1) \]

\[ \tilde{\nabla}_\mu F^\mu_v = -J^{(E)}_v \quad (108-2) \]

where we suppose the general covariant derivative \( \tilde{\nabla}_\lambda \) is defined with the following complex torsion tensor (similar to the torsion tensor (107-3)) generated by both invariant masses \( m_{0}^{(E)} \) and \( m_{0}^{(G)} \):

\[ \tilde{\nabla}_\lambda F_{\mu\nu} = \partial_\lambda F_{\mu\nu} - (\tilde{\Gamma}^\ell_\mu_\nu - \tilde{K}^\ell_\mu_\nu) F_{\ell\nu} - (\tilde{\Gamma}^\ell_\nu_\mu - \tilde{K}^\ell_\nu_\mu) F_{\ell\mu} , \quad (109) \]

\[ \tilde{K}^{\mu\nu}_\ell = \frac{i(m_{0}^{(G)} + m_{0}^{(E)})}{2\hbar} g_{\ell\nu} k_\mu ; \quad (109-1) \]

where \( \tilde{\Gamma}_{\alpha\nu}^\mu \) is the Christoffel symbol (or the torsion-free connection), \( \tilde{K}^{\mu\nu}_\ell \) is contorsion tensor, and the torsion tensor read

\[ \tilde{T}_{\mu\nu\ell} = T_{\mu\nu\ell} + Z_{\mu\nu\ell} = \frac{im_{0}^{(G)}}{2\hbar} (g_{\mu\nu} k_\ell - g_{\ell\nu} k_\mu) + \frac{im_{0}^{(E)}}{2\hbar} (g_{\mu\nu} k_\ell - g_{\ell\nu} k_\mu) \quad (110) \]

Using formula (110) in the field equations (108-1) – (108-2), we may get a general relativistic wave equation formally similar to massive field (103-1) – (103-2), ..., (105-1) – (105-2), as follows

\[ \tilde{\nabla}_\lambda F_{\mu\nu} + \tilde{\nabla}_\mu F_{\nu\lambda} + \tilde{\nabla}_\nu F_{\lambda\mu} = \tilde{Z}^{\ell\mu}_\lambda F_{\ell\nu} + \tilde{Z}^{\ell\nu}_\mu F_{\ell\nu} + \tilde{Z}^{\ell\nu\lambda}_\mu F_{\ell\mu} , \quad (108-3) \]

\[ \tilde{\nabla}_\mu F^\mu_v - \frac{im_{0}^{(E)}}{\hbar} k_\mu F^\mu_v = -J^{(E)}_v \quad (108-4) \]

however, here the background space-time is defined with torsion \( \tilde{T}_{\mu\nu\ell} \), and the covariant derivative \( \tilde{\nabla}_\lambda \) is defined by (109).

The Lagrangian density for source-free \( (J^{(E)}_v = 0) \) case of the fields of the type (108-1) – (108-2), is given by [58],

\[ L^{(E)} = -\frac{1}{4} \sqrt{-g} F^{\mu\nu} F_{\mu\nu} \quad (111) \]

where \( g \) is the metric’s determinant.
Assuming the local gauge invariance for field (108-1) – (108-2), in component notation formula (111) is also written as

\[ L_{gf}^{(E)} = -\frac{1}{4} \sqrt{-g} F_{\mu \nu}^{a} F_{a \mu \nu} \]  

(112)

Now as for the trace part of torsion tensor \( \bar{T}_{\mu \nu} \) (110) we have

\[ \bar{T}_{\mu \nu} = \bar{T}_{\nu} = (D-1) \frac{i(m_{0}^{(G)} + m_{0}^{(E)})}{2\hbar} k_{\nu} \]

(113)

where \( D \) is the number of space-time dimensions, and

\[ \exists \varphi: \; k_{\nu} = \bar{\nabla}_{\mu} \varphi = \partial_{\nu} \varphi, \; \alpha = \frac{i(m_{0}^{(G)} + m_{0}^{(E)})}{2\hbar} \]

(114)

we may simply conclude that the conditions (113) – (114) are sufficient for the general relativistic field equations (108-1) – (108-2) and the Lagrangian density (112) to be locally gauge-invariant [9, 58, 60-63].

Now, using the torsion tensor geometrical properties, in the above gauge fields if we assume that the background space-time be re-defined with torsion \( T_{\mu \nu} = (im_{0}^{(G)}/2\hbar)(g_{\mu \nu}k_{\nu} - g_{\nu \nu}k_{\mu}) \), as a geometrical object, and \( Z_{\mu \nu} = (im_{0}^{(E)}/2\hbar)(g_{\mu \nu}k_{\nu} - g_{\nu \nu}k_{\mu}) \) as an independent tensor field generated by \( m_{0}^{(E)} \) (as the invariant mass of the gauge field carrier particle), which its trace part, i.e.

\[ Z_{\mu \nu} = Z_{\nu} = (D-1)(im_{0}^{(E)}/2\hbar)k_{\nu} = (D-1)\gamma \partial_{\nu} \varphi \]

(115-1)

couples to the gauge fields (108-1) – (108-2), then these fields be formally equivalent to certain massive Maxwell and Yang-Mills single-particle fields. Hence the field strength tensor \( F_{\mu \nu}^{a} \) and the locally gauge invariant massive Lagrangian density (112) could be equivalently re-written as follows, respectively:

\[ F_{\mu \nu}^{a} = \bar{\nabla}_{\nu} A_{\mu}^{a} - \bar{\nabla}_{\mu} A_{\nu}^{a} + \frac{im_{0}^{(E)}}{2\hbar} (k_{\nu} A_{\mu}^{a} - k_{\mu} A_{\nu}^{a}) \]  

(115-2)

\[ L_{gf}^{(E)} = -\frac{1}{4} \sqrt{-g} [(\bar{\nabla}^{\nu} A_{\mu}^{a} - \bar{\nabla}^{\mu} A_{\nu}^{a} + \frac{im_{0}^{(E)}}{2\hbar} (k^{\nu} A_{\mu}^{a} - k^{\mu} A_{\nu}^{a})][(\bar{\nabla}_{\nu} A_{\mu}^{a} - \bar{\nabla}_{\mu} A_{\nu}^{a} + \frac{im_{0}^{(E)}}{2\hbar} (k_{\nu} A_{\mu}^{a} - k_{\mu} A_{\nu}^{a})] \]  

(115-3)

where \( A_{\mu}^{a} \) is the gauge field vector (potential) and \( \bar{\nabla}_{\mu} \) denotes the general relativistic form of the local gauge-covariant derivative [67]. In addition, it is noteworthy that since \( (im_{0}^{(E)}/2\hbar)k^{\mu} \) is a contravariant “time-like” vector, the obtained unique massive Lagrangian density (115-3) for Maxwell and Yang-Mills (single-particle) fields could be also considered in the framework of both three and four dimensional cases of the Chern-Simons gauge theory [64, 65].
It is noteworthy that for the case of electromagnetic field, according to [60 – 63], based on certain experimental data we can establish a lower bound for \( \gamma \) (as a constant) in (115-1): \( |\gamma| \geq 20 \). Thus, in agreement with these experimental results, the invariant mass of a particle (that actually would be identified as massive photon), which is coupled with background space-time geometry, can be approximately specified as follows:

\[ m_{0}^{(E)} \approx 1.4070696 \times 10^{-41} \text{ kg} \]  
(115-4)

The above torsion (generally defined by formulas (110) and (115-1)) approach could be also applied for massive neutrino which is coupled with background space-time geometry. Such massive particle fields which are coupled to background space-time geometry (with complex torsion defined above) could be fully responsible for the dark energy and dark matter as well [75].

We should note that the above particular approach for formulating the (local) gauge-invariance formulation of massive Maxwell and Yang-Mills field equations (as well as the half-integer relativistic single-particle wave equations such as the Dirac equation), by using a certain (coupled) complex torsion tensor field (generated by the invariant mass of the gauge field carrier particle), may be also considered via the teleparallel geometry – where for example the gravitation whether requires a curved or a torsionned space-time, is a matter of convention [72 - 74]. **In fact on this basis, the torsion tensor can always be treated as an independent tensor field, or equivalently, as part of the space-time geometry.** That’s it.

Furthermore, the mass gap in quantum Yang-Mills theory may be connected with the background space-time geometry with the above complex torsion. As professors A. Jaffe and E. Witten in the conclusion of their famous article [70] concerning the mass gap problem in Yang-Mills theory, in particular, have mentioned: “... **One view of the mass gap in Yang–Mills theory suggests that it may be tied to curvature in the space of connections**”.

### 3-4-2. A Direct Proving of the Absence of Magnetic Monopoles in Nature

As a direct consequence of the assumption (3) in Section 1-1, and also the unique structure of derived general relativistic single-particle field equations (101-1) – (101-4), as well as one of their particular case for four dimensional space-time, i.e. equations (105-1) – (105-2) corresponding to the Electromagnetic field (and also Yang-Mills field equations, see Section 3-4) we may conclude that magnetic monopoles – in contrast with electric charges – cannot exist in nature. This conclusion is based solely on certain algebraic properties of linearized (and simultaneously parameterized, as necessary algebraic conditions) unique forms of the relativistic energy-momentum relation (95).

### 3-5. Deriving the Einstein Field Equations with a Cosmological Constant

The massless cases of general relativistic wave equations (103-3) – (103-4), (104-3) – (104-4) and (105-3) – (105-4), are given by \( (m_{0}^{(G)} = 0) \):

\[ \bar{\nabla}_{\lambda} R_{\nu \rho}^{\sigma} + \bar{\nabla}_{\mu} R_{\nu \rho}^{\sigma} + \bar{\nabla}_{\nu} R_{\mu \rho}^{\sigma} = 0 \]  
(116-1)

\[ \bar{\nabla}_{\mu} R_{\nu \rho}^{\sigma} = -J_{\nu \rho}^{(G)} \]  
(116-2)

Hence, by contraction the 2\(^{nd}\) Bianchi identity (116-1) and assuming the sign conventions (97), we get

\[ \nabla_{\sigma} R_{\mu \rho}^{\sigma} = \nabla_{\nu} R_{\mu \rho} - \nabla_{\mu} R_{\nu \rho} \]  
(117)

Then from (116-2) and (117) and the following definition

\[ J_{\nu \rho}^{(G)} = -8\pi(\nabla_{\sigma} T_{\nu \rho} - \nabla_{\rho} T_{\nu \sigma}) + 8\pi B(\nabla_{\sigma} T_{g_{\nu \rho}} - \nabla_{\rho} T_{g_{\nu \sigma}}) \]  
(118)
where \( T_{\mu\nu} \) is the stress-energy tensor \( (T = T^\mu_\mu) \), \( g_{\mu\nu} \) is the metric and ‘\( B \)’ is a constant (which be specified for each space-time dimension), we easily obtain the **Einstein field equations** as follows:

\[
R_{\mu\nu} = -8\pi (T_{\mu\nu} - BT g_{\mu\nu}) - \Lambda g_{\mu\nu}
\]

(119)

where \( \Lambda \) is a cosmological constant (emerged naturally in the course of obtaining (119)). Hence for (1+1) dimensional case from (119) we get

\[
R_{\mu\nu} = -4\pi T g_{\mu\nu} + \frac{1}{2} \Lambda g_{\mu\nu}
\]

(119-1)

where \( B = 0 \). For (1+2) dimensional case we have (however, for this case as we show in Section 3-7, we have \( R_{02,0\sigma} = 0 \)):

\[
R_{\mu\nu} - \frac{1}{2} R g_{\mu\nu} = -8\pi T_{\mu\nu} - 2\Lambda g_{\mu\nu}
\]

(119-2)

where \( B = 1 \). For (1+3) dimensional space-time, we obtain

\[
R_{\mu\nu} - \frac{1}{2} R g_{\mu\nu} = -8\pi T_{\mu\nu} - \Lambda g_{\mu\nu}
\]

(119-3)

where \( B = 1/2 \).

### 3-6. Geometric Algebra Representation of the Derived General Relativistic (Single-Particle) Wave Equations (103-1) – (106-4)

It should be mentioned that the general relativistic single-particle wave equations (103-1) – (106-4) derived by first quantization (as a postulate) of the energy-momentum matrix relations (92) – (96) (including matrices that are hermitian and generate a Clifford algebra), in matrix representation, i.e. in the geometric algebra formulation, are written as follows:

\[
(i\hbar\alpha_\mu \bar{\nabla}_\mu \Psi_F - m_0 \bar{\alpha}_\mu k_\mu )\Psi_F = 0,
\]

(120)

\[
(i\hbar\alpha_\mu \bar{\nabla}_\mu \Psi_R - m_0 \bar{\alpha}_\mu k_\mu )\Psi_R = 0
\]

(121)

where

\[
\alpha_\mu = \beta_\mu + \beta^{\prime \mu}, \quad \bar{\alpha}_\mu = \beta_\mu - \beta^{\prime \mu}
\]

(122)

In matrix equations (120) – (121), each equation could be written in the form of two coupled equations that assumedly have chiral symmetry if the single-particle field equation be source-free (see Section 3-7) – \( \Psi_E \) and \( \Psi_R \) are column matrices (representing the single-particle wave functions) and matrices \( \beta_\mu \) and \( \beta^{\prime \mu} \) are the contravariant square matrices (corresponding to a Clifford algebra, see Appendix B for special relativistic cases), are as follow\(^1\) (for various space-time dimensions). Hence for (1+1) dimensional case (corresponding to equations (103-1) – (103-4)) we have

\[
\beta^0 = \begin{bmatrix} 0 & 0 \\ 0 & -1 \end{bmatrix}, \quad \beta^0_0 = \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix}, \quad \beta^1 = \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix}, \quad \beta^1_0 = \begin{bmatrix} 0 & 0 \\ 1 & 0 \end{bmatrix}
\]

\[
\Psi_F = \begin{bmatrix} F_{10} \\ \phi^{(E)}_0 \end{bmatrix}, \quad \Psi_R = \begin{bmatrix} R_{10,0\sigma} \\ \phi^{(G)}_{00} \end{bmatrix},
\]

\[
J^{(G)}_{l\rho\sigma} = -[\bar{\nabla}_\nu + (im_0^{(G)}/2\hbar)k_\nu]\phi^{(G)}_{\rho\sigma}, \quad J^{(E)}_{l\nu} = -[\bar{\nabla}_\nu + (im_0^{(E)}/2\hbar)k_\nu]\phi^{(E)}. \]

---

\(^1\) The covariant matrices \( \beta^\mu \) has been written instead of \( \beta^{\prime \mu} \).
Using (123), the special relativistic cases of equations (120) – (121) in (1+1) dimensions (corresponding to equations (103-1) – (103-4)) are given by, respectively:

\[
\begin{bmatrix}
  i\hbar \tilde{\nabla}_0 - m_0^{(E)} \\
  -i\hbar \tilde{\nabla}_1
\end{bmatrix}
\begin{bmatrix}
  \psi_{(F)L} \\
  \psi_{(F)R}
\end{bmatrix} = 0
\]  
\tag{120-1}

where

\[
\psi_F = \begin{bmatrix}
  \psi_{(F)L} \\
  \psi_{(F)R}
\end{bmatrix}, \quad \psi_{(F)L} = \begin{bmatrix} F_{10} \end{bmatrix}, \quad \psi_{(F)R} = \begin{bmatrix} \phi^{(E)} \end{bmatrix};
\]

\[
\begin{bmatrix}
  i\hbar \tilde{\nabla}_0 - m_0^{(G)} \\
  -i\hbar \tilde{\nabla}_1
\end{bmatrix}
\begin{bmatrix}
  \psi_{(R)L} \\
  \psi_{(R)R}
\end{bmatrix} = 0
\]  
\tag{121-1}

where (for this special case we may suppose: \( m_0 \neq 0 \Rightarrow T_{\mu\nu} \neq 0 \))

\[
\psi_R = \begin{bmatrix}
  \psi_{(R)L} \\
  \psi_{(R)R}
\end{bmatrix}, \quad \psi_{(R)L} = \begin{bmatrix} R_{10,\rho\sigma} \end{bmatrix}, \quad \psi_{(R)R} = \begin{bmatrix} \phi_{\rho\sigma}^{(G)} \end{bmatrix}.
\]

For (1+2) dimensional case (corresponding to equations (104-1) – (104-4)) we get

\[
\beta^0 = \begin{bmatrix} 0 & 0 \\ 0 & - (\sigma^0 + \sigma^1) \end{bmatrix}, \quad \beta^0' = \begin{bmatrix} \sigma^0 + \sigma^1 & 0 \\ 0 & 0 \end{bmatrix}, \quad \beta^1 = \begin{bmatrix} 0 & \sigma^2 \\ -\sigma^2 & 0 \end{bmatrix}, \quad \beta^1' = \begin{bmatrix} 0 & \sigma^3 \\ -\sigma^3 & 0 \end{bmatrix};
\]

\[
\beta^2 = \begin{bmatrix} 0 & -\sigma^0 \\ -\sigma^0 & 0 \end{bmatrix}, \quad \beta^2' = \begin{bmatrix} 0 & -\sigma^1 \\ -\sigma^1 & 0 \end{bmatrix};
\]

\[
\psi_R = \begin{bmatrix} R_{10,\rho\sigma} \\ R_{21,\rho\sigma} \\ R_{22,\rho\sigma} \end{bmatrix}, \quad \psi_F = \begin{bmatrix} F_{10} \\ F_{02} \\ F_{21} \end{bmatrix}, \quad J^{(G)}_{\nu\rho\sigma} = -(\tilde{\nabla}_\nu + \frac{im_0^{(G)}}{\hbar} k_\nu) \phi_{\rho\sigma}^{(G)}, \quad J^{(E)}_{\nu} = -(\tilde{\nabla}_\nu + \frac{im_0^{(E)}}{\hbar} k_\nu) \phi^{(E)}
\]  
\tag{124}

where

\[
\sigma^0 = \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix}, \quad \sigma^1 = \begin{bmatrix} 0 & 0 \\ 0 & 1 \end{bmatrix}, \quad \sigma^2 = \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix}, \quad \sigma^3 = \begin{bmatrix} 0 & 0 \\ -1 & 0 \end{bmatrix}.
\]  
\tag{124-1}
Using (124) and (124-1), the special relativistic cases of equations (120) – (121) in (1+2) dimensions, are given by, respectively:

\[
\begin{bmatrix}
  i\hbar \mathcal{\nabla}_0 (\sigma^0 + \lambda^1) - m_0^{(E)} \\
  -i\hbar \mathcal{\nabla}_1 (\sigma^2 - \sigma^3) + \mathcal{\nabla}_2 (-\sigma^1 + \sigma^0)
\end{bmatrix}
\begin{bmatrix}
  \psi_{(F)\text{L}} \\
  \psi_{(F)\text{R}}
\end{bmatrix} = 0 \quad (120-2)
\]

where

\[
\psi_f = \begin{bmatrix}
  \psi_{(F)\text{L}} \\
  \psi_{(F)\text{R}}
\end{bmatrix} = \begin{bmatrix}
  F_{10} \\
  F_{02} \\
  F_{21} \\
  \phi^{(E)}
\end{bmatrix}, \quad \psi_{(F)\text{L}} = \begin{bmatrix}
  F_{10}
\end{bmatrix}, \quad \psi_{(F)\text{R}} = \begin{bmatrix}
  F_{21} \\
  \phi^{(E)}
\end{bmatrix};
\]

\[
\begin{bmatrix}
  i\hbar \mathcal{\nabla}_0 (\sigma^0 + \lambda^1) - m_0^{(G)} \\
  -i\hbar \mathcal{\nabla}_1 (\sigma^2 - \sigma^3) + \mathcal{\nabla}_2 (-\sigma^1 + \sigma^0)
\end{bmatrix}
\begin{bmatrix}
  \psi_{(R)\text{L}} \\
  \psi_{(R)\text{R}}
\end{bmatrix} = 0 \quad (121-2)
\]

where (for this special case we may suppose: \( m_0 \neq 0 \Rightarrow T_{\mu\nu} \neq 0 \))

\[
\psi_r = \begin{bmatrix}
  \psi_{(R)\text{L}} \\
  \psi_{(R)\text{R}}
\end{bmatrix} = \begin{bmatrix}
  R_{10,\sigma} \\
  R_{02,\sigma} \\
  R_{21,\sigma} \\
  \phi_{\sigma}(^{(G)}_{\rho})
\end{bmatrix}, \quad \psi_{(R)\text{L}} = \begin{bmatrix}
  R_{10,\sigma}
\end{bmatrix}, \quad \psi_{(R)\text{R}} = \begin{bmatrix}
  R_{21,\sigma} \\
  \phi_{\sigma}(^{(G)}_{\rho})
\end{bmatrix};
\]

For (1+3) dimensional cases (corresponding to the field equations (105-1) – (105-4)) of equations (120) – (121), we have

\[
\begin{align*}
\beta^2 &= \begin{bmatrix}
  0 & \gamma^2 & \gamma^3 \\
  -\gamma^2 & 0 & \gamma^3 \\
  -\gamma^3 & -\gamma^3 & 0
\end{bmatrix},
\end{align*}
\]

\[
\begin{align*}
J^{(G)}_{\psi\sigma} &= -i\hbar \left( \mathcal{\nabla}_\psi + \frac{im_0^{(G)}}{\hbar} k_\psi \phi_{\rho\sigma}^{(G)} \right), \quad J^{(E)}_{\psi} = -i\hbar \left( \mathcal{\nabla}_\psi + \frac{im_0^{(E)}}{\hbar} k_\psi \phi^{(E)} \right) \quad (125)
\end{align*}
\]
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where we have

\[
\begin{align*}
\gamma^0 &= \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix}, & \gamma^1 &= \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \end{bmatrix}, & \gamma^2 &= \begin{bmatrix} 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 \\ -1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix}, & \gamma^3 &= \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & -1 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix}.
\end{align*}
\]

\[\gamma^4 = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 \\ -1 & 0 & 0 & 0 \end{bmatrix}, \quad \gamma^5 = \begin{bmatrix} 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 \end{bmatrix}, \quad \gamma^6 = \begin{bmatrix} 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix}, \quad \gamma^7 = \begin{bmatrix} 0 & -1 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix}.\]  

(125-1)

Using (125) and (125-1), the special relativistic cases of equations (120) – (121) in (1+3) dimensions, are given by, respectively:

\[
\begin{align*}
[ih \bar{\nabla}_0 (\gamma^{0} + \gamma^{1}) - m_0^{(E)}] & \quad = \quad i h [\bar{\nabla}_1 (\gamma^2 - \gamma^3) + \bar{\nabla}_2 (\gamma^4 + \gamma^5) + \bar{\nabla}_3 (\gamma^6 - \gamma^7)] \quad \left[ \begin{array}{c} \psi_{(F) L} \\ \psi_{(F) R} \end{array} \right] = 0 \\
[ih \bar{\nabla}_1 (\gamma^2 - \gamma^3) + \bar{\nabla}_2 (\gamma^4 + \gamma^5) + \bar{\nabla}_3 (\gamma^6 - \gamma^7)] & \quad = \quad - i h \bar{\nabla}_0 (\gamma^{0} + \gamma^{1}) - m_0^{(E)} \quad \left[ \begin{array}{c} \psi_{(F) L} \\ \psi_{(F) R} \end{array} \right] = 0
\end{align*}
\]

(120-3)

where

\[
\psi_F = \begin{bmatrix} \psi_{(F) L} \\ \psi_{(F) R} \end{bmatrix} = \begin{bmatrix} F_{10} \\ F_{20} \\ F_{30} \\ 0 \\ F_{23} \\ F_{31} \\ F_{12} \\ \phi^{(E)} \end{bmatrix}, \quad \psi_{(F) L} = \begin{bmatrix} F_{10} \\ F_{20} \\ F_{30} \\ 0 \end{bmatrix}, \quad \psi_{(F) R} = \begin{bmatrix} F_{23} \\ F_{31} \\ F_{12} \\ \phi^{(E)} \end{bmatrix}.
\]
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\[
\begin{align*}
\begin{bmatrix}
\psi^{(R)\ell} & \psi^{(R)R}
\end{bmatrix} &= \begin{bmatrix}
R_{10,\sigma\tau} & R_{20,\sigma\tau} & R_{30,\sigma\tau} & 0 \\
R_{23,\sigma\tau} & 0 & R_{31,\sigma\tau} & R_{12,\sigma\tau} \\
\phi_{\sigma\tau}^{(G)} & \phi_{\sigma\tau}
\end{bmatrix},
\psi^{(R)\ell} &= \begin{bmatrix}
R_{10,\sigma\tau} \\
R_{20,\sigma\tau} \\
R_{30,\sigma\tau} \\
0 \\
R_{12,\sigma\tau}
\end{bmatrix},
\psi^{(R)R} &= \begin{bmatrix}
R_{23,\sigma\tau} \\
R_{31,\sigma\tau} \\
R_{12,\sigma\tau} \\
\phi_{\sigma\tau}^{(G)} & \phi_{\sigma\tau}
\end{bmatrix}.
\end{align*}
\]

where (for this special case we may suppose: \( m_0 \neq 0 \Rightarrow T_{\mu\nu} \neq 0 \))

And for (1+4) dimensional case of (120) – (121), corresponding to the field equations (106-1) – (106-4), we obtain:

1. For this case (just for clarity) the square matrices \( \beta^\mu \) and \( \beta'^\mu \) have been written in detail, however, these square matrices, definitely, could be written by formulations similar to relations (123) and (12-1) (including the special relativistic cases (120-1) – (120-3) and (121-1) –(121-3)).
$$\beta^1 = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}.$$ 

$$\beta_1' = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}.$$
\[ \beta^2 = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 
\end{bmatrix}, \]

\[ \beta^2_i = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 
\end{bmatrix}, \]
\[ \beta^3 = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}, \]

\[ \beta'_3 = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}, \]
The size of matrices $\alpha_\mu$ and $\tilde{\alpha}_\mu$ in field equations $(120) - (121)$ for $(1+5)$ dimensional space-time is $32 \times 32$, and the column matrices $\Psi_F$ and $\Psi_R$ are defined as follows:
\[ \begin{bmatrix} F_{10} \\ F_{20} \\ F_{30} \\ 0 \\ F_{40} \\ 0 \\ 0 \\ 0 \\ F_{50} \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ F_{45} \\ 0 \\ F_{53} \\ F_{25} \\ F_{51} \\ 0 \\ F_{34} \\ F_{42} \\ F_{14} \\ F_{32} \\ F_{13} \\ F_{21} \\ \phi^{(E)} \end{bmatrix}, \begin{bmatrix} R_{10,\rho \sigma} \\ R_{20,\rho \sigma} \\ R_{30,\rho \sigma} \\ 0 \\ R_{40,\rho \sigma} \\ 0 \\ 0 \\ 0 \\ R_{50,\rho \sigma} \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ R_{45,\rho \sigma} \\ 0 \\ R_{53,\rho \sigma} \\ R_{25,\rho \sigma} \\ R_{51,\rho \sigma} \\ 0 \\ R_{34,\rho \sigma} \\ R_{42,\rho \sigma} \\ R_{14,\rho \sigma} \\ R_{32,\rho \sigma} \\ R_{13,\rho \sigma} \\ R_{21,\rho \sigma} \\ \phi^{(G)} \end{bmatrix} \]

\[ \Psi_F = \begin{bmatrix} \end{bmatrix}, \Psi_R = \begin{bmatrix} \end{bmatrix}, \]

\[ J^{(G)}_{\Psi,\rho \sigma} = -(\tilde{\nabla}_\chi + \frac{im^{(G)}_{\rho \sigma}}{\hbar} k_\chi) \phi^{(G)}_{\rho \sigma}, \quad J^{(E)}_{\Psi,\rho \sigma} = -(\tilde{\nabla}_\chi + \frac{im^{(E)}_{\rho \sigma}}{\hbar} k_\chi) \phi^{(E)}_{\rho \sigma} \]

(127)
3-7. In this Section, as another direct consequence of the assumption (3) in Section 1-1, and also the unique structure of the derived general relativistic wave equations (101-1) – (101-4) (including equations (102) – (105-4) and so on as particular cases of these equations for various space-time dimensions), we conclude that the universe cannot have more than four space-time dimensions.

As it was mentioned in Section 3-4, in the context of relativistic quantum mechanics, the relativistic (single-particle) wave equations (120) – (121) (equivalent to equations (101-1) – (101-4), including equations (102) – (106-4) and so on for various dimensions) give an equivalent tensor representation of the half-integer spin single-particle fields (defined solely in (1+2) dimensional space-time by the matrices (124-1), or matrices (B-2) for the special relativistic case in Appendix B), as well as a tensor representation of the integer spin single-particle fields (defined solely in (1+3) dimensional space-time by the matrices (125-1), or matrices (B-3) for the special relativistic case in Appendix B).

Meanwhile, it is noteworthy that the half-integer spin particle fields derived solely by this approach, is compatible with various experimental data related to two (spatial) dimensional property for electrons. These experiments include two-dimensional electron gas (2DEG), that is a gas of electrons free to move in two dimensions, but tightly confined in the third [38, 39]. For the latter case, it has been shown in several works that the Dirac spinor field in (1+2) dimensional space-time, could be also isomorphically represented by (anti-symmetric two-index) tensor representation of the Lorentz group – which is equivalent to three dimensional case of the single-particle tensor field (120) defined by matrices (124-1) (or matrices (B-2) for the special relativistic case in Appendix B) [29, 31]. In fact, it has been shown that in three dimensional space-time all the basic effects attributed to spinors can be also explained using the tensor formulation of the relativistic wave equation for particles of spin-½ (as well as any particle of half-integer spin exhibit Fermi–Dirac statistics). Moreover, for a particle of spin-1 (as well as any particle of integer spin exhibit Bose–Einstein statistics) it has also been shown that its spinor representation could be equivalent to an anti-symmetric two-index tensor representation of the Lorentz group [30, 31].

The relativistic wave equations could be also represented by the left and right handed components of the wave-functions \( \psi_{\mu\nu\rho\sigma} \), \( \psi_{\mu\nu} \) (defined by formulas (123) – (127)). We can basically show that by the assumption that the source-free particle fields preserve chiral symmetry [32 - 37], some or all the components of the wave functions \( \psi_{\mu\nu\rho\sigma} \), \( \psi_{\mu\nu} \) in relativistic single-particle wave equations (120) – (121) should vanish in certain space-time dimensions (for dimensions \( D > 5 \) all the wave-functions’ components will vanish).

Hence, if the components of tensor fields \( R_{\mu\nu\rho\sigma} \), \( F_{\mu\nu} \) equivalently be represented by the wave-functional components \( \psi_{\mu\nu\rho\sigma} \), \( \psi_{\mu\nu} \), using the formula (123) for two dimensional case of equations (120) – (121) (corresponding to the field equations (103-1) – (103-4), where \( \mu, \nu, \rho, \sigma = 0,1 \); and \( \psi_{\mu\nu} = - \psi_{\nu\mu} \), \( \psi_{\mu\nu\rho\sigma} = - \psi_{\nu\mu\rho\sigma} \)), we have:

\[
\begin{bmatrix}
  i\hbar \vec{V}_0 - m_0^{(E)} & i\hbar \vec{V}_1 \\
  -i\hbar \vec{V}_1 & -i\hbar \vec{V}_0 - m_0^{(E)}
\end{bmatrix}
\begin{bmatrix}
  \psi_{(F)L} \\
  \psi_{(F)R}
\end{bmatrix} = 0,
\begin{bmatrix}
  i\hbar \vec{V}_0 - m_0^{(G)} & i\hbar \vec{V}_1 \\
  -i\hbar \vec{V}_1 & -i\hbar \vec{V}_0 - m_0^{(G)}
\end{bmatrix}
\begin{bmatrix}
  \psi_{(R)L} \\
  \psi_{(R)R}
\end{bmatrix} = 0
\]  

(128)
and
\[
\Psi_F = \begin{bmatrix} \psi_{(F)L} \\ \psi_{(F)R} \end{bmatrix} = \begin{bmatrix} \psi_{10} \\ 0 \end{bmatrix}, \quad \Psi_{(F)L} = \begin{bmatrix} \psi_{10} \end{bmatrix}, \quad \Psi_{(F)R} = \begin{bmatrix} 0 \end{bmatrix},
\]
\[\Rightarrow \psi_{(F)L} = [0]; \tag{128-1}\]
\[
\Psi_R = \begin{bmatrix} \psi_{(R)L} \\ \psi_{(R)R} \end{bmatrix} = \begin{bmatrix} \psi_{10\rho\sigma} \\ 0 \end{bmatrix}, \quad \psi_{(R)L} = \begin{bmatrix} \psi_{10\rho\sigma} \end{bmatrix}, \quad \psi_{(R)R} = \begin{bmatrix} 0 \end{bmatrix},
\]
\[\Rightarrow \psi_{(R)L} = [0].\]

So, in (1+1) dimensional cases of the relativistic wave equations (120) – (121), chiral symmetry implies that the wave-function vanishes.

For three dimensional space-time case of equations (120) – (121), i.e. equations (120-2) – (121-2) (corresponding to the field equations (104-1) – (104-4), where \( \mu, \nu, \rho, \sigma = 0,1,2; \psi_{\mu\nu} = -\psi_{\nu\mu}, \psi_{\mu\nu\rho\sigma} = -\psi_{\nu\mu\rho\sigma} \)), we get
\[
\Psi_F = \begin{bmatrix} \psi_{(F)L} \\ \psi_{(F)R} \end{bmatrix} = \begin{bmatrix} \psi_{10} \\ \psi_{02} \\ \psi_{21} \end{bmatrix}, \quad \Psi_{(F)L} = \begin{bmatrix} \psi_{10} \\ \psi_{02} \end{bmatrix}, \quad \Psi_{(F)R} = \begin{bmatrix} \psi_{21} \\ 0 \end{bmatrix}
\]
\[\Rightarrow \psi_{02} = 0; \tag{129}\]
\[
\Psi_R = \begin{bmatrix} \psi_{(R)L} \\ \psi_{(R)R} \end{bmatrix} = \begin{bmatrix} \psi_{10\rho\sigma} \\ \psi_{02\rho\sigma} \\ \psi_{21\rho\sigma} \end{bmatrix}, \quad \psi_{(R)L} = \begin{bmatrix} \psi_{10\rho\sigma} \\ \psi_{02\rho\sigma} \end{bmatrix}, \quad \psi_{(R)R} = \begin{bmatrix} \psi_{21\rho\sigma} \\ 0 \end{bmatrix}
\]
\[\Rightarrow \psi_{02\rho\sigma} = 0.
\]

Thus, the components \( \psi_{02}, \psi_{02\rho\sigma} \) in (129) vanish, due to assumption of the chiral symmetry, and the particle fields be represented by two components wave-functions \( \Psi_F \) and \( \Psi_R \). This result (for example) for \( \Psi_F \) is fully compatible with the tensor representation of the Dirac spinor field in (1+2) dimensional space-time [29, 48].
Subsequently, for four dimensional cases of equations (120) – (121), i.e. equations (120-3) – (121-3) (corresponding to the field equations (105-1) – (105-4), where \( \mu, \nu, \rho, \sigma = 0,1,2,3, \) and \( \psi_{\mu \nu} = -\psi_{\nu \mu} \), \( \psi_{\mu \nu \rho} = -\psi_{\nu \mu \rho} \), \( \psi_{\mu \nu \rho \sigma} = -\psi_{\nu \mu \rho \sigma} \) we obtain, respectively:

\[
\Psi_F = \begin{bmatrix}
\psi_{(F)\text{L}} \\
\psi_{(F)\text{R}} \\
0
\end{bmatrix} = \begin{bmatrix}
\psi_{10} \\
\psi_{20} \\
\psi_{30} \\
\psi_{23} \\
\psi_{31} \\
\psi_{12}
\end{bmatrix}, \quad \Psi_{(F)\text{L}} = \begin{bmatrix}
\psi_{10} \\
\psi_{20} \\
0 \\
\psi_{30} \\
\psi_{23} \\
\psi_{31}
\end{bmatrix}, \quad \Psi_{(F)\text{R}} = \begin{bmatrix}
\psi_{12} \\
0
\end{bmatrix};
\]

\[
\Psi_R = \begin{bmatrix}
\psi_{(R)\text{L}} \\
\psi_{(R)\text{R}} \\
0
\end{bmatrix} = \begin{bmatrix}
\psi_{10 \rho \sigma} \\
\psi_{20 \rho \sigma} \\
\psi_{30 \rho \sigma} \\
\psi_{23 \rho \sigma} \\
\psi_{31 \rho \sigma} \\
\psi_{12 \rho \sigma}
\end{bmatrix}, \quad \Psi_{(R)\text{L}} = \begin{bmatrix}
\psi_{10 \rho \sigma} \\
\psi_{20 \rho \sigma} \\
0 \\
\psi_{30 \rho \sigma} \\
\psi_{23 \rho \sigma} \\
\psi_{31 \rho \sigma}
\end{bmatrix}, \quad \Psi_{(R)\text{R}} = \begin{bmatrix}
\psi_{12 \rho \sigma} \\
0
\end{bmatrix}.
\]

This result for \( \Psi_F \) and \( \Psi_R \) is also fully compatible with the integer spin particle fields describing solely by six components wave-functions [35, 49].
For relativistic wave equations (120) – (121) in five dimensional space-time (corresponding to the single-particle field equations (106-1) – (106-4), where \( \mu, \nu, \rho, \sigma = 0,1,2,3,4; \psi_{\mu\nu} = -\psi_{\nu\mu}, \psi_{\mu\nu\rho\sigma} = -\psi_{\nu\mu\rho\sigma} \), we obtain

\[
\Psi_F = \begin{bmatrix}
\psi_{(F)L} \\
\psi_{(F)L} \\
0
\end{bmatrix} = \begin{bmatrix}
\psi_{10} \\
\psi_{02} \\
\psi_{30} \\
0 \\
\psi_{04} \\
0 \\
0 \\
\psi_{43} \\
\psi_{42} \\
\psi_{41} \\
\psi_{32} \\
\psi_{31} \\
\psi_{21} \\
0
\end{bmatrix}, \quad \psi_{(F)L} = \begin{bmatrix}
\psi_{10} \\
0 \\
0 \\
0 \\
\psi_{04} \\
0 \\
0 \\
0 \\
\psi_{41} \\
\psi_{32} \\
\psi_{31} \\
\psi_{21} \\
0
\end{bmatrix} = 0 
\Rightarrow \psi_{10} = \psi_{41} = \psi_{31} = \psi_{21} = 0
\]

\[
\Rightarrow \psi_{(F)L} = \begin{bmatrix}
0 \\
\psi_{02} \\
\psi_{30} \\
0 \\
\psi_{04} \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0
\end{bmatrix}, \quad \psi_{(F)R} = \begin{bmatrix}
0 \\
\psi_{43} \\
\psi_{42} \\
0 \\
\psi_{32} \\
0 \\
0 \\
0 \\
0
\end{bmatrix};
\]
\[
\Psi_R = \begin{bmatrix}
\psi_{10,\sigma} \\
\psi_{02,\sigma} \\
\psi_{30,\sigma} \\
0 \\
\psi_{43,\sigma} \\
\psi_{42,\sigma} \\
\psi_{41,\sigma} \\
\psi_{32,\sigma} \\
\psi_{31,\sigma} \\
\psi_{21,\sigma} \\
0
\end{bmatrix}, \quad \Psi_{(R)\bar{L}} = \begin{bmatrix}
\psi_{10,\sigma} \\
\psi_{02,\sigma} \\
\psi_{30,\sigma} \\
0 \\
\psi_{43,\sigma} \\
\psi_{42,\sigma} \\
\psi_{41,\sigma} \\
\psi_{32,\sigma} \\
\psi_{31,\sigma} \\
\psi_{21,\sigma} \\
0
\end{bmatrix}, \quad \Psi_{(R)R} = \begin{bmatrix}
0 \\
\psi_{43,\sigma} \\
\psi_{42,\sigma} \\
0 \\
\psi_{41,\sigma} \\
\psi_{32,\sigma} \\
0 \\
0 \\
0 \\
0 \\
0
\end{bmatrix}, \quad \Rightarrow \begin{bmatrix}
0 \\
\psi_{43,\sigma} \\
\psi_{42,\sigma} \\
0 \\
\psi_{41,\sigma} \\
\psi_{32,\sigma} \\
0 \\
0 \\
0 \\
0 \\
0
\end{bmatrix} = \begin{bmatrix}
0 \\
\psi_{43,\sigma} \\
\psi_{42,\sigma} \\
0 \\
\psi_{41,\sigma} \\
\psi_{32,\sigma} \\
0 \\
0 \\
0 \\
0 \\
0
\end{bmatrix} = \begin{bmatrix}
0 \\
\psi_{43,\sigma} \\
\psi_{42,\sigma} \\
0 \\
\psi_{41,\sigma} \\
\psi_{32,\sigma} \\
0 \\
0 \\
0 \\
0 \\
0
\end{bmatrix} = 0
\]

Thus, assuming that the source-free cases of the relativistic (single-particle) wave equations (120) – (121) in five dimensional space-time (specified by (131)) must preserve chiral symmetry, implies the wave function’s components \(\psi_{10}, \psi_{41}, \psi_{31}, \psi_{21}, \psi_{10p}, \psi_{41p}, \psi_{31p}, \psi_{21p}\) and \(\psi_{10,\sigma}, \psi_{41,\sigma}, \psi_{31,\sigma}, \psi_{21,\sigma}\) vanish, where, consequently, one of the spatial components (that is \(\hat{p}_1\)) of the covariant derivative vanishes as well. Thus the equations (120) – (121) are not formuclable in five dimensional space-time, and reduced to (be equivalent to) their four dimensional cases, i.e. (130). Therefore, based on the assumption (3) in Section 1-1, and also the unique structure of general relativistic single-particle wave equations derived, the universe is not definable in \((1+4)\) dimensional space-time.

In addition, the size of matrices \(\alpha_\mu\) and \(\tilde{\alpha}_\mu\) in equations (120) – (121) in six dimensional space-time is 32×32, and the wave functions \(\Psi_F\) and \(\Psi_R\) representing by their left and right handed components, are given by (where \(\mu, \nu, \rho, \sigma = 0,1,2,3,4,5; \psi_{\mu\nu} = -\psi_{\nu\mu}; \psi_{\mu,\nu,\rho,\sigma} = -\psi_{\nu,\mu,\rho,\sigma}\):
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\[
\psi_F = \begin{bmatrix}
\psi_{10} \\
\psi_{20} \\
\psi_{30} \\
\psi_{40} \\
0 \\
0 \\
0 \\
0 \\
\psi_{50} \\
0 \\
0 \\
0 \\
0 \\
0 \\
\psi_{45} \\
0 \\
\psi_{53} \\
\psi_{25} \\
\psi_{51} \\
0 \\
0 \\
\psi_{34} \\
\psi_{42} \\
\psi_{14} \\
\psi_{32} \\
\psi_{13} \\
\psi_{21} \\
0 \\
0
\end{bmatrix}, \quad \psi_{(F)\mathcal{L}} = \begin{bmatrix}
\psi_{10} \\
\psi_{20} \\
\psi_{30} \\
\psi_{40} \\
0 \\
0 \\
0 \\
0 \\
\psi_{50} \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0
\end{bmatrix}, \quad \psi_{(F)\mathcal{R}} = \begin{bmatrix}
0 \\
0 \\
0 \\
0 \\
\psi_{45} \\
0 \\
\psi_{53} \\
\psi_{25} \\
\psi_{51} \\
0 \\
\psi_{34} \\
\psi_{42} \\
\psi_{14} \\
\psi_{32} \\
\psi_{13} \\
\psi_{21} \\
0
\end{bmatrix}
\Rightarrow
\]

\[\Rightarrow \psi_{10} = \psi_{20} = \psi_{30} = \psi_{40} = \psi_{50} = \psi_{45} = \psi_{53} = \psi_{25} = \psi_{51} = \psi_{34} = \psi_{42} = \psi_{14} = \psi_{32} = \psi_{13} = \psi_{21} = 0 \Rightarrow \psi_{(F)\mathcal{L}} = \psi_{(F)\mathcal{R}} = [0] ;\]
\[
\Psi_R = \begin{bmatrix}
\psi_{10,R} \\
\psi_{20,R} \\
\psi_{30,R} \\
\psi_{40,R} \\
\psi_{50,R} \\
\psi_{45,R} \\
\psi_{53,R} \\
\psi_{25,R} \\
\psi_{51,R} \\
\psi_{34,R} \\
\psi_{42,R} \\
\psi_{14,R} \\
\psi_{32,R} \\
\psi_{13,R} \\
\psi_{21,R} \\
0
\end{bmatrix}
\]

\[
\Psi_L = \begin{bmatrix}
\psi_{10,L} \\
\psi_{20,L} \\
\psi_{30,L} \\
\psi_{40,L} \\
\psi_{50,L} \\
\psi_{45,L} \\
\psi_{53,L} \\
\psi_{25,L} \\
\psi_{51,L} \\
\psi_{34,L} \\
\psi_{42,L} \\
\psi_{14,L} \\
\psi_{32,L} \\
\psi_{13,L} \\
\psi_{21,L} \\
0
\end{bmatrix}
\]

\[
\Psi_{(R)} = \begin{bmatrix}
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0
\end{bmatrix}
\]

\[
\Rightarrow \psi_{10,R} = \psi_{20,R} = \psi_{30,R} = \psi_{40,R} = \psi_{50,R} = \psi_{45,R} = \psi_{53,R} = \psi_{25,R} = \psi_{51,R} = \psi_{34,R} = \psi_{42,R} = \psi_{14,R} = \psi_{32,R} = \psi_{13,R} = \psi_{21,R} = 0 \Rightarrow \psi_{(R)L} = \psi_{(R)R} = [0].
\]
Thus due to the chiral symmetry, in six dimensional space-time all the components of wave-functions $\Psi_F$ and $\Psi_R$ should vanish. Consequently, the equations (120) – (121) are not formable in (1+5) dimensional space-time. Hence based on the assumption (3) in Section 1-1 and also the unique structure of the general relativistic particle wave equations derived, the universe is not definable in (1+5) dimensional space-time as well. There is precisely the same result for the higher dimensional cases of relativistic wave equations (120) – (121). Consequently, based on our axiomatic approach (including the basic assumptions (1) – (3) in Section 1-1, the universe cannot have more than four space-time dimensions.
3-8. On the Asymmetry of Left and Right Handed (interacting) Particles

In Section 3-7, we concluded that the general relativistic (single-particle) wave equations (120) – (121) are definable solely in $D \leq 4$ dimensional space-time. In particular, three and four dimensional cases of equations (120) – (121), i.e. equations (120-2) – (121-2) and (120-3) – (121-3), each equation particularly includes a set of equations that merely contain the divergences of wave-functions $\psi_{\mu\nu}$ and $\psi_{\mu\sigma\nu\sigma}$. These sets of massive equations for the non source-free cases (i.e. for $J^{(E)}_{\nu} \neq 0$, $J^{(G)}_{\nu\sigma\tau\rho} \neq 0$) of equations (120) – (121), respectively are as follows:

For three dimensional case we obtain,

\[
(120-2) \implies \begin{cases}
(\nabla_1 - \frac{im_0^{(E)}}{h} k_1)\psi^1_0 = (\nabla_0 + \frac{im_0^{(E)}}{h} k_0)\phi^{(E)}_0 \\
(121-2) \implies \begin{cases}
(\nabla_1 - \frac{im_0^{(G)}}{h} k_1)\psi^1_{0\nu\sigma\tau} = (\nabla_0 + \frac{im_0^{(G)}}{h} k_0)\phi^{(G)}_{\nu\sigma\tau}
\end{cases}
\end{cases}
\]

where we have (using (129)):

\[
\Psi_F = \begin{bmatrix} \psi_{(F)\nu}^{(E)} \\ \psi_{(F)\nu}^{(G)} \end{bmatrix} = \begin{bmatrix} \psi_0^{(E)} \\ 0 \\ \psi_1^{(E)} \\ \phi^{(E)}_0 \end{bmatrix}, \quad \Psi_{(F)\nu}^{(E)} = \begin{bmatrix} \psi_0^{(E)} \\ 0 \end{bmatrix}, \quad \Psi_{(F)\nu}^{(G)} = \begin{bmatrix} \psi_0^{(G)} \\ 0 \end{bmatrix}, \quad \Psi_{(F)\nu}^{(G)} = \begin{bmatrix} \psi_0^{(G)} \\ 0 \end{bmatrix} \]

\[
J^{(E)}_{\nu} = -(\nabla_0 + \frac{im_0^{(E)}}{h} k_0)\phi^{(E)}_0, \quad J^{(G)}_{\nu\sigma\tau\rho} = -(\nabla_0 + \frac{im_0^{(G)}}{h} k_0)\phi^{(G)}_{\nu\sigma\tau\rho}.
\]

And for four dimensional cases, the mentioned sets of equations read,

\[
(120-3) \implies \begin{cases}
\begin{cases}
(\nabla_1 - \frac{im_0^{(E)}}{h} k_1)\psi^1_0 + (\nabla_2 - \frac{im_0^{(E)}}{h} k_2)\psi^2_0 + (\nabla_3 - \frac{im_0^{(E)}}{h} k_3)\psi^3_0 = (\nabla_0 + \frac{im_0^{(E)}}{h} k_0)\phi^{(E)}_0, \\
(\nabla_1 + \frac{im_0^{(E)}}{h} k_1)\psi_{23} + (\nabla_2 + \frac{im_0^{(E)}}{h} k_2)\psi_{31} + (\nabla_3 + \frac{im_0^{(E)}}{h} k_3)\psi_{12} = 0
\end{cases}
\end{cases}
\]
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(121 - 3) \Rightarrow
\begin{align*}
\left(\vec{\nabla} - \frac{i m_0^{(G)}}{\hbar} k_1^L\right) \psi_{10,\sigma} + (\vec{\nabla}^2 - \frac{i m_0^{(G)}}{\hbar} k_2) \psi_{20,\sigma} + (\vec{\nabla}^3 - \frac{i m_0^{(G)}}{\hbar} k_3) \psi_{30,\sigma} = \left(\vec{\nabla}^0 + \frac{i m_0^{(G)}}{\hbar} k_0\right) \phi^{(G)}_{\sigma}\right)
\end{align*}
(134-2)
\begin{align*}
\left(\vec{\nabla} + \frac{i m_0^{(G)}}{\hbar} k_1^R\right) \psi_{23,\sigma} + (\vec{\nabla}^2 + \frac{i m_0^{(G)}}{\hbar} k_2) \psi_{31,\sigma} + (\vec{\nabla}^3 + \frac{i m_0^{(G)}}{\hbar} k_3) \psi_{12,\sigma} = 0
\end{align*}

where we have (using (130)):

\begin{align*}
\Psi_F &= \begin{bmatrix}
\psi_{10} \\
\psi_{20} \\
\psi_{30} \\
\psi_{23} \\
\psi_{31} \\
\psi_{12} \\
\phi^{(E)}
\end{bmatrix}, \quad \psi_{(F)L} = \begin{bmatrix}
\psi_{10} \\
\psi_{20} \\
0 \\
\psi_{23} \\
\psi_{31} \\
\psi_{12} \\
\phi^{(E)}
\end{bmatrix}, \quad \psi_{(F)R} = \begin{bmatrix}
\psi_{10} \\
\psi_{20} \\
0 \\
\psi_{23} \\
\psi_{31} \\
\psi_{12} \\
\phi^{(E)}
\end{bmatrix},
\end{align*}

\begin{align*}
\Psi_R &= \begin{bmatrix}
\psi_{10,\sigma} \\
\psi_{20,\sigma} \\
\psi_{30,\sigma} \\
0 \\
\psi_{23,\sigma} \\
\psi_{31,\sigma} \\
\psi_{12,\sigma} \\
\phi^{(G)}_{\sigma}
\end{bmatrix} = \begin{bmatrix}
\psi_{10,\sigma} \\
\psi_{20,\sigma} \\
\psi_{30,\sigma} \\
0 \\
\psi_{23,\sigma} \\
\psi_{31,\sigma} \\
\psi_{12,\sigma} \\
\phi^{(G)}_{\sigma}
\end{bmatrix} ;
\end{align*}

\begin{align*}
J^{(E)}_\nu &= -(\vec{\nabla}_\nu + \frac{i m_0^{(E)}}{\hbar} k_\nu^{(E)}) \phi^{(E)}, \quad J^{(G)}_{\nu\sigma} = -(\vec{\nabla}_\nu + \frac{i m_0^{(G)}}{\hbar} k_\nu) \phi^{(G)}_{\sigma}\right).
\end{align*}

Equations (133-1) – (133-2) and (134-1) – (134-2) describe the relationship between the static fields (corresponding solely to the left handed components of fields \( \psi_{\mu,\nu}, \psi_{\rho\mu,\nu} \)) and the charged (or massive in case of gravitational field) particles as the sources of these fields. On this basis, massive and non source-free cases of the relativistic particle field equations (120) – (121) (including equations (133-1) – (133-2) and (134-1) – (134-2)) definitely violate chiral symmetry of these relativistic (single-particle) wave equations. Moreover, this also expressly means that the sources of all the interacting massive fields should be made solely by the left-handed particles.
4. Conclusion

This article is based on my previous publications (Refs. [1], [2], [3], 1997-1998), and also my thesis work [4] (but in a new generalized and axiomatized framework). As it was mentioned in Sections 1 and 2, the main arguments and consequences presented in this article (particularly in connection with the mathematical structure of the laws governing the fundamental forces of nature) followed from these three basic assumptions:

(1)- “Generalization of the algebraic axiom of nonzero divisors for integer elements (based on the ring theory and the matrix representation of generalized Clifford algebra, and subsequently, constructing a definite algebraic linearization theory);”

This is one of the new and axiomatic concepts presented in this article (see Section 2-1, formula (23)).

(2)- “Discreteness of the relativistic energy-momentum (D-momentum);”

This is a basic quantum mechanical assumption. Quantum theory, particularly, tells us that energy and momentum are only transferred in discrete quantities, i.e., as integer multiples of the quantum of action (Planck constant) \( h \).

(3)- “The general relativistic massive forms of the laws governing the fundamental forces of nature, including the gravitational, electromagnetic and nuclear field equations, in addition to the relativistic (half-integer spin) single-particle wave equations, are derived solely by first quantization (as a postulate) of linearized (and simultaneously parameterized, as necessary algebraic conditions) unique forms of the relativistic energy-momentum relation – which are defined algebraically for a single particle with invariant mass \( m_0 \).” We also assume that the source-free cases of these fields have “chiral symmetry”.

In Section 2, we presented a new axiomatic matrix approach based on the algebraic structure of ring theory (including the integral domains [5]) and the generalized Clifford algebra [40 - 47], and subsequently, we constructed a linearization theory. In Section 3, on the basis of this (primary) mathematical approach and also the assumption of discreteness of the relativistic energy-momentum (D-momentum), by linearization (and simultaneous parameterization, as necessary algebraic conditions), followed by first quantization of the special relativistic energy-momentum relation (defined algebraically for a single particle with invariant mass \( m_0 \)), we derived a unique and original set of the general relativistic (single-particle) wave equations directly. These equations were shown to correspond uniquely to certain massive forms of the laws governing the fundamental forces of nature, including the Gravitational, Electromagnetic and Nuclear field equations (which based on our approach were solely formulable in (1+3) dimensional space-time), in addition to the (half-integer spin) single-particle wave equations (that were formulated solely in (1+2) dimensional space-time). Each derived relativistic wave equation is in a complex tensor form, that in the matrix representation (i.e. in the geometric algebra formulation, including equations (120) and (121)) it could was written in the form of two coupled symmetric equations – which assumedly have chiral symmetry if the particle wave equation be source-free. In fact, the complex relativistic (single-particle) wave equations so uniquely obtained,
corresponded to certain massive forms of classical fields including the Einstein, Maxwell and Yang-Mills field equations, in addition to the (half-integer spin) single-particle wave equations such as the Dirac equation (where the Dirac spinor field is isomorphically re-presented solely by a tensor field in three dimensional space-time [29, 31]). We should note that the unique set of general relativistic wave equations derived by our approach doesn’t include the Klein-Gordon equation - and so on - which describes the spinless elementary particles; thus based on our assumption (3) of Section 1-1, we may conclude that any spinless particle should be a composite particle (this includes the Higgs particle as well, however the Higgs mechanism could be formulated by a composite Higgs particle as well). In particular, in Section 3-5, a unique massive form of the general theory of relativity – with a definite complex torsion – was shown to be obtained solely by first quantization of a special relativistic algebraic matrix relation. Moreover, in Section 3-4-1, it was shown that the “massive” Lagrangian density of the obtained Maxwell and Yang-Mills fields could be also locally gauge invariant – where these fields were formally re-presented on a background space-time with certain (coupled) complex torsion which is generated by the invariant mass of the gauge field carrier particle. Subsequently, in agreement with certain experimental data, the invariant mass of a particle (that actually would be identified as massive photon) was specified (formula (115-4)), which is coupled with background space-time geometry. In Section 3-7, based on the unique mathematical structure of the general relativistic single-particle fields derived (i.e. equations (120) - (121)) and also the assumption of chiral symmetry as a basic discrete symmetry of the source-free cases of these fields, we showed that the universe cannot have more than four space-time dimensions. Furthermore, in Section 3-8, a basic argument for asymmetry of the left and right handed (interacting) particles was presented. In addition, in Section 3-4-2, on the basis of definite mathematical structure of the field equations derived, we also concluded that magnetic monopoles – in contrast with electric monopoles – could not exist in nature.

The results obtained in this article, demonstrate the efficiency of linearization theory as a new mathematical axiomatic approach formulated for certain algebraic structures (presented in Section 2) and a wide range of its possible applications in mathematics and fundamental physics.
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Appendix A.

As it was mentioned in Sections 3-3 and 3-4, the field strength tensor $X_{\mu \nu \rho \sigma}$ in the derived general relativistic single-particle field equations (101-1) – (101-4), for (1+3) and higher space-time dimensions should be presentable by a formula of the type: $X_{\mu \nu \rho \sigma} = \hat{A}_{\mu} \hat{B}_{\rho \sigma \nu} - \hat{A}_{\rho} \hat{B}_{\nu \sigma \mu}$, for some quantities $\hat{A}_{\mu}$, $\hat{B}_{\nu \rho \sigma}$, where this formula should be also “derivable” from the equations (101-1) – (101-4). As we show below, this condition follows from the conditions that appeared for integer parameters $s_i$ in relativistic matrix energy-momentum relations (95) – (96) (formulated for four and five space-time dimensions), i.e. conditions (95-1) and (96-1) – (96-5), and also taking into account the substitution rule (100) as part of the first quantization (as a postulate) procedure and shows that there is one-to-one correspondence between “the parameters $s_i$” and “the components of field strength tensor $X_{\mu \nu \rho \sigma}$” and the components of covariant quantities $\phi_{\rho \sigma \nu}^{(X)}$ (which by formula (101-3) defines a covariant current as the source of field $X_{\mu \nu \rho \sigma}$). We should note that in the same manner, for the higher dimensional cases of matrix energy-momentum relations (obtained in Section 3-1), there are the similar conditions.

First, using the solutions (73) and (84) obtained in Section 2-6 for quadratic equations (68) and (75), the general solutions of conditions (95-1) and (96-1) – (96-5) can be written as follows, respectively:

$$s_1 = u_1 v_4 - u_4 v_3, \quad s_2 = u_2 v_4 - u_4 v_2,$$

$$s_3 = u_1 v_4 - u_4 v_1, \quad s_5 = u_2 v_1 - u_1 v_2,$$

$$s_6 = u_1 v_3 - u_3 v_1, \quad s_7 = u_5 v_2 - u_2 v_3, \quad s_4 = 0,$$

$$s_8 : \text{arbitrary parameter}$$

and

$$s_1 = u_4 v_5 - u_5 v_4, \quad s_2 = u_3 v_5 - u_5 v_3, \quad s_3 = u_5 v_2 - u_2 v_5,$$

$$s_4 = 0, \quad s_5 = u_4 v_1 - u_1 v_5, \quad s_6 = 0, \quad s_7 = 0, \quad s_8 = 0, \quad s_9 = 0,$$

$$s_{10} = u_2 v_1 - u_1 v_2, \quad s_{11} = u_3 v_1 - u_1 v_3, \quad s_{12} = u_4 v_1 - u_1 v_4,$$

$$s_{13} = u_2 v_3 - u_3 v_2, \quad s_{14} = u_4 v_2 - u_2 v_4, \quad s_{15} = u_4 v_3 - u_3 v_4,$$

$$s_{16} : \text{arbitrary parameter}$$
The substitution rule (100) as part of the first quantization procedure of matrix relations (95) and (96) (along with the obtained field equations (101-1) – (101-4) by first quantization of relations (92) – (96) and so on), and also the general solutions (A-1) and (A-2) imply, respectively:

\[ s_1 \mapsto \hat{s}_1 = X_{10p..q} = \hat{A}_0 \hat{B}_{1p..q} - \hat{A}_1 \hat{B}_{0p..q}, \quad s_2 \mapsto \hat{s}_2 = X_{20p..q} = \hat{A}_0 \hat{B}_{2p..q} - \hat{A}_2 \hat{B}_{0p..q}, \]
\[ s_3 \mapsto \hat{s}_3 = X_{30p..q} = \hat{A}_0 \hat{B}_{3p..q} - \hat{A}_1 \hat{B}_{0p..q}, \quad s_4 \mapsto \hat{s}_4 = 0, \quad s_5 \mapsto \hat{s}_5 = X_{23p..q} = \hat{A}_0 \hat{B}_{2p..q} - \hat{A}_2 \hat{B}_{3p..q}, \]
\[ s_6 \mapsto \hat{s}_6 = X_{31p..q} = \hat{A}_0 \hat{B}_{3p..q} - \hat{A}_1 \hat{B}_{1p..q}, \quad s_7 \mapsto \hat{s}_7 = X_{12p..q} = \hat{A}_0 \hat{B}_{1p..q} - \hat{A}_1 \hat{B}_{2p..q}, \quad s_8 \mapsto \hat{s}_8 = \phi^{(X)}_{p..q}, \]
where

\[ s_1 = A_0 B_1 - A_1 B_0, \quad s_2 = A_0 B_2 - A_2 B_0, \quad s_3 = A_0 B_3 - A_3 B_0, \quad s_4 = 0, \]
\[ s_5 = A_3 B_2 - A_2 B_3, \quad s_6 = A_1 B_3 - A_3 B_1, \quad s_7 = A_2 B_1 - A_1 B_2, \]

\[ s_8 : \text{an arbitrary parameter}; \]

and

\[ A_0 = v_4, \quad B_0 = u_4, \quad A_1 = v_3, \quad B_1 = u_3, \]
\[ A_2 = v_2, \quad B_2 = u_2, \quad A_3 = v_1, \quad B_3 = u_1. \quad \text{(A-3)} \]
s_1 \mapsto \hat{s}_1 = X_{10,\cdots} = \hat{A}_0 \hat{B}_1 \cdots - \hat{A}_1 \hat{B}_0 \cdots, \quad s_2 \mapsto \hat{s}_2 = X_{02,\cdots} = \hat{A}_1 \hat{B}_0 \cdots - \hat{A}_0 \hat{B}_2 \cdots,

s_3 \mapsto \hat{s}_3 = X_{30,\cdots} = \hat{A}_0 \hat{B}_3 \cdots - \hat{A}_3 \hat{B}_0 \cdots, \quad s_4 \mapsto \hat{s}_4 = 0, \quad s_5 \mapsto \hat{s}_5 = X_{04,\cdots} = \hat{A}_4 \hat{B}_0 \cdots - \hat{A}_0 \hat{B}_4 \cdots,

s_6 \mapsto \hat{s}_6 = 0, \quad s_7 \mapsto \hat{s}_7 = 0, \quad s_8 \mapsto \hat{s}_8 = 0, \quad s_9 \mapsto \hat{s}_9 = 0, \quad s_{10} \mapsto \hat{s}_{10} = X_{43,\cdots} = \hat{A}_3 \hat{B}_4 \cdots - \hat{A}_4 \hat{B}_3 \cdots,

s_{11} \mapsto \hat{s}_{11} = X_{42,\cdots} = \hat{A}_2 \hat{B}_4 \cdots - \hat{A}_4 \hat{B}_2 \cdots, \quad s_{12} \mapsto \hat{s}_{12} = X_{41,\cdots} = \hat{A}_4 \hat{B}_4 \cdots - \hat{A}_1 \hat{B}_4 \cdots,

s_{13} \mapsto \hat{s}_{13} = X_{32,\cdots} = \hat{A}_2 \hat{B}_3 \cdots - \hat{A}_3 \hat{B}_2 \cdots, \quad s_{14} \mapsto \hat{s}_{14} = X_{31,\cdots} = \hat{A}_3 \hat{B}_3 \cdots - \hat{A}_1 \hat{B}_3 \cdots,

s_{15} \mapsto \hat{s}_{15} = X_{21,\cdots} = \hat{A}_1 \hat{B}_2 \cdots - \hat{A}_2 \hat{B}_1 \cdots, \quad s_{16} \mapsto \hat{s}_{16} = \varphi_{\rho,\cdots},

where

\begin{align*}
s_1 &= A_0 B_1 - A_1 B_0, \quad s_2 = A_2 B_0 - A_0 B_2, \quad s_3 = A_0 B_3 - A_3 B_0, \\
s_4 &= 0, \quad s_5 = A_4 B_0 - A_0 B_4, \quad s_6 = 0, \quad s_7 = 0, \quad s_8 = 0, \quad s_9 = 0, \\
s_{10} &= A_3 B_4 - A_4 B_3, \quad s_{11} = A_2 B_4 - A_4 B_2, \quad s_{12} = A_1 B_4 - A_4 B_1, \\
s_{13} &= A_2 B_3 - A_3 B_2, \quad s_{14} = A_1 B_3 - A_3 B_1, \quad s_{15} = A_1 B_2 - A_2 B_1, \\
s_{16} & \text{ : an arbitrary parameter ;}
\end{align*}

and

\begin{align*}
A_0 &= v_5, \quad B_0 = u_5, \quad A_1 = v_4, \quad B_1 = u_4, \quad A_2 = -v_3, \\
B_2 &= -u_3, \quad A_3 = -v_2, \quad B_3 = -u_2, \quad A_4 = v_1, \quad B_4 = u_1.
\end{align*}

Therefore, we should try to derive and specify the quantities \( \hat{A}_\mu \) and \( \hat{B}_{\nu,\cdots} \) from the field equations (101-1) – (101-4), for various rank (such as \( F_{\nu,\cdots}, H_{\nu,\cdots}, R_{\nu,\cdots} \ldots \)) of the general field strength tensor \( X_{\nu,\cdots} \). As it was mentioned in Section 3-4, the case of rank four of tensor \( X_{\nu,\cdots} \) is compatible with Riemann curvature tensor, and we principally assume that these are equivalent. So, let we start with the Riemann curvature tensor (as a mathematical tensor with a definite structure), we have

\begin{align*}
R^\rho_{\alpha \mu \nu} &= (\partial_\nu \Gamma^\rho_{\alpha \mu} + \Gamma^\rho_{\nu \lambda} \Gamma_\lambda^{\mu \alpha}) - (\partial_\mu \Gamma^\rho_{\nu \alpha} + \Gamma^\rho_{\mu \lambda} \Gamma_\lambda^{\nu \alpha}) \\
\implies R_{\rho \mu \nu \lambda} &= (\partial_\nu \Gamma_{\rho \mu \lambda} - \Gamma_{\nu \lambda} \Gamma_{\rho \mu \alpha}) - (\partial_\mu \Gamma_{\nu \rho \alpha} - \Gamma_{\mu \lambda} \Gamma_{\nu \rho \alpha})
\end{align*}
From (A-5) and (A-6) we get

\[ R_{\rho \sigma \mu \nu} = (\hat{A}_\nu \hat{B}_{\rho \mu \sigma} - \hat{A}_\mu \hat{B}_{\rho \nu \sigma}) \]  \hspace{1cm} (A-7)

where

\[ \hat{A}_\mu = \tilde{D}_\mu, \quad \hat{B}_{\rho \mu \sigma} = \Gamma_{\rho \mu \sigma} \]  \hspace{1cm} (A-8)

\[ R_{\rho \sigma \mu \nu} = \tilde{D}_\nu \Gamma_{\rho \mu \sigma} - \tilde{D}_\mu \Gamma_{\rho \nu \sigma} \]  \hspace{1cm} (A-9)

or

\[ R^\rho_{\sigma \mu \nu} = (\hat{A}_\nu \hat{B}^\rho_{\mu \sigma} - \hat{A}_\mu \hat{B}^\rho_{\nu \sigma}) \]  \hspace{1cm} (A-10)

where

\[ \hat{A}_\mu = \tilde{D}_\mu, \quad \hat{B}^\rho_{\mu \sigma} = \Gamma^\rho_{\mu \sigma} \]  \hspace{1cm} (A-11)

\[ R^\rho_{\sigma \mu \nu} = \tilde{D}_\nu \Gamma^\rho_{\mu \sigma} - \tilde{D}_\mu \Gamma^\rho_{\nu \sigma} \]  \hspace{1cm} (A-12)

and \( \tilde{D}_\mu \) is a differential operator \( \tilde{D}_\mu \) given by

\[ \tilde{D}_\mu A^{\alpha_1 \alpha_2 \ldots \alpha_n} = \partial_\mu A^{\alpha_1 \alpha_2 \ldots \alpha_n} + \Gamma^\alpha_{\mu \lambda} A^{\lambda \alpha_2 \ldots \alpha_n} \]  \hspace{1cm} (A-13)

\[ \tilde{D}_\mu A^{\alpha_1 \alpha_2 \ldots \alpha_n} = \partial_\mu A^{\alpha_1 \alpha_2 \ldots \alpha_n} - \Gamma^\lambda_{\mu \alpha} A^{\lambda \alpha_2 \ldots \alpha_n} \]  \hspace{1cm} (A-14)

As the next step, let we consider a rank two field strength tensor \( F_{\mu \nu} \) (as a particular case of general field strength tensor \( X_{\mu \nu \rho \sigma} \), with a minimum rank). Hence from the field equations (101-1) – (101-4) we can obtain

\[ F_{\mu \nu} = \tilde{\nabla}_\nu A_\mu - \tilde{\nabla}_\mu A_\nu, \]  \hspace{1cm} (A-15)

Where we can also re-write formula (A-15) as follows,

\[ F_{\mu \nu} = \hat{A}_\nu \hat{B}_\mu - \hat{A}_\mu \hat{B}_\nu \]  \hspace{1cm} (A-16)

where

\[ \hat{A}_\mu = \tilde{\nabla}_\mu, \quad \hat{B}_\mu = A_\mu. \]  \hspace{1cm} (A-17)

For a rank three field strength tensor \( H_{\mu \nu \rho} \) (as a special case of general field strength tensor \( X_{\mu \nu \rho \sigma} \)) and higher rank field strength tensors, from the field equations (101-1) – (101-4) the formulas similar to (A-7) and (A-15) (which are determinable for rank two and rank four field strength tensors \( F_{\mu \nu}, R_{\mu \nu \rho \sigma} \)) could not be obtained. Therefore, we may conclude that \( F_{\mu \nu}, R_{\mu \nu \rho \sigma} \) are the only field strength tensors which are compatible with formula (100) and the general field equations (101-1) – (101-4).
Appendix B.

In this Appendix we write (explicitly) the special relativistic cases of contravariant real matrices $\alpha_\mu$ and $\tilde{\alpha}_\mu$ – that are hermitian and generate Clifford algebras $\text{Cl}_{1,1}$, $\text{Cl}_{1,2}$, $\text{Cl}_{1,3}$, $\text{Cl}_{1,4}$ and so on – indicated in the general covariant single-particle wave equations (120) – (121). Note that for special relativistic cases of these equations, matrices $\tilde{\alpha}_\mu$ are simply given by relation $m_\mu \tilde{\alpha}_\mu^\gamma k_\mu = m_\mu I$, where $I$ is the identity matrix. So, below only the matrices $\alpha_\mu$ are written (where the signature is $(+ -- -...)$, see the sign conventions (97)):

Hence for (1+1) dimensional space-time we have

$$
\alpha^0 = \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}, \quad \alpha^1 = \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix}
$$

(B-1)

For (1+2) dimensional space-time we get

$$
\alpha^0 = \begin{bmatrix} \sigma^0 + \sigma^1 & 0 \\ 0 & -(\sigma^0 + \sigma^1) \end{bmatrix} = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & -1 \end{bmatrix},
\alpha^1 = \begin{bmatrix} 0 & \sigma^2 - \sigma^3 \\ -\sigma^2 + \sigma^3 & 0 \end{bmatrix} = \begin{bmatrix} 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \\ 0 & -1 & 0 & 0 \\ -1 & 0 & 0 & 0 \end{bmatrix},
$$

(B-2)

Subsequently, for (1+3) dimensional cases of equations (120) – (121) (corresponding to particle field equations (105-1) – (105-4)) we have, respectively:
\[ \alpha^0 = \begin{bmatrix} \gamma^0 + \gamma^1 & 0 \\ 0 & -\gamma^0 - \gamma^1 \end{bmatrix} = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 \end{bmatrix}, \]

\[ \alpha^1 = \begin{bmatrix} 0 & \gamma^2 - \gamma^3 \\ \gamma^2 - \gamma^3 & 0 \end{bmatrix} = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 \\ 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\ -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}, \]

\[ \alpha^2 = \begin{bmatrix} 0 & \gamma^4 + \gamma^5 \\ \gamma^4 + \gamma^5 & 0 \end{bmatrix} = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 \\ 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}, \]

\[ \alpha^3 = \begin{bmatrix} 0 & \gamma^6 - \gamma^7 \\ \gamma^6 - \gamma^7 & 0 \end{bmatrix} = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\ -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}. \]
In addition, matrices $\alpha^{n}$ for five dimensional cases of equations (120) – (121) (corresponding to equations (106-1) – (106-4)) are given by, respectively

$$
\alpha_0 = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1
\end{bmatrix},
$$

$$
\alpha_1 = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{bmatrix},
$$
\[
\alpha_2 = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\]

\[
\alpha_3 = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\]
\[ \alpha_4 = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix} \]

(B-4)