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DICHOTOMY OF GLOBAL CAPACITY DENSITY

HIROAKI AIKAWA AND TSUBASA ITOH

ABSTRACT. Let $1 < p < \infty$ and let $d\mu(x) = w(x)dx$ be a $p$-admissible weight in $\mathbb{R}^n$, $n \geq 2$. By $\text{Cap}_{p,\mu}(E, D)$ we denote the variational $(p, \mu)$-capacity of condenser $(E, D)$. We show a dichotomy of the global density with respect to $\text{Cap}_{p,\mu}$. One of our results is as follows: Let $\lambda > 1$ and let $B(x, r)$ stand for the open ball with center at $x$ and radius $r$. Then

$$
\lim_{r \to 0} \inf_{x \in \mathbb{R}^n} \frac{\text{Cap}_{p,\mu}(E \cap B(x, r), B(x, Ar))}{\text{Cap}_{p,\mu}(B(x, r), B(x, Ar))}
$$

is equal to either 0 or 1; the first case occurs if and only if

$$
\inf_{x \in \mathbb{R}^n} \frac{\text{Cap}_{p,\mu}(E \cap B(x, r_0), B(x, Ar))}{\text{Cap}_{p,\mu}(B(x, r), B(x, Ar))}
$$

is identically equal to 0. This provides a sharp contrast between capacity and Lebesgue measure.

1. INTRODUCTION

Let $\varphi$ be a nonnegative set function on $\mathbb{R}^n$, $n \geq 2$, such that

(i) If $E \subset F$, then $\varphi(E) \leq \varphi(F)$.

(ii) If $U$ is a nonempty bounded open set, then $0 < \varphi(U) < \infty$.

By $B(x, r)$ we denote the open ball with center at $x$ and radius $r$. In this note we study densities

$$
\underline{D}(\varphi, r, E) = \inf_{x \in \mathbb{R}^n} \frac{\varphi(E \cap B(x, r))}{\varphi(B(x, r))}, \quad \overline{D}(\varphi, r, E) = \sup_{x \in \mathbb{R}^n} \frac{\varphi(E \cap B(x, r))}{\varphi(B(x, r))}.
$$

By definition $0 \leq \underline{D}(\varphi, r, E) \leq \overline{D}(\varphi, r, E) \leq 1$. We note that $\overline{D}(\varphi, r, E) > 0$ means that $E$ is uniformly distributed in $\mathbb{R}^n$ in the scale $r$ with respect to $\varphi$. A typical example of $\varphi$ is the $n$-dimensional Lebesgue outer measure $m$. We have the following property.

**Proposition 1.1.** If $\underline{D}(m, r_0, E) > 0$ for some $r_0 > 0$, then $\underline{D}(m, r, E) > 0$ for $r \geq r_0$. More precisely, there exists a constant $A > 1$ depending only on $n$ such that

$$
\underline{D}(m, R, E) \geq A^{-1} \underline{D}(m, r, E) \quad \text{for } R \geq r.
$$

This proposition means that if $E$ is uniformly distributed in $\mathbb{R}^n$ in the scale $r_0$ with respect to $m$, then so is in the scale $r$, $r \geq r_0$. We note that the density is not improved no matter how large $r$ is. It is easy to construct a closed set $E$ such that $\lim_{r \to \infty} \underline{D}(m, r, E) = \lim_{r \to \infty} \overline{D}(m, r, E) = c$ for each $c \in (0, 1)$.

**Proposition 1.2.** Let $0 < \ell < 1$ and let $E$ be the union of all closed cubes with centers running over all $\mathbb{Z}^n$ and sides of length $\ell$ parallel to the coordinate axes. Then

$$
\lim_{r \to \infty} \underline{D}(m, r, E) = \lim_{r \to \infty} \overline{D}(m, r, E) = \ell^n.
$$
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If $\varphi$ is a capacity, then the situation is very different. By $C_{r}(E)$ we denote the logarithmic capacity of $E \subset \mathbb{R}^2$. Stegenga [Ste80] proved the following theorem.

**Theorem A.** Let $\Omega$ be an open set in $\mathbb{R}^2$ and put
\[ \phi(r) = \inf_{z \in \Omega} \frac{C_{r}(B(z, r) \setminus \Omega)}{C_{r}(B(z, r))}. \]

If $\phi(r) > 0$ for some $r > 0$, then $\lim_{r \to \infty} \phi(r) = 1$.

Let $E = \mathbb{R}^2 \setminus \Omega$ in Theorem A. Then $\phi(r) = \mathcal{D}(C_{r})$ since $\inf_{r \in \mathbb{R}^2}$ can be replaced by $\inf_{r \in \mathbb{R}^2}$ in the definition of $\phi(r)$. Hence Theorem A provides a dichotomy of $\lim_{r \to \infty} \mathcal{D}(C_{r})$, i.e., the limit exists and it is equal to either 0 or 1. Note that $\mathcal{D}(C_{r})$ need not be monotone in $r$, so that even the existence of $\lim_{r \to \infty} \mathcal{D}(C_{r})$ is non-trivial.

In this note we shall show that the same phenomenon holds for other capacities. Hereafter, let $1 < p < \infty$ and let $w$ be a $p$-admissible weight as in [HKM93, Chapter 1]. We write $d\mu(x) = w(x)dx$. Let $D \subset \mathbb{R}^n$ be an open set. For a compact subset $K$ of $D$ we define
\[
(1.3) \quad \text{Cap}_{p, \mu}(K, D) = \inf \left\{ \int_{D} |\nabla u|^{p} d\mu : u \geq 1 \text{ on } K, u \in C_{0}^{\infty}(D) \right\}.
\]

In the usual way, $\text{Cap}_{p, \mu}(K, D)$ extends to $\text{Cap}_{p, \mu}(E, D)$ for an arbitrary subset $E$ of $D$. We call $\text{Cap}_{p, \mu}(E, D)$ the (variational) $(p, \mu)$-capacity of condenser $(E, D)$ or simply the $(p, \mu)$-capacity of $E$ in $D$. By definition $\text{Cap}_{p, \mu}(E, D)$ is increasing with respect to $E$ and decreasing with respect to $D$. See [HKM93, Chapter 2].

We shall consider the density over a general set. We write $E(x, r) = \{ ry + x \in \mathbb{R}^n : y \in E \}$ for $E \subset \mathbb{R}^n$, $r > 0$ and $x \in \mathbb{R}^n$. That is $E(x, r)$ stands for the set $E$ dilated by factor $r$ and translated by $x$. If $x = 0$, then we simply write $rE$ for $E(0, r)$. Note that if $Q$ is the unit ball $B(0, 1)$, then $Q(x, r) = B(x, r)$. Another typical example of $Q$ is an open cube. We allow $Q$ to be even disconnected. We consider the density over $Q(x, r)$ with $Q$ satisfying the following interior corkscrew condition.

**Definition 1.3.** Let $U$ be an open set. We say that $U$ satisfies the interior corkscrew condition if there exist $\rho_{0} > 0$ and $0 < \kappa < 1$ such that
\[ \xi \in \partial U \text{ and } 0 < r \leq \rho_{0} \implies B(\xi, kr) \cap U \text{ contains a ball of radius } kr. \]

**Theorem 1.4.** Let $Q$ and $Q'$ be bounded open sets such that $\overline{Q} \subset Q'$. Assume that $Q$ satisfies the interior corkscrew condition. Let $E$ be a Borel set in $\mathbb{R}^n$. For $r > 0$ define
\[ \mathcal{D}_{Q, Q'}(\text{Cap}_{p, \mu}, r, E) = \inf_{x \in \mathbb{R}^n} \frac{\text{Cap}_{p, \mu}(E \cap Q(x, r), Q'(x, r))}{\text{Cap}_{p, \mu}(Q(x, r), Q'(x, r))}. \]

Then $\lim_{r \to \infty} \mathcal{D}_{Q, Q'}(\text{Cap}_{p, \mu}, r, E)$ is equal to either 0 or 1; the first case occurs if and only if $\mathcal{D}_{Q, Q'}(\text{Cap}_{p, \mu}, r, E)$ is identically equal to 0.

Obviously, an open ball enjoys the interior corkscrew condition.

**Corollary 1.5.** Let $\lambda > 1$. Let $E$ be a Borel set in $\mathbb{R}^n$. For $r > 0$ define
\[ \mathcal{D}_{B, A\lambda}(\text{Cap}_{p, \mu}, r, E) = \inf_{x \in \mathbb{R}^n} \frac{\text{Cap}_{p, \mu}(E \cap B(x, r), B(x, \lambda r))}{\text{Cap}_{p, \mu}(B(x, r), B(x, \lambda r))}. \]

Then $\lim_{r \to \infty} \mathcal{D}_{B, A\lambda}(\text{Cap}_{p, \mu}, r, E)$ is equal to either 0 or 1; the first case occurs if and only if $\mathcal{D}_{B, A\lambda}(\text{Cap}_{p, \mu}, r, E)$ is identically equal to 0.
Remark 1.6. We can replace $Q(x,r)$ and $B(x,r)$ by $\overline{Q}(x,r)$ and $\overline{B}(x,r)$ in Theorem 1.4 and Corollary 1.5, respectively. See Lemma 5.5 below.

In the unweighted case $w \equiv 1$, we write $\text{Cap}_p(E,D)$ for $\text{Cap}_p(E,D)$. Moreover if $D = \mathbb{R}^n$, then we simply write $\text{Cap}_p(E)$ for $\text{Cap}_p(E,\mathbb{R}^n)$. It is well-known that if $p \geq n$, then $\text{Cap}_p(E) = 0$ for every $E \subset \mathbb{R}^n$; if $1 < p < n$ and $\lambda > 1$, then

$$\text{Cap}_p(E) \leq \text{Cap}_p(E, B(x,\lambda r)) \leq A \text{Cap}_p(E) \quad \text{for } E \subset B(x,r),$$

where $A$ depends only on $\lambda$, $n$, and $p$ ([Maz70, Proposition 4]). If $1 < p < n$, then we can take $\lambda = \infty$ in Corollary 1.5, and we obtain a counterpart of Theorem A in the $(p,\mu)$-capacity context.

Corollary 1.7. Let $1 < p < n$. Let $E$ be a Borel set in $\mathbb{R}^n$. Then $\lim_{r \to \infty} D(\text{Cap}_p, r, E)$ is equal to either 0 or 1; the first case occurs if and only if $D(\text{Cap}_p, r, E)$ is identically equal to 0.

Remark 1.8. In this note we study weighted capacity in the Euclidean space along the line of [HKM93]. See [Maz70] for the classical unweighted case. It may be possible to extend our arguments to more general metric measure settings (see [BMS01]).

The plan of the paper is as follows. In Section 2 we give proofs of Propositions 1.1 and 1.2. The rest of the paper is devoted to the proof of Theorem 1.4. First, we restate the condition $\mathcal{D}_{Q_j,Q_j}(\text{Cap}_{p,\mu}, r, E) > 0$ for some $r > 0$ by using cubes. Let $N$ be a positive integer. We decompose $\mathbb{R}^n$ into the union of closed cubes $\{Q_j^N\}_j$ of mutually disjoint interior with sides of length $N$ parallel to the coordinate axes and vertices on $(N\mathbb{Z})^n$. Let $\overline{Q}_j^N$ be the interior of the double of $Q_j^N$. Lemma 3.3 will show that the condition $\mathcal{D}_{Q_j,Q_j}(\text{Cap}_{p,\mu}, r, E) > 0$ for some $r > 0$ implies the condition

$$(1.4) \quad \inf_j \frac{\text{Cap}_{p,\mu}(E \cap Q_j^N, \overline{Q}_j^N)}{\text{Cap}_{p,\mu}(Q_j^N, Q_j^N)} > 0 \quad \text{for some } N \geq 1,$$

and vice versa. We also note that we may assume that $E$ is closed (Corollary 3.4).

Secondly, we consider the limit of $\mathcal{D}_{Q_j,Q_j}(\text{Cap}_{p,\mu}, r, E)$. We employ a relationship between capacity and capacitary potential ([HKM93, Lemma 6.19]), which was crucial in the Wiener criterion for the $p$-harmonic Dirichlet problem, to obtain an estimate of ratios of capacity in terms of the infimum of the capacitary potential, and then in terms of the supremum of $p$-harmonic measure. The repeated application of the estimate gives a lower bound of a ratio of capacity similar to that in Theorem 1.4 but with a denominator strictly smaller than $\text{Cap}_{p,\mu}(Q(x,r), Q'(x,r))$ (Corollary 4.5). This is close to the final conclusion of the theorem. In fact, in the unweighted case $w \equiv 1$, the explicit calculation of $\text{Cap}_{p,\mu}(B(x,r), B(x,R))$ is available ([HKM93, Example 2.12]), and hence we immediately obtain Corollary 1.5 in the unweighted case. Corollary 1.7 is its easy consequence. In the weighted case, however, no explicit calculation of $\text{Cap}_{p,\mu}(Q(x,r), Q'(x,R))$ is available even if $Q$ and $Q'$ are balls.

So, in the third step, we show an approximation of the capacity from inside (Corollary 5.6), which requires the interior corkscrew condition on $Q$. (However, we do not know whether the condition is necessary or not.) This, together with Corollary 4.5, completes the proof of Theorem 1.4.

We use the following notation. By the symbol $A$ we denote an absolute positive constant whose value is unimportant and may change from one occurrence to the next. If necessary, we use $A_0, A_1, \ldots$, to specify them. We say that $f$ and $g$ are comparable and write $f \approx g$ if two
positive quantities \( f \) and \( g \) satisfies \( A^{-1} \leq f/g \leq A \) with some constant \( A \geq 1 \). The constant \( A \) is referred to as the constant of comparison. We have to pay attention for the dependency of the constant of comparison.

**Acknowledgments.** The authors thank the referee for his/her careful reading of the manuscript and useful suggestions.

2. **Proof of Propositions 1.1 and 1.2**

**Proof of Proposition 1.1.** In view of the 5-covering lemma, we have a family of pairwise disjoint balls \( B(x_j, r) \) such that \( B(x, R) \subset \bigcup_j B(x_j, 5r) \). Without loss of generality we may assume that \( E \) is measurable. Then for every \( x \in \mathbb{R}^n \)

\[
m(E \cap B(x, R)) \geq \sum_j m(E \cap B(x_j, r)) = \sum_j D(m, r, E) m(B(x_j, r)) = 5^{-n} D(m, r, E) \sum_j m(B(x_j, 5r)) \geq 5^{-n} D(m, r, E) m(B(x, R)),
\]

which implies (1.1) with \( A = 5^n \). \( \square \)

**Proof of Proposition 1.2.** First we consider the density of \( E \) with respect to a cube. Let \( N \geq 2 \) be an integer. By geometry we have \( m(E \cap [-N, N]^n) = (2N)^n \ell^n \), so that by translation

\[
\frac{m(E \cap([-N, N]^n + \xi))}{m([-N, N]^n)} = \ell^n \quad \text{uniformly for } \xi \in (N \mathbb{Z})^n.
\]

Let us estimate the density of \( E \) over a ball \( B(x, R) \). Let \( \{Q^N_j\}_j \) be the enumeration of cubes with sides of length \( 2N \) parallel to the coordinate axes and vertices on \( (2N \mathbb{Z})^n \) as in the introduction. Let \( S_R \) be the union of all cubes \( Q^N_j \) contained in \( B(x, R) \) and let \( T_R \) be the union of all cubes \( Q^N_j \) intersecting \( B(x, R) \). We have \( m(S_R) \leq m(B(x, R)) \leq m(T_R) \) and

\[
\lim_{R \to N \to \infty} \frac{m(S_R)}{m(B(x, R))} = \lim_{R \to N \to \infty} \frac{m(T_R)}{m(B(x, R))} = 1.
\]

Let \( 0 < \varepsilon < 1 \) and we can choose \( R \) such that

\[
1 \leq \frac{m(T_R)}{m(S_R)} \leq 1 + \varepsilon \quad \text{uniformly for } x \in \mathbb{R}^n.
\]

Applying (2.1) to each constituent cube of \( S_R \) and \( T_R \), and then taking the summation, we obtain

\[
\frac{m(E \cap S_R)}{m(S_R)} = \frac{m(E \cap T_R)}{m(T_R)} = \ell^n.
\]

This, together with (2.2), yields

\[
(1 + \varepsilon)^{-1} \ell^n \leq \frac{m(S_R)}{m(T_R)} \cdot \frac{m(E \cap S_R)}{m(S_R)} = \frac{m(E \cap S_R)}{m(T_R)} \leq \frac{m(E \cap B(x, R))}{m(B(x, R))} \leq \frac{m(E \cap T_R)}{m(S_R)} \cdot \frac{m(T_R)}{m(S_R)} \leq (1 + \varepsilon) \ell^n.
\]

Since \( 0 < \varepsilon < 1 \) and \( x \in \mathbb{R}^n \) are arbitrary, we have (1.2). \( \square \)
3. Relaxation of the assumption of Theorem 1.4

Let us begin with some elementary properties of \( \Cap_{p,\mu}(E, D) \). In our context the estimates in [HKM93, Lemmas 2.14 and 2.16] read as follows.

**Lemma 3.1.** Let \( Q, Q' \) and \( \overline{Q} \) be bounded open set such that \( \overline{Q} \subset Q' \) and \( Q \subset \overline{Q} \). Then the following estimates hold uniformly for \( x \in \mathbb{R}^n \) and \( r > 0 \):

(i) \( \Cap_{p,\mu}(Q(x, r), Q'(x, r)) \approx \Cap_{p,\mu}(\overline{Q}(x, r), Q'(x, r)) \approx r^{-p}\mu(Q(x, r)) \).

(ii) \( \Cap_{p,\mu}(E, Q'(x, r)) \approx \Cap_{p,\mu}(E, \overline{Q}(x, r)) \) for \( E \subset \overline{Q}(x, r) \).

Here the constant of comparison depends only on \( n, p, \mu, Q, Q' \) and \( \overline{Q} \).

We compare the density of capacity over an open set and that over a ball.

**Lemma 3.2.** Let \( Q \) and \( Q' \) be bounded open set \( \overline{Q} \subset Q' \). Suppose \( B(x_0, \tau_0) \subset Q \subset B(x_0, \tau_1) \) and \( Q' \subset B(x_1, \lambda\tau_1) \) for some \( x_0 \in Q \) with \( 0 < \tau_0 < \tau_1 \) and \( \lambda > 1 \). Then there exists \( A > 1 \) depending only on \( n, p, \mu, Q, Q', \tau_0, \tau_1 \) and \( \lambda \) such that

\[
A^{-1}D_{B,Ab}(\Cap_{p,\mu}, \tau_0 r, E) \leq D_{Q,Q'}(\Cap_{p,\mu}, r, E) \leq AD_{B,Ab}(\Cap_{p,\mu}, \tau_1 r, E),
\]

whenever \( E \subset \mathbb{R}^n \) and \( r > 0 \).

**Proof.** By translation, we may assume that \( x_0 = 0 \). By definition \( B(x, \tau_0 r) \subset Q(x, r) \subset B(x, \tau_1 r) \) and \( Q'(x, r) \subset B(x, \lambda\tau_1 r) \). Hence

\[
\Cap_{p,\mu}(E \cap B(x, \tau_0 r), B(x, \lambda\tau_1 r)) \leq \Cap_{p,\mu}(E \cap Q(x, r), B(x, \lambda\tau_1 r)) \leq \Cap_{p,\mu}(E \cap B(x, \tau_1 r), B(x, \lambda\tau_1 r))
\]

by monotonicity, and so

\[
A^{-1} \frac{\Cap_{p,\mu}(E \cap B(x, \tau_0 r), B(x, \lambda\tau_0 r))}{\Cap_{p,\mu}(B(x, \tau_0 r), B(x, \lambda\tau_0 r))} \leq \frac{\Cap_{p,\mu}(E \cap Q(x, r), Q'(x, r))}{\Cap_{p,\mu}(Q(x, r), Q'(x, r))} \leq \frac{\Cap_{p,\mu}(E \cap B(x, \tau_1 r), B(x, \lambda\tau_1 r))}{\Cap_{p,\mu}(B(x, \tau_1 r), B(x, \lambda\tau_1 r))}
\]

by Lemma 3.1 and the doubling property of \( \mu \). Taking the infima with respect to \( x \in \mathbb{R}^n \), we obtain the required inequalities. \( \square \)

**Lemma 3.3.** Let \( Q \) and \( Q' \) be bounded open sets with \( \overline{Q} \subset Q' \). Then the following conditions are equivalent to each other:

(i) \( D_{Q,Q'}(\Cap_{p,\mu}, r, E) > 0 \) for some \( r > 0 \).

(ii) \( D_{B,Ab}(\Cap_{p,\mu}, r, E) > 0 \) for some \( r > 0 \).

(iii) \( (1.4) \) holds for some \( N \geq 1 \).

**Proof.** Lemma 3.2 gives (i) \( \iff \) (ii).

(ii) \( \implies \) (iii): Suppose \( D_{B,Ab}(\Cap_{p,\mu}, r, E) > 0 \). Let \( N = 2r \). Take an arbitrary closed cube \( Q_j^N \) as in the introduction. Observe that if \( x \) is the center of \( Q_j^N \), then \( B(x, r) \subset Q_j^N \subset \overline{B}(x, r \sqrt{n}) \), so that

\[
\Cap_{p,\mu}(E \cap B(x, r), B(x, \lambda r)) \approx \Cap_{p,\mu}(E \cap B(x, r), B(x, \lambda r \sqrt{n})) \leq \Cap_{p,\mu}(E \cap Q_j^N, B(x, \lambda r \sqrt{n})) \approx \Cap_{p,\mu}(E \cap Q_j^N, \overline{Q}_j^N)
\]
by monotonicity and by Lemma 3.1 (ii). By Lemma 3.1 (i)

$$\mathcal{D}_{p,A,\nu}(\text{Cap}_{p,\nu}, r, E) \leq \frac{\text{Cap}_{p,\nu}(E \cap B(x, r), B(x, \lambda r))}{\text{Cap}_{p,\nu}(B(x, r), B(x, \lambda r))} \leq A \frac{\text{Cap}_{p,\nu}(E \cap Q^N_j, \widetilde{Q}^N_j)}{\text{Cap}_{p,\nu}(Q^N_j, \widetilde{Q}^N_j)}.$$ 

Since \(j\) is arbitrary, we have (ii).

(iii) \(\implies\) (ii): Suppose (1.4) holds with \(N \geq 1\). Choose \(r > N \sqrt{n}\), say \(r = 2N \sqrt{n}\). We claim that, for every \(x \in \mathbb{R}^n\), \(B(x, r)\) must contain at least one \(Q^N_j\). In fact, write \(x = (x_1, \ldots, x_n)\). Then \(\prod_{i=1}^n[x_i - N, x_i + N] \subset B(x, r)\). Let \(\xi \in N\mathbb{Z}\) be such that \(\xi \leq x_i < \xi + N\). Then \([\xi, \xi + N] \subset [x_i - N, x_i + N]\), so that we have the claim with \(Q^N_j = \prod_{i=1}^n[\xi, \xi + N]\). It follows from Lemma 3.1 (ii) and monotonicity that

$$\text{Cap}_{p,\nu}(E \cap Q^N_j, \widetilde{Q}^N_j) = \text{Cap}_{p,\nu}(E \cap Q^N_j, B(x, \lambda r)) \leq \text{Cap}_{p,\nu}(E \cap B(x, r), B(x, \lambda r)),$$

so that

$$\frac{\text{Cap}_{p,\nu}(E \cap Q^N_j, \widetilde{Q}^N_j)}{\text{Cap}_{p,\nu}(Q^N_j, \widetilde{Q}^N_j)} \leq A \frac{\text{Cap}_{p,\nu}(E \cap B(x, r), B(x, \lambda r))}{\text{Cap}_{p,\nu}(B(x, r), B(x, \lambda r))}.$$ 

by Lemma 3.1 (i). Taking the infimum of the left hand side with respect to \(j\), and then taking the infimum of the right hand side with respect to \(x \in \mathbb{R}^n\), we obtain (ii). \(\square\)

We note that we may assume that \(E\) is a closed set in Theorem 1.4.

**Corollary 3.4.** Let \(Q\) and \(Q^*\) be bounded open sets with \(\overline{Q} \subset Q^*\). Let \(E \subset \mathbb{R}^n\) be a Borel set. If \(\mathcal{D}_{Q,Q^*}(\text{Cap}_{p,\nu}, r, E) > 0\) for some \(r > 0\), then \(E\) has a closed subset \(F\) such that \(\mathcal{D}_{Q,Q^*}(\text{Cap}_{p,\nu}, R, F) > 0\) for some \(R > 0\).

**Proof.** Lemma 3.3 asserts that (1.4) holds for some \(N \geq 1\). Apply the capacitability to each \(E \cap Q^N_j\) ([HKM93, Theorem 2.5]). We find a closed subset \(F_j \subset E \cap Q^N_j\) such that \(\text{Cap}_{p,\nu}(F_j, \overline{Q}^N_j) \geq \frac{1}{2} \text{Cap}_{p,\nu}(E \cap Q^N_j, \overline{Q}^N_j)\). We observe that \(F = \bigcup_j F_j\) is a closed subset of \(E\) satisfying (1.4) with \(F\) in place of \(E\). Lemma 3.3 again asserts \(\mathcal{D}_{Q,Q^*}(\text{Cap}_{p,\nu}, R, F) > 0\) for some \(R > 0\). \(\square\)

Hereafter, we assume that \(E\) in Theorem 1.4 is a closed set.

4. **Proof of Corollary 1.5 in the unweighted case**

In this section we give a proof of Corollary 1.5 in the unweighted case. The arguments until Corollary 4.5 work for the general case. On the other hand, Lemma 4.6 is specific for the unweighted case, so the proof of Corollary 1.5 is restricted in the unweighted case. Although it is superfluous, it may clarify the arguments. Let us study a capacitary potential of a compact set. Let \(K\) be a compact subset of \(D\). The minimizer of the infimum in (1.3) belongs to the Sobolev space \(W^{1,p}_0(D)\). It is referred to as the \((p,\mu)\)-capacitary potential of \(K\) in \(D\) and is denoted by \(\mathfrak{R}(K, D)\). We see that \(0 \leq \mathfrak{R}(K, D) \leq 1\) in \(D\), \(\mathfrak{R}(K, D) = 1\) on \(K\) outside a set of null capacity, and \(\mathfrak{R}(K, D)\) is \(p\)-harmonic in \(D\). By \(\omega_p^*(E, D)\) we denote the \(p\)-harmonic measure of \(E \subset \partial D\) in \(D\) evaluated at \(x\), i.e., \(\omega_p(E, D)\) is the Perron solution of the boundary function \(\chi_E\). We see that if \(K\) is a compact subset of \(D\), then

\[(4.1) \quad \omega_p(\partial D, D \setminus K) = 1 - \mathfrak{R}(K, D) \quad \text{on } D.
\]

Strictly speaking, the \(p\)-harmonic measure is extended by 0 on \(K\), which coincides with the right hand side outside a set of null \((p,\mu)\)-capacity.

The following relationship between capacity and capacitary potential is useful.
**Lemma 4.1** ([HKM93, Lemma 6.19 and its remark]). Let \( u_K = \mathcal{R}(K, D) \), where \( D \) is a bounded open set and \( K \) is a compact subset of \( D \). If \( 0 < t \leq 1 \), then

\[
\text{Cap}_{p,\mu}(u_K \geq t, D) = t^{1-p} \text{Cap}_{p,\mu}(K, D).
\]

As an easy corollary, we have an upper estimate of capacitary potential, which can be restated with \( p \)-harmonic measure with the aid of (4.1).

**Lemma 4.2.** Let \( Q \) and \( Q' \) be bounded open sets such that \( \overline{Q} \subset Q' \). Let \( r > 0 \) and \( x \in \mathbb{R}^n \). If compact subsets \( K \) and \( F \) of \( \overline{Q}(x, r) \) have positive \((p, \mu)\)-capacity, then

\[
\inf_{F} \mathcal{R}(K, Q'(x, r)) \leq \left\{ \frac{\text{Cap}_{p,\mu}(K, Q'(x, r))}{\text{Cap}_{p,\mu}(F, Q'(x, r))} \right\}^{1/(p-1)}.\]

In other words,

\[
1 - \left\{ \frac{\text{Cap}_{p,\mu}(K, Q'(x, r))}{\text{Cap}_{p,\mu}(F, Q'(x, r))} \right\}^{1/(p-1)} \leq \sup_{F} \omega_{p}(\partial Q'(x, r), Q'(x, r) \setminus K).
\]

**Proof.** Let \( u_K = \mathcal{R}(K, Q'(x, r)) \) and let \( t = \inf_{F} u_K \). Observe that \( F \subset \{u_K \geq t\} \). By Lemma 4.1 we have

\[
\text{Cap}_{p,\mu}(F, Q'(x, r)) \leq \text{Cap}_{p,\mu}(u_K \geq t, Q'(x, r)) = t^{1-p} \text{Cap}_{p,\mu}(K, Q'(x, r)),
\]

so that taking the \( 1/(p-1) \)-power gives the first inequality. The second inequality follows from (4.1). \( \square \)

Lemma 4.1 also yields a lower estimate of capacitary potential. We state the estimate only for concentric balls since it is sufficient in the sequel; it may be possible to give a generalization with \( Q \) and \( Q' \) under some conditions on \( Q \) and \( Q' \).

**Lemma 4.3** ([HKM93, Lemma 6.21]). For \( \lambda > 1 \) there exists a constant \( A_0 > 1 \) depending only on \( n, p, \mu \) and \( \lambda \) with the following property: Let \( r > 0 \) and \( x \in \mathbb{R}^n \). If \( K \) is a compact subset of \( \overline{B}(x, r) \), then

\[
\inf_{\overline{B}(x, r)} \mathcal{R}(K, B(x, \lambda r)) \geq A_0^{-1}\left\{ \frac{\text{Cap}_{p,\mu}(K, B(x, \lambda r))}{\text{Cap}_{p,\mu}(B(x, r), B(x, \lambda r))} \right\}^{1/(p-1)}.
\]

In other words,

\[
\sup_{\overline{B}(x, r)} \omega_{p}(\partial B(x, \lambda r), B(x, \lambda r) \setminus K) \leq 1 - A_0^{-1}\left\{ \frac{\text{Cap}_{p,\mu}(K, B(x, \lambda r))}{\text{Cap}_{p,\mu}(B(x, r), B(x, \lambda r))} \right\}^{1/(p-1)}.
\]

Using Lemma 4.3 repeatedly, we obtain the following lemma. The basic idea comes from [Aik15, Lemma 12.6]. Write \( \delta_U(x) = \text{dist}(x, \partial U) \) for an open set \( U \).

**Lemma 4.4.** Let \( 0 < r < \lambda r < R \) and \( x \in \mathbb{R}^n \). Let \( Q \) and \( Q' \) be bounded open sets such that \( \overline{Q} \subset Q' \). For a positive integer \( k \) let

\[
Q_k(x, R) = \{y \in Q(x, R) : \delta_{Q(x,R)}(y) \geq k\lambda r\}.
\]

Suppose a closed set \( E \subset \mathbb{R}^n \) satisfies

\[
\frac{\text{Cap}_{p,\mu}(E \cap \overline{B}(y, r), B(y, \lambda r))}{\text{Cap}_{p,\mu}(B(y, r), B(y, \lambda r))} \geq \eta
\]

(4.3)
for \( y \in Q_1(x, R) \) with some \( 0 < \eta < 1 \). If \( Q_k(x, R) \neq \emptyset \), then

\[
\omega_p(\partial Q^*(x, R), Q^*(x, R) \setminus (E \cap Q_1(x, R))) \leq (1 - A_0^{-1} \eta^{1/(p-1)})^{k-1} \quad \text{on } Q_k(x, R),
\]

where \( A_0 > 1 \) is as in (4.2).

**Proof.** Let us prove (4.4) by induction on \( k \). For simplicity we put \( \Omega = \omega_p(\partial Q^*(x, R), Q^*(x, R) \setminus (E \cap Q_1(x, R))) \). Then \( \Omega \) is a \( p \)-subharmonic function in \( Q^*(x, R) \) with \( 0 \leq \Omega \leq 1 \). Since (4.4) trivially holds for \( k = 1 \), we assume that \( k \geq 2 \) and (4.4) holds for \( k - 1 \). In view of the comparison principle, it is sufficient to show that

\[
\Omega \leq (1 - A_0^{-1} \eta^{1/(p-1)})^{k-1} \quad \text{on } \partial Q_k(x, R).
\]

Take an arbitrary point \( y \in \partial Q_k(x, R) \). Observe \( B(y, \lambda r) \subseteq Q_{k-1}(x, R) \). Let \( K = E \cap \overline{B}(y, r) \). Note \( K \subseteq E \cap Q_1(x, R) \). In view of (4.2) and (4.3), we obtain

\[
\omega_p(\partial B(y, \lambda r), B(y, \lambda r) \setminus K) \leq (1 - A_0^{-1} \eta^{1/(p-1)})^{k-1}.
\]

It follows from the comparison principle and the induction hypothesis that

\[
\Omega(y) \leq (1 - A_0^{-1} \eta^{1/(p-1)})^{k-2} \omega_p(\partial B(y, \lambda r), B(y, \lambda r) \setminus K) \leq (1 - A_0^{-1} \eta^{1/(p-1)})^{k-1}.
\]

Since \( y \in \partial Q_k(x, R) \) is arbitrary, we have (4.5). The lemma is proved. \( \square \)

**Corollary 4.5.** Let \( \lambda, r, R, \eta, E, Q, Q^* \). \( Q_k(x, R) \) and \( A_0 > 1 \) be as in Lemma 4.4. Let \( 0 < c < 1 \) and choose a positive integer \( k \) such that

\[
(1 - A_0^{-1} \eta^{1/(p-1)})^{k-1} \leq 1 - c^{1/(p-1)}.
\]

If \( \text{Cap}_{p, \mu}(Q_k(x, R), Q^*(x, R)) > 0 \), then

\[
\frac{\text{Cap}_{p, \mu}(E \cap Q_1(x, R), Q^*(x, R))}{\text{Cap}_{p, \mu}(Q_k(x, R), Q^*(x, R))} \geq c.
\]

**Proof.** Let \( K = E \cap Q_1(x, R) \). By Lemma 4.4 we have

\[
\sup_{Q_k(x, R)} \omega_p(\partial Q^*(x, R), Q^*(x, R) \setminus K) \leq (1 - A_0^{-1} \eta^{1/(p-1)})^{k-1} \leq 1 - c^{1/(p-1)}.
\]

Hence Lemma 4.2 with \( F = Q_1(x, R) \) implies the required inequality. \( \square \)

Since \( 0 < c < 1 \) is arbitrary, we are very close to the conclusion of Theorem 1.4. The problem is that \( Q_k(x, R) \) in Corollary 4.5 is a proper subset of \( Q(x, R) \), so that the denominator \( \text{Cap}_{p, \mu}(Q_k(x, R), Q^*(x, R)) \) in (4.6) may be strictly less than \( \text{Cap}_{p, \mu}(Q(x, R), Q^*(x, R)) \). We have to show that \( \text{Cap}_{p, \mu}(Q_k(x, R), Q^*(x, R)) \) is close to \( \text{Cap}_{p, \mu}(Q(x, R), Q^*(x, R)) \), provided \( R \) is large. In the unweighted case \( w \equiv 1 \), we can obtain such an approximation by the explicit calculation of the \( p \)-capacity of a ring of concentric balls.

**Lemma 4.6** ([HKM93, Example 2.12]). Let \( w \equiv 1 \) and write \( \text{Cap}_p \) for \( \text{Cap}_{p, \mu} \). If \( 0 < r < R < \infty \), then \( \text{Cap}_p(B(x, r), B(x, R)) = \text{Cap}_p(\partial B(x, r), B(x, R)) \) which is explicitly calculated as

\[
\begin{cases}  
\sigma_n \left( \frac{|n - p|}{p - 1} \right)^{p-1} \left| R^{\frac{p-1}{p}} - r^{\frac{p-1}{p}} \right|^{1-p} & \text{if } p \neq n, \\
\sigma_n \log \left( \frac{R}{r} \right)^{1-p} & \text{if } p = n, 
\end{cases}
\]

where \( \sigma_n \) is the area of the unit sphere \( \partial B(0, 1) \). If \( 1 < p < n \), then \( \text{Cap}_p(B(x, r), \mathbb{R}^n) = A_1 r^{n-p} \) with \( A_1 = \sigma_n \left( \frac{n - p}{p - 1} \right)^{p-1} \). If \( p \geq n \), then \( \text{Cap}_p(E, \mathbb{R}^n) = 0 \) for every set \( E \subset \mathbb{R}^n \).
We can now prove Corollary 1.5 in the unweighted case.

Proof of Corollary 1.5 in the unweighted case. It is sufficient to show that if \( \mathcal{D}_{B,1}(\text{Cap}_p, r, E) > 0 \), then \( \lim_{r \to \infty} \mathcal{D}_{B,1}(\text{Cap}_p, r, E) = 1 \). We assume that (4.3) holds for all \( y \in \mathbb{R}^n \) with some \( r > 0 \), \( \lambda > 1 \) and \( \eta > 0 \). Let \( 0 < c < 1 \) and choose a positive integer \( k \) such that

\[
(4.7) \quad (1 - A_0^{-1} \eta^{1/(p-1)})^{k-1} \leq 1 - c^{1/2(p-1)}.
\]

Let \( R > k\lambda r \). Observe that \( \{ y \in B(x, R) : \delta_{B(x,R)}(y) \geq k\lambda r \} = \overline{B}(x, R - k\lambda r) \). In view of Lemma 4.6 we find \( R_0 > 0 \) such that if \( R \geq R_0 \), then

\[
\frac{\text{Cap}_p(\overline{B}(x, R - k\lambda r), B(x, \lambda R))}{\text{Cap}_p(B(x, R), B(x, \lambda R))} \geq \sqrt{c}.
\]

By (4.7) and Corollary 4.5 with \( Q = B(0,1), Q' = B(0,\lambda) \) and \( \sqrt{c} \) in place of \( c \) we have

\[
\frac{\text{Cap}_p(E \cap B(x, R), B(x, \lambda R))}{\text{Cap}_p(\overline{B}(x, R - k\lambda r), B(x, \lambda R))} \geq \frac{\text{Cap}_p(E \cap \overline{B}(x, R - \lambda r), B(x, \lambda R))}{\text{Cap}_p(\overline{B}(x, R - k\lambda r), B(x, \lambda R))} \geq \sqrt{c}.
\]

Multiplying the inequalities, we obtain the corollary, since \( x \in \mathbb{R}^n \) and \( 0 < c < 1 \) are arbitrary.

\[ \square \]

5. Approximation of capacity from inside and Proof of Theorem 1.4

In this section we complete the proof of Theorem 1.4 in the general case by showing that \( \text{Cap}_{p,\mu}(Q(x,R), Q'(x,R)) \) in Corollary 4.5 is close to \( \text{Cap}_{p,\mu}(Q(x,R), Q'(x,R)) \), provided \( R \) is large. Under the interior corkscrew condition on \( Q \), we shall show an estimate from inside uniform with respect to \( x \in \mathbb{R}^n \) and \( R > 0 \) (Corollary 5.6). We note that there is a big difference between \( B(x, r) \) and \( Q(x,r) \).

Remark 5.1. For a general open set \( Q \) the inclusion \( \overline{Q}(x,r) \subset Q(x,R) \) for \( r < R \) need not hold, even if \( Q \) is star-shaped with respect to the origin. For instance, if \( Q = \{ x \in B(0,2) : x_1 > 0 \} \cup \{ x \in B(0,1) : x_1 \leq 0 \} \), then \( Q \) is an open set star-shaped with respect to the origin and \( Q(x,r) \subset Q(x,R) \) for \( r < R \); and yet \( \overline{Q}(x,r) \not\subset Q(x,R) \) for \( r < R < 2r \).

Let us begin with an approximation from outside. Let \( D \) be an open set and let \( K \) be a compact subset of \( D \). For \( \varepsilon > 0 \) the closed \( \varepsilon \)-neighborhood of \( K \) is denoted by

\[
K[\varepsilon] = \{ x \in \mathbb{R}^n : \text{dist}(x, K) \leq \varepsilon \}.
\]

By definition \( \text{Cap}_{p,\mu}(K, D) \leq \text{Cap}_{p,\mu}(K[\varepsilon], D) \) whenever \( K[\varepsilon] \subset D \). Let us estimate \( \text{Cap}_{p,\mu}(K[\varepsilon], D) \) in case \( K \) is the closure of an open set \( U \) satisfying a condition slightly weaker than the interior corkscrew condition.

Lemma 5.2. Let \( U \) be a bounded open set with closure \( K = \overline{U} \subset D \). Suppose there exist \( r_1, r_2 \) and \( \kappa > 0 \) such that \( 0 < r_1 < r_2 < \frac{1}{2} \text{dist}(K, \partial D) \) and

\[
(5.1) \quad \xi \in \partial U \text{ and } r_1 \leq r \leq r_2 \implies B(\xi, r) \cap U \text{ contains a ball of radius } kr.
\]

Then there exists a constant \( \kappa_0, 0 < \kappa_0 < 1 \), depending only on \( \kappa, p, \mu \) and \( n \) such that

\[
\frac{\text{Cap}_{p,\mu}(K[2^{-j}r_2], D)}{\text{Cap}_{p,\mu}(K, D)} \leq (1 - \kappa_0^j)^{-p}, \quad \text{whenever } 2^{-j}r_2 \geq r_1.
\]
In particular, if $U$ satisfies the interior corkscrew condition, then, for each $b > 1$, there exists $\varepsilon > 0$ depending only on $b$, $\kappa$, $\rho_0$, $p$, $\mu$ and $n$ such that
\[
\frac{\operatorname{Cap}_{p,\mu}(K[\varepsilon], D)}{\operatorname{Cap}_{p,\mu}(K, D)} \leq b.
\]

**Proof.** In view of (5.1) we find $\kappa' > 0$ depending only on $\kappa$, $p$, $\mu$ and $n$ such that if $\xi \in \partial U$ and $r_1 \leq r \leq r_2$, then
\[
\frac{\operatorname{Cap}_{p,\mu}(\overline{B}(\xi, r) \cap K, B(\xi, 2r))}{\operatorname{Cap}_{p,\mu}(B(\xi, r), B(\xi, 2r))} \geq \kappa',
\]
which, together with (4.2), yields
\[
\omega_p(\partial B(\xi, 2r), B(\xi, 2r) \setminus (\overline{B}(\xi, r) \cap K)) \leq \kappa_0 \quad \text{on } \overline{B}(\xi, r)
\]
with $0 < \kappa_0 < 1$.

Now let $u_K = \text{R}(K, D)$. Since $K[2r_2] \subset D$ by assumption, it follows from (4.1) and the comparison principle that if $\xi \in \partial U$ and $r_1 \leq r \leq r_2$, then
\[
1 - u_K \leq \omega_p(\partial B(\xi, 2r), B(\xi, 2r) \setminus (\overline{B}(\xi, r) \cap K)) \quad \text{on } B(\xi, 2r),
\]
and hence
\[
1 - u_K \leq \kappa_0 \quad \text{on } \overline{B}(\xi, r)
\]
by (5.2). Replace $r$ by $2^{-j}r_2$ with a nonnegative integer $j$ such that $2^{-j}r_2 \geq r_1$. By induction we have
\[
1 - u_K \leq \kappa_0^j \quad \text{on } \overline{B}(\xi, 2^{-j}r_2),
\]
whenever $2^{-j}r_2 \geq r_1$. Since $\xi \in \partial U$ is arbitrary, it follows that
\[
u_K \geq 1 - \kappa_0^j \quad \text{on } \overline{U}[2^{-j}r_2] = K[2^{-j}r_2].
\]

By definition
\[
\operatorname{Cap}_{p,\mu}(K[2^{-j}r_2], D) \leq (1 - \kappa_0^j)^{-p} \operatorname{Cap}_{p,\mu}(K, D),
\]
as required. Suppose now $U$ satisfies the interior corkscrew condition. Without loss of generality we may assume that $\rho_0 < \frac{1}{2} \operatorname{dist}(K, \partial D)$. Hence we can take $r_2 = \rho_0$ and $j$ arbitrarily large. Letting $j$ be so large $(1 - \kappa_0^j)^{-p} \leq b$, we obtain the second assertion with $\varepsilon = 2^{-j}\rho_0$. \quad \square

Next we consider an approximation of capacity from inside. For a bounded open set $U$ and $\varepsilon > 0$ we write $U_\varepsilon = \{x \in U : \delta_U(x) > \varepsilon\}$. We observe the following geometric properties of $U_\varepsilon$.

**Lemma 5.3.** Let $U$ be a bounded open set with closure $\overline{U}$ contained in $D$. Suppose $U$ satisfies the interior corkscrew condition with $0 < \kappa < 1$ and $0 < \rho_0 < \frac{1}{2} \operatorname{dist}(U, \partial D)$. If $0 < \varepsilon < \kappa \rho_0/2$, then
\[
\begin{align*}
\text{(i)} & \quad \overline{U} \subset U_\varepsilon[1 + 2/(\kappa)\varepsilon]; \\
\text{(ii)} & \quad U_\varepsilon \text{ enjoys (5.1) with } r_1 = 2\varepsilon/\kappa, r_2 = \rho_0 \text{ and } \frac{1}{2}\kappa(1 - \kappa) \text{ in place of } \kappa, \text{ i.e.,} \\
& \quad \xi \in \partial U_\varepsilon \text{ and } 2\varepsilon/\kappa \leq r \leq \rho_0 \implies B(\xi, r) \cap U_\varepsilon \text{ contains a ball of radius } \frac{1}{2}\kappa(1 - \kappa)r.
\end{align*}
\]

**Proof.** Let us begin with the proof of (i). Suppose $x \in \overline{U} \setminus U_\varepsilon$. By definition we find $\xi \in \partial U$ such that $|x - \xi| \leq \varepsilon$. By the interior corkscrew condition with $r = 2\varepsilon/\kappa$ we find a ball $B(y, 2\varepsilon) \subset U \cap B(\xi, 2\varepsilon/\kappa)$. This means $\delta_U(y) \geq 2\varepsilon$ and hence $y \in U_\varepsilon$, so that $\operatorname{dist}(x, U_\varepsilon) \leq |x - \xi| + |\xi - y| \leq \varepsilon + 2\varepsilon/\kappa$. Hence $\overline{U} \subset U_\varepsilon[\varepsilon + 2\varepsilon/\kappa]$. Thus (i) is proved.
Next we show (ii). Let \( \xi \in \partial U_\varepsilon \) and \( 2\varepsilon/k \leq r \leq \rho_0 \). By definition we find \( \xi^* \in \partial U \) with \( |\xi - \xi^*| = \varepsilon \). Since \( \varepsilon \leq kr/2 \), it follows that

\[
B(\xi, r) \cup B(\xi^*, r - \varepsilon) \cup B(\xi^*, (1 - 2^{-1}\kappa)r),
\]
so that we find a ball \( B(y, \kappa(1 - 2^{-1}\kappa)r) \) lying in

\[
U \cap B(\xi^*, (1 - 2^{-1}\kappa)r) \subset U \cap B(\xi, r)
\]
by the interior corkscrew condition. By definition

\[
\delta_{U_\varepsilon}(y) \geq \delta_U(y) - \varepsilon \geq \kappa(1 - 2^{-1}\kappa)r - \varepsilon \geq \frac{\kappa(1 - \kappa)}{2}r,
\]
which implies (ii).

\[ \square \]

**Remark 5.4.** In general, \( U_\varepsilon \) need not satisfy the interior corkscrew condition, i.e., \( 2\varepsilon/k \) in (ii) cannot be replaced by 0 even if \( 1/2\kappa(1 - \kappa) \) is changed by a smaller value.

Now we show an approximation of capacity from inside, which may be of independent interest.

**Lemma 5.5.** Let \( U \) be a bounded open set with closure \( \overline{U} \) contained in \( D \). Suppose \( U \) satisfies the interior corkscrew condition with \( 0 < \kappa < 1 \) and \( 0 < \rho_0 < \frac{1}{2}\text{dist}(U, \partial D) \). Then, for each \( b > 1 \), there exists \( \varepsilon > 0 \) depending only on \( b, \kappa, \rho_0, p, \mu, \) and \( n \) such that

\[
\frac{\text{Cap}_{p,\mu}(\overline{U}_\varepsilon, D)}{\text{Cap}_{p,\mu}(\overline{U}, D)} \geq \frac{1}{b}.
\]

In particular, \( \text{Cap}_{p,\mu}(U, D) = \text{Cap}_{p,\mu}(\overline{U}, D) \).

**Proof.** Let \( \varepsilon > 0 \) be determined later. In view of Lemma 5.3 (ii), we let \( \kappa_1 \) be the constant \( \kappa_0 \) in Lemma 5.2 with \( \kappa(1 - \kappa)/2 \) in place of \( \kappa \). Note that \( \kappa_1 \) depends only on \( \kappa, p, \mu \) and \( n \). For each \( b > 1 \) we can choose \( j \) such that \( (1 - \kappa_1^j)^{-p} < b \). Let \( \varepsilon = 2^{1/n} - 2^{-1}\rho_0 \kappa_1 \). Observe that

\[
2\varepsilon/k < (1 + 2/\kappa)\varepsilon \leq 2^{-1}\rho_0.
\]

By Lemma 5.3 (i), (ii) and Lemma 5.2 with \( \overline{U}_\varepsilon \) in place of \( K \) we have

\[
\frac{\text{Cap}_{p,\mu}(\overline{U}, D)}{\text{Cap}_{p,\mu}(\overline{U}_\varepsilon, D)} \leq \frac{\text{Cap}_{p,\mu}(\overline{U}_{\varepsilon, [2^{-1}\rho_0], D})}{\text{Cap}_{p,\mu}(\overline{U}_{\varepsilon, D})} \leq b,
\]
which gives the required estimate. The last assertion follows since \( \overline{U}_\varepsilon \subset U \) and \( b > 1 \) is arbitrary.

\[ \square \]

Since Lemma 5.5 and its proof are scale- and translation-invariant, we obtain the following uniform approximation.

**Corollary 5.6.** Let \( Q \) and \( Q' \) be bounded open sets such that \( \overline{Q} \subset Q' \). Suppose \( Q \) satisfies the interior corkscrew condition. Then for each \( b > 1 \) there exists an open set \( Q' \) such that \( \overline{Q'} \subset Q \) and

\[
\frac{\text{Cap}_{p,\mu}(\overline{Q'}(x, R), Q'(x, R))}{\text{Cap}_{p,\mu}(Q(x, R), Q'(x, R))} \geq \frac{1}{b}
\]
uniformly for \( x \in \mathbb{R}^n \) and \( R > 0 \).
Proof. Let $Q$ and $Q'$ be bounded open sets such that $\overline{Q} \subset Q'$. Suppose $Q$ satisfies the interior corkscrew condition with $0 < \kappa < 1$ and $0 < \rho_0 < \frac{1}{2} \text{dist}(Q, \partial Q')$. Then, for every $x \in \mathbb{R}^n$ and $R > 0$, the open set $Q(x, R)$ satisfies the interior corkscrew condition with the same $\kappa$ and $\rho_0 R$. Note that $0 < \rho_0 R < \frac{1}{2} \text{dist}(Q(x, R), \partial Q'(x, R))$. Let $k_1$ be as in the proof of Lemma 5.5. For each $b > 1$ we choose $j$ such that $(1 - k_1^j)^{-p} < b$. Let $\varepsilon = 2^{-j-2}\rho_0\kappa$ and $Q' = Q_\varepsilon$. Since $(1 + 2/\kappa)\varepsilon R \leq 2^{-j}\rho_0 R$ and

$$Q'(x, R) = \{y \in Q(x, R) : \delta_{Q_\varepsilon}(y) > \varepsilon R\}$$

by dilation and translation, the required estimate follows from the proof of Lemma 5.5 with $U = Q(x, R)$ and $D = Q'(x, R)$.

Proof of Theorem 1.4. It is sufficient to show that if $\mathcal{D}_{Q, Q'}(\text{Cap}_{p, \mu}, r, E) > 0$ for some $r > 0$, then $\lim_{r \to 0} \mathcal{D}_{Q, Q'}(\text{Cap}_{p, \mu}, r, E) = 1$. The main idea is the same as in the proof of Corollary 1.5. In view of Lemma 3.2, we may assume that (4.3) holds for all $y \in \mathbb{R}^n$ with some $r > 0$, $\lambda > 1$ and $\eta > 0$. Let $0 < c < 1$ and choose a positive integer $k$ satisfying (4.7). Let $Q'$ be as in Corollary 5.6 with $b = 1/\sqrt{c}$. Choose $R > 0$ such that $R \text{dist}(\partial Q', \partial Q) > k\lambda r$. For an arbitrary point $x \in \mathbb{R}^n$ we have

$$\text{dist}(\partial Q'(x, R), \partial Q(x, R)) = R \text{dist}(\partial Q', \partial Q) > k\lambda r,$$

so that $\overline{Q'}(x, R) \subset Q_k(x, R) = \{y \in Q(x, R) : \delta_{Q_k}(y) \geq k\lambda r\}$. Hence

$$\frac{\text{Cap}_{p, \mu}(Q_k(x, R), Q'(x, R))}{\text{Cap}_{p, \mu}(Q(x, R), Q'(x, R))} \geq \sqrt{c}$$

by Corollary 5.6. On the other hand, Corollary 4.5 with $\sqrt{c}$ in place of $c$ gives

$$\frac{\text{Cap}_{p, \mu}(E \cap Q(x, R), Q'(x, R))}{\text{Cap}_{p, \mu}(Q_k(x, R), Q'(x, R))} \geq \frac{\text{Cap}_{p, \mu}(E \cap Q(x, R), Q'(x, R))}{\text{Cap}_{p, \mu}(Q_k(x, R), Q'(x, R))} \geq \sqrt{c}.$$

Multiplying the inequalities, we obtain the theorem, since $x \in \mathbb{R}^n$ and $0 < c < 1$ are arbitrary.
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