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Abstract—A control algorithm and a probability-theoretical traffic analysis of a grade-crossed intersection of the computer-controlled vehicle system (CVS), a computer-controlled personal rapid transit (PRT) system developed in Japan, are presented. The control algorithm is simple but realistic and optimal in the sense that delay is minimized under the following constraints: the first-come first-served rule, the maneuver length limitation, and the collision-freeness condition. The analysis is completely based on this detailed control algorithm; random arrival of vehicles is assumed, and the behavior of the algorithm is formulated as a simple Markov chain known as a one-dimensional random walk. The exact and explicit expressions for some performance measures such as delay, abort rate, and throughput are obtained.

I. INTRODUCTION

THE MOVEMENT of people and goods in densely populated urban areas is becoming increasingly difficult. Existing transportation systems are already operating at or near their capacity, and it is clear that novel systems will be needed to cope with predicted future demands. Up to now, various kinds of automated rapid transit systems have been proposed [1]-[9]. The computer-controlled vehicle system (CVS) [9]-[14] developed in Japan is one of these systems and is classified as a personal rapid transit (PRT) [1], [2] system. Its main features are
1) on-demand and non-stop between origin and destination,
2) nearly door-to-door service,
3) personal (four seats) and private,
4) automatic operation, and
5) mass transportation.

The CVS is controlled by the cell-following (or moving target) and quasi-synchronous scheme [9]-[12], [15]-[19]. The guideway image is created in the computer, and hypothetical cells are moving along the guideway image in accordance with a predetermined position-time profile. Vehicles are usually required to follow the hypothetical cells currently assigned to them, but at intersections the cells they should follow may be changed in order to avoid collision at merge points. This results in deceleration and delay of the vehicles, and the possibility of needing reroute (abort) en route vehicles [18], [19], [25]. Since the effective system capacity will be dependent on intersection operating characteristics (e.g., delay, abort rate, etc.), it is vitally important to the entire system that intersection control algorithms be most efficient and that their (or queuing) characteristics be analyzed quantitatively.

To do this type of analysis, there are two typical approaches: computer simulation and probability theory. Though computer simulation [19]-[23] provides the means of monitoring many facets of performance of a sophisticated process, it requires time and money. The theoretical method [24], [25] can yield speedy, inexpensive, and rigorous results. Thangavelu [24] analyzed a grade-separated intersection of a PRT highway network by using conventional queuing theory (M/D/1 and G/M/1), assuming that the vehicles accelerate and decelerate (i.e., maneuver) only in the off lines (i.e., turn ramps). Hamamatsu [25] analyzed, by Markov chain techniques, a grade-separated intersection, where a low-speed way in a local-area network merges into a highway, assuming that the vehicles maneuver in the main line. But these studies seem unsatisfactory to the authors, because the analysis is not based on real algorithms but on conventional queuing models which result in inaccurate results. Apart from these disadvantages of the previous studies, the most essential point that motivated our study is that all of the intersections that have...
been studied so far by simulation or theory are "grade-separated," whereas the CVS in Japan adopts "grade-crossed" intersections.²

The CVS network has a hierarchy with two levels: a high-speed network and a low-speed network. A high-speed network covers a wide area which includes many towns and cities, and connects them with about 60-km/h high-speedways. It provides macroscopic interurban transportation. A low-speed network densely covers a local area usually included in a city area. It provides microscopic, nearly door-to-door transportation by 40-km/h-speedways. When a vehicle travels from some point \( P \) in some city \( A \) to another point \( Q \) in another city \( B \), it usually travels at first in a low-speed network from origin \( P \) to an interchange in city \( A \), then in a high-speed network from city \( A \) to city \( B \), and finally again in a low-speed network to the destination \( Q \). Note that the CVS network must have three types of intersections (crossings): those consisting of 1) two high-speed ways, 2) a high-speed and a low-speed way, and 3) two low-speed ways. The first type is used in a high-speed network. The second provides the interface between two levels of the network. These two types are usually grade-separated. The last type is used in a low-speed network and is intended to be grade-crossed. But so far no paper has been published concerning the control and traffic analysis of grade-crossed intersections.

In this paper we present a control algorithm and a theoretical analysis of a grade-crossed intersection. The algorithm is simple but realistic and optimal in the sense that delay is minimized under the following constraints: the first-come first-served rule, the maneuver length limitation, and the collision-freeness condition. The analysis is completely based on this detailed control algorithm, and the exact and explicit expressions for some performance measures are presented.

II. THE MODEL

A. The Intersection and the Vehicles

The configuration of the grade-crossed intersection relevant to this study is illustrated in Fig. 1. Two main lines cross at \( C \). The ramps \( D1-M2 \) and \( D2-M1 \) enable vehicles to diverge from one main line and merge into another. The checkpoints (\( CP1 \) and \( CP2 \)) and the maneuver zones (\( Z1 \) and \( Z2 \)) are assumed to be in the predive zones (upstream of the diverge points).

Since our concern is with the cell-following (or moving target) control, it is assumed that hypothetical cells are moving on the main lines and the ramps with the time intervals between their heads constant at \( \Delta t \). (The head or downstream boundary of each cell is called a “moving

target” or “target.”) A target is numbered \( k \) and denoted by \( MT\#k \), if it will pass (or has passed) a checkpoint at time \( k\Delta t \) (\( k \) is an integer). Thus Fig. 1 shows a possible situation of the intersection at time \( 10\Delta t \); the moving targets on \( CP1 \) and \( CP2 \) are numbered 10. Note that the same-numbered targets meet together at the cross point and the merge points.

Vehicles arriving at the checkpoints are classified into two types: vehicles wishing to go straight (S-type), and vehicles wishing to diverge (D-type). Let \( p, q, r \) be the probabilities associated with the content of each cell that arrives at \( CP1 \); \( p \) is the probability that the cell contains an S-type vehicle, \( q \) is the probability that the cell contains a D-type vehicle, and \( r = 1 - p - q \) is the probability that the cell is empty. In the same manner we define \( p', q' \), and \( r' \) associated with the content of each cell that arrives at \( CP2 \).

Except in the maneuver zones, vehicles follow the targets assigned to them. In the maneuver zones, however, vehicles are allowed to maneuver from one cell to another to change the targets they should follow. To illustrate, let us consider the situation in Fig. 1, where vehicles are both on \( CP1 \) and \( CP2 \). If both vehicles on the check points are S-type, then without maneuvering they would collide together at the cross point. If one is D-type and the other is S-type, then again they would collide together at a merge point. Such a situation is a “conflict.” Maneuvering provides an effective way of resolving conflicts. In the following subsection we will discuss it in detail.

B. Control Algorithm

In this paper we allow vehicles to maneuver forward as well as backward, and assume that maneuvering can occur even when there is no conflict between vehicles. The mechanism based on our assumption is as follows.
When the vehicle on MT\#k arrives at the checkpoint at time \(k\Delta t\), it receives a command to move to a new cell, say MT\#m. (The command is given by the computer which governs the control of the intersection. The real-time algorithm to calculate the value of \(m\) is given later.) When the command is received, we say that the vehicle has just been “assigned” MT\#m.

The vehicle assigned MT\#m attains its new target (i.e., completes maneuvering from MT\#k to MT\#m) up to the time it reaches the diverge point, by accelerating and/or decelerating in the maneuver zone. Fig. 2 shows typical trajectories for maneuvering vehicles: from MT\#0 to MT\#1 (the solid line), and from MT\#3 to MT\#2 (the broken line). The maneuver length is \((m - k)\) cells backward if \(k < m\), and \((k - m)\) cells forward if \(k > m\). Thus the solid line in Fig. 2 is a profile of maneuvering one cell backward, and the broken line is that of maneuvering one cell forward.

Let \(f\) and \(b\) be the upper limits of the maneuver length; that is, vehicles are not allowed to maneuver more than \(f\) cells forward or more than \(b\) cells backward. Thus \(m\) must satisfy the inequality

\[
k - f \leq m \leq k + b.
\]

The values of \(f\) and \(b\) depend on the maneuver zone length, the maximum/minimum vehicle speeds, the maximum acceleration, the maximum jerk, etc. (The minimum speed is needed to avoid a traffic jam and ensure non-stop transportation.)

In the remainder of this subsection we describe an algorithm to determine the value of \(m\), i.e., a real-time algorithm that assigns vehicles appropriate targets when they arrive at the checkpoints. Our strategy is to assign each vehicle the most advanced target (i.e., the target with the smallest number) under the following three constraints:

1) the “first-come first-served” rule—the target that should be assigned must have a greater number than that of any target assigned earlier,
2) the maneuver length limitation—the maneuver length must not be greater than \(f\) forward and \(b\) backward, and
3) the collision-freeness condition—a collision at the cross point or at the merge points must be avoided.

To describe the algorithm precisely, let us introduce the variables \(n\), \(k\), and \(x\). The \(n\) indicates the most advanced cell under the constraints 1) and 2) above; the arriving vehicle is most likely to be assigned MT\#n, except in the conflict case, where the vehicle may be assigned MT\#(n + 1), as we will see later. The \(k\) is the number of the arriving target (MT\#k). The variable \(x\) is increased by one every \(\Delta t\) time unit. The \(x\) is the variable to keep the value of \(n - k\). If the vehicle on MT\#k is assigned MT\#n, then it will maneuver \(x\) cells backward. (The statement “\(x\) cells backward” is interpreted as “(−\(x\) cells forward” if \(x < 0\).) We will see later that \(x\) satisfies

\[
-f \leq x \leq b
\]

and that \(x\) is chosen as the state of the stochastic process to be analyzed in this work.

Now let us describe the algorithm of cell assignment. We assume that the initial conditions are \(k = 0\), \(n = -f\), and \(x = -f\). When MT\#k arrives at the checkpoint at time \(k\Delta t\), the algorithm behaves as in Table I, depending on what type of vehicle (i.e., S-type, D-type, or no vehicle) on each checkpoint. In Table I

\[
\lambda = pp' + pq' + qp'
\]

and

\[
\mu = rr'
\]

are introduced for simplification.

Case 1, Relaxation: If there are no vehicles on the checkpoints, assignment is not performed, so MT\#n can be assigned to the next-coming vehicle; MT\#n is still the most advanced cell to be assigned. Therefore, the algorithm keeps the value of \(n\) as it is and lets \(k \leftarrow k + 1\) and \(x \leftarrow x - 1\) if \(-f < x < b\).

If \(x = -f\), then the above procedure is illegal because \(x\) would have the value \(-f - 1\), which contradicts (1) or the maneuver length limitation. Therefore, we must give up assigning MT\#n to any vehicle; we are obliged to waste MT\#n without using it effectively. The next-coming vehicle must be assigned a target numbered \((n + 1)\) or more. Thus if \(x = -f\), let \(k \leftarrow k + 1\), \(n \leftarrow n + 1\), and keep \(x\) as it is.

Case 2, Non-conflict: Consider the case in which there is just one vehicle or there are two D-type vehicles on the checkpoints. The vehicle(s) can be assigned MT\#n because no collision occurs. Since the most advanced cell to be assigned next should be replaced by MT\#(n + 1), let \(k \leftarrow k + 1\), \(n \leftarrow n + 1\) and keep \(x\) as it is.

Case 3, Conflict: In the case where there are two vehicles including at least one S-type vehicle, they will collide together if they are assigned the same-numbered targets. Therefore, we assign one of them MT\#n and the other MT\#(n + 1). Since the next-coming vehicle should be assigned a target numbered \((n + 2)\) or more, let \(k \leftarrow k + 1\), \(n \leftarrow n + 2\), and \(x \leftarrow x + 1\).

Note that the above procedure is valid only if \(-f < x < b\); if \(x = b\), the procedure causes \(x \leftarrow b + 1\), which contradicts the maneuver length limitation. Therefore, when \(x = b\) we must assign MT\#n to both vehicles and force them to diverge (to avoid a collision) even if they wish to go straight. Then, let \(k \leftarrow k + 1\), \(n \leftarrow n + 1\), and keep \(x\) as it is \((x = b)\).

Here we add a comment to case 3. We stated that if \(-f < x < b\), then one of the vehicles is assigned MT\#n and the other is assigned MT\#(n + 1). However, it is not
TABLE I  INTERSECTION CONTROL ALGORITHM

<table>
<thead>
<tr>
<th>Vehicles on CP1 CP2</th>
<th>Classification</th>
<th>Probability</th>
<th>Control</th>
</tr>
</thead>
<tbody>
<tr>
<td>O O</td>
<td>Relaxation</td>
<td>$rr'$</td>
<td>$\mu$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>If $-b&lt;x\leq f$, $k\leftarrow k+1$, $n\leftarrow n$, $x\leftarrow x-1$.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>If $x=f$, $k\leftarrow k+1$, $n\leftarrow n+1$, $x\leftarrow x$.</td>
</tr>
<tr>
<td>S O</td>
<td>Non-conflict</td>
<td>$pr'$, $qr'$</td>
<td>$1-\lambda-\mu$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Assign the vehicle(s) MT$#n$, and $k\leftarrow k+1$, $n\leftarrow n+1$, $x\leftarrow x$.</td>
</tr>
<tr>
<td>D O</td>
<td></td>
<td>$rp'$, $rq'$</td>
<td></td>
</tr>
<tr>
<td>O S</td>
<td>Conflict</td>
<td>$pq'$, $qp'$</td>
<td>$\lambda$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>If $-f&lt;x&lt;b$, assign MT$#n$ to one of the vehicles and MT$#(n+1)$ to the other. Then $k\leftarrow k+1$, $n\leftarrow n+2$, $x\leftarrow x+1$.</td>
</tr>
<tr>
<td>D D</td>
<td></td>
<td>$pp'$</td>
<td></td>
</tr>
</tbody>
</table>

S: wishing to go straight
D: wishing to diverge
O: no vehicle exists

C. Illustrative Example

Assume that $f = 1$, $b = 2$ and that the vehicles arrive as shown in Fig. 4. In the following we illustrate how the control algorithm works.

The initial conditions (the conditions just before time $0\Delta t$) are $k = 0$ and $n = x = -1$. At time $0\Delta t$, an S-type vehicle (denoted by S) and a D-type vehicle (denoted by D) arrive at the intersection.

Fig. 3. Control algorithm.
At time $1\Delta t$, two D-type vehicles arrive, and both are assigned MT#1. At time $2\Delta t$, a D-type vehicle and an S-type vehicle are assigned MT#2 and MT#3, respectively. At time $3\Delta t$, two S-type vehicles are assigned MT#4 and MT#5. At this point, $k = 4$, $n = 6$, and $x = 2$. Figure 6 illustrates this situation.

At time $4\Delta t$, two vehicles, S and D, arrive and the algorithm assigns MT#6 to both of them, forcing vehicle S to diverge (denoted by $D$ in Fig. 7). Continuing in this way we can see that the situation at time $10\Delta t$ is $k = 10$, $n = 9$, and $x = 1$, as shown in Fig. 7.

Figure 8 illustrates the trajectories of the vehicles. The solid lines and broken lines represent the trajectories of the vehicles on main line 1 and 2, respectively. The symbol $d$ denotes a D-type vehicle, while the symbol $\bar{d}$ denotes an S-type vehicle forced to diverge in spite of its wish to go straight.

D. Discussion

Let us discuss the validity of the location of maneuver zones. In a high-speed network, maneuver zones can be located within the ramp areas (D1-M2, D1-M1, etc.) instead of the prediverge areas (CP1-D1, CP2-D2), and it is reported [21], [22] that the former alternative (ramp maneuvering) can provide better performance. However, our concerns in this work are not with big grade-separated intersections but with small grade-crosed ones which are densely distributed in a low-speed network covering an urban area. In such networks the distances between the diverge points and the merge points (D1-M2, D2-M1), and the distances between the diverge points and the cross point (D1-C, D2-C), are too short to provide enough length for maneuvering. Therefore, it is a valid assumption that the maneuver zones are in the prediverge areas.

Let us discuss an aborting characteristic of our model. In a conventional model of a quasi-synchronous-controlled grade-separated intersection [18], [19] going straight is always allowed, while diverging is sometimes forbidden. On the other hand, in our grade-crossed intersection diverging is always allowed, while going straight is sometimes forbidden. Consider the typical CVS network in Fig. 9. In our model, if a vehicle wishing to go straight toward A is forced to diverge at D, it can return to D by running along the route shown by the broken line. Of course it can select
another route instead, but at worst it can return to $D$ at the lowest cost. This is also true when a vehicle cannot enter an off-line station (owing to no empty berths in the station) and is obliged to pass beside the station; it can return near the station without traveling too long.

III. Analysis

A. Markov Chain

The control algorithm discussed in the previous section defines a finite-state automaton if we choose $x$ as its state and the collection of $(00)$, $(S0)$, · · · , and $(SS)$ (shown in Table I) as its input set. If we observe the value of $x$ every $\Delta t$ time unit, the resultant sequence defines the finite-state discrete-time Markov chain [26] with its transition probabilities (denoted by $p_{i,j}$’s) as follows:

$$p_{x,x-1} = \mu,$$  
$$-f < x \leq b \quad (4)$$

$$p_{x,x} = \begin{cases} 
1 - \lambda, & x = -f \\
1 - \lambda - \mu, & -f < x < b \\
1 - \mu, & x = b 
\end{cases} \quad (5)$$

$$p_{x,x+1} = \lambda, \quad -f \leq x < b. \quad (6)$$

This stochastic process is a version of the one-dimensional random walk [26]. The transition diagram is shown in Fig. 10.

B. The Stationary Distribution and the Expected Value of $x$

Let $\{\pi_i\} \ (f \leq i \leq b)$ be the stationary distribution of $x$; that is, $\pi_i$ is the probability that $x = i$ in the steady state. It is evident from Fig. 10 that $\{\pi_i\}$ satisfies the following equations [26]:

$$\pi_{i-f} = \pi_{i-f}(1 - \lambda) + \pi_{i-f+1} \mu,$$

$$\pi_i = \pi_{i-1} \lambda + \pi_i(1 - \lambda - \mu) + \pi_{i+1} \mu, \quad -f < i < b,$$

$$\pi_{b-f} + \pi_{b-f+1} + \cdots + \pi_b = 1. \quad (7)$$

These yield

$$\pi_i = \begin{cases} 
(1 - \rho)\rho^{i-f}, & \rho \neq 1 \\
1/(L + 1), & \rho = 1, \quad -f \leq i \leq b 
\end{cases} \quad (8)$$

and

$$\tilde{x} = \sum_{i=-f}^{b} i \pi_i = \rho + \frac{1 - (L + 1) \rho^L + L \rho^{L+1}}{1 - \rho^L + \rho^{L+1}}, \quad \rho \neq 1$$

where

$$\rho = \lambda/\mu \text{(the traffic intensity)}, \quad (10)$$

$$L = f + b \text{(the degree of maneuverability)}, \quad (11)$$

and $\tilde{x}$ is the expected value of $x$.

The $\{\pi_i\}$ is a shifted geometric distribution with a finite domain; $\rho$ and $L$ define its form, and $f$ defines the shift. $\rho$ and $L$ also define

$$\pi_b = \begin{cases} 
(1 - \rho)\rho^L, & \rho \neq 1 \\
1/(L + 1), & \rho = 1 
\end{cases} \quad (12)$$

which is an important factor of the abort rate (described later).

C. Delay

If a vehicle maneuvers $\delta$ cells backward, then the time consumed by the vehicle in the maneuver zone will be $\delta \Delta t$ longer than that in the nonmaneuver case (i.e., the case where the vehicle moves without maneuvering). In other words, the maneuver length ($= \delta$) is equivalent to the time delay measured by $\Delta t$. (If $\delta < 0$, we interpret it as the maneuvering of ($-\delta$) cells forward and ($-\delta$) as the time gain.)

Though we have already obtained the distribution of $x$, it is not equivalent to the distribution of the delay; if $x = i$, then the delay is either $i \Delta t$ or $(i + 1) \Delta t$. In the following we calculate the distribution of the delay based on the distribution of $x$.

First, let us calculate $\sigma_i = \Pr[\delta_S = i]$, where $\delta_S$ is the random variable which represents the delay of an $S$-type vehicle on main line 1, and $\sigma_i$ is its stationary distribution. The $S$-type vehicle is delayed by $i \Delta t$ in the following three situations, given that the vehicle is on CP1:

a) the case where $x = i$ and no conflict arises;

b) the case where $x = i$ and the conflict arises, but this vehicle is assigned MT#i rather than MT#(i + 1); and

c) the case where $x = i - 1$ and the conflict arises, and this vehicle is assigned MT#i rather than MT#(i - 1).

Since in the conflict cases b) and c) this vehicle is assigned MT#i with probability 0.5 (owing to the assumption in II-B), we obtain

$$\sigma_i = \left[ \frac{(p' + q')/2}{\pi_{i-1}} + \frac{(p' + q')/2 + r'}{\pi_i} \right] \pi_i.$$  

However, this discussion is valid only if $-f < i < b$. If $i = -f$, we should omit case c). If $i = b$, we should omit cases a) and b), and add a new case:

d) the case in which $x = b$.  

Fig. 10. Transition diagram.
Thus we obtain the exact expression for \( \sigma_i \)

\[
\sigma_i = \begin{cases} 
(1 - (p' + q')/2)\pi_{-1}, & i = -f \\
(p' + q')/2\pi_{i-1} + [1 - (p' + q')/2]\pi_i, & -f < i < b \\
(p' + q')/2\pi_{b-1} + \pi_b, & i = b.
\end{cases}
\]  

(13)

Note that \( 1 - (p' + q')/2 = (p' + q')/2 + r' \).

From (13) we can calculate the expected delay of an S-type vehicle on main line 1:

\[
\overline{\delta}_S = \sum_{i=-f}^{b} i \sigma_i = \bar{x} + [(p' + q')/2](1 - \pi_b).
\]  

(14)

In a similar way we obtain

\[
\tau_i = \begin{cases} 
(1 - p'/2)\pi_{-1}, & i = -f \\
(p'/2)\pi_{i-1} + (1 - p'/2)\pi_i, & -f < i < b \\
(p'/2)\pi_{b-1} + \pi_b, & i = b
\end{cases}
\]

(15)

and

\[
\delta_D = \bar{x} + (p'/2)(1 - \pi_b)
\]

(16)

where \( \tau_i \) is the distribution of the delay of a D-type vehicle on main line 1, and \( \delta_D \) is the expected delay of it. Furthermore, we can obtain the quantities associated with the delay on main line 2:

\[
\overline{\delta}_S = \text{the distribution of the delay of an S-type vehicle on main line 2,}
\]

\[
\delta_D = \text{the expected delay of it,}
\]

\[
\tau_i = \text{the distribution of the delay of a D-type vehicle on main line 2, and}
\]

\[
\delta_D = \text{the expected delay of it}
\]

though the results are not shown here. It is easily seen that the expected delays satisfy

\[
\bar{x} \leq \overline{\delta}_S, \overline{\delta}_D, \overline{\delta}_S^2 \leq \bar{x} + 0.5.
\]  

(17)

This means that the difference between these delays is at most 0.5 \( \Delta t \). Therefore, in many practical situations we need not evaluate all of them. The average delay defined here is sufficient

\[
\bar{\delta} = p\overline{\delta}_S + q\delta_D + p\overline{\delta}_S + q\overline{\delta}_D
\]

\[
= \bar{x} + \frac{\lambda(1 - \pi_b)}{p + q + p' + q'}
\]

(18)

D. Abort Rate

Let \( \epsilon \) be the abort rate on main line 1, i.e., the probability that an S-type vehicle on main line 1 is forced to

\[
\epsilon = \Pr \{ x = b, \text{there is a vehicle on CP2 that is on CP1} \}
\]

\[
= \pi_b (p' + q')/p
\]

\[
= \pi_b (p' + q')
\]

(19)

Similarly, we can calculate \( \epsilon' \) or the abort rate on main line 2

\[
\epsilon' = \pi_b (p + q)
\]

(20)

E. Throughput

Let \( \theta \) and \( \theta' \) be the throughputs on main line 1 and 2, respectively, i.e., the expected numbers of vehicles per \( \Delta t \) time unit that will pass CP1 and CP2, respectively, without abortion. Then we have

\[
\theta = (1 - \epsilon) p + q
\]

(21)

and

\[
\theta' = (1 - \epsilon') p' + q'
\]

(22)

F. Unrestricted Case

Up to this point we have assumed implicitly that \( b < \infty \).

In this subsection we assume that \( b = \infty \), or that the backward maneuver length is not limited.

When \( b = \infty \) the stationary distribution of \( x \) does not necessarily exist. The necessary and sufficient condition for its existence [26] is \( \lambda < \mu \). In other words, the expected value of \( x \) is finite if and only if the following inequality holds:

\[
p + q + p' + q' - q' < 1.
\]

(23)

If (23) holds, we can obtain several measures:

\[
\pi_i = (1 - \rho)p^{i+1}, \quad i \geq -f
\]

(24)

\[
\bar{x} = \rho/(1 - \rho) - f
\]

(25)

\[
\bar{\delta} = \bar{x} + \lambda/(p + q + p' + q')
\]

(26)

\[
\epsilon = \epsilon' = 0
\]

(27)

\[
\theta = p + q, \quad \theta' = p' + q'.
\]

(28)

G. Numerical Examples

Let \( \kappa \) and \( \kappa' \) be the inflow cell occupancies on main lines 1 and 2, respectively, and let \( \beta \) and \( \beta' \) be the diverge-seeker proportions on main lines 1 and 2, respectively. Then

\[
\kappa = p + q, \quad \kappa' = p' + q'
\]

(29)

and

\[
\beta = q/(p + q), \quad \beta' = q'/(p' + q').
\]

(30)

In the following numerical examples we adopt \( \kappa, \kappa', \beta, \) and \( \beta' \) (rather than \( p, q, r, p', q', \) and \( r' \)) as the parameters of the model by substituting

\[
p = (1 - \beta)\kappa, \quad q = \beta\kappa, \quad r = 1 - \kappa
\]

(31)

into (2), (3), and (18)-(22).
Figs. 11 and 12 show the variation of the minimum throughput \( = \min[\theta, \theta'] \) and the maximum abort rate \( = \max[\epsilon, \epsilon'] \) with \( \kappa \) and \( \kappa' \). It is assumed that \( L = 6(f = 0, b = 6) \) and \( \beta = \beta' = 0.1 \). In Fig. 11 the lines are obtained by changing the value of one \( \kappa \) or \( \kappa' \) while fixing the value of the other; the fixed values are shown on the sides of the related lines. For example, if \( \kappa = 0.3 \) and \( \kappa' = 0.5 \), then the minimum throughput and the maximum abort rate are 0.3 and \( 10^{-3} \), respectively. The small circles in the figure indicate the points at which \( \kappa = \kappa' \). We see from the figure that if \( \kappa \) is increased while keeping \( \kappa' \) fixed, then the maximum abort rate increases. On the other hand, the minimum throughput increases just until \( \kappa = \kappa' \), then it keeps the constant value and finally decreases.

In Fig. 12 the lines are obtained by changing the values of \( \kappa \) and \( \kappa' \) such that their sum or their difference is constant. We see that the maximum abort rate depends mainly on \( \kappa + \kappa' \) if the difference between \( \kappa \) and \( \kappa' \) is not so great.

Fig. 13 shows the variation of the average throughput \( = \frac{[\theta + \theta']/2}{[\rho + \rho']} \) and the average abort rate \( = \frac{[\rho \epsilon + \rho' \epsilon']}{[\rho + \rho']} \) in the same way as in Fig. 12. If \( \kappa + \kappa' \) is greater than approximately 1.2, then the average throughput and the average abort rate do not depend on the difference between \( \kappa \) and \( \kappa' \). We see from Fig. 12 that the smaller difference between \( \kappa \) and \( \kappa' \) makes the minimum throughput higher and the maximum abort rate lower; on the other hand, from Fig. 13, the smaller difference makes the average throughput lower and the average abort rate higher. Therefore, we should say that load-balance (the smaller difference between \( \kappa \) and \( \kappa' \)) contributes to the improvement of the “worst” performances (the “minimum” throughput and the “maximum” abort rate) at the cost of the improvement of the “average” performances (the “average” throughput and the “average” abort rate).

Fig. 14 shows the variation of the throughput \( \theta = \theta' \) and the abort rate \( \epsilon = \epsilon' \) with \( \kappa \) and \( L \). It is assumed that \( \kappa' = \kappa, \beta = \beta' = 0.1, \beta = f = 0 \). Figure 15 shows the variation of the average delay \( \delta \) and the abort rate \( \epsilon = \epsilon' \) in the same way as Fig. 14. With an increase in the degree
of maneuverability (= L) the abort rate and the throughput improve at the cost of the increase in the delay.

Table II shows the upper limit of the inflow cell occupancy and the average delay, where L and the upper limit of ε are chosen as the parameters; the other conditions are kept the same as in Figs. 14 and 15. For example, when L = 5 we see that if at most one vehicle arrives in about 3Δt time units (i.e., k ≤ 0.35) then the abort rate is less than 0.1 percent.

IV. SUMMARY

We have presented the model and control algorithm of CVS “grade-crossed” intersections. Notable features of them are summarized as follows:

1) simplicity—the algorithm is quite simple, so it can be implemented at low cost by microprocessor or hardware;
2) optimality—the algorithm is optimal in the sense that it assigns each vehicle the most advanced target (thus delay is minimized) subject to the following three constraints: the first-come first-served rule, the maneuver length limitation, and the collision-freeness condition; and
3) analyzability—assuming random arrival, we have been able to formulate the behavior of the algorithm as a simple Markov chain and obtain the exact and explicit expressions for delay, abort rate, and throughput.

TABLE II

<table>
<thead>
<tr>
<th>L</th>
<th>ε = 1%</th>
<th>ε = 0.1%</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.01</td>
<td>0.001</td>
</tr>
<tr>
<td>1</td>
<td>0.20</td>
<td>0.10</td>
</tr>
<tr>
<td>2</td>
<td>0.30</td>
<td>0.20</td>
</tr>
<tr>
<td>5</td>
<td>0.42</td>
<td>0.35</td>
</tr>
<tr>
<td>10</td>
<td>0.47</td>
<td>0.43</td>
</tr>
</tbody>
</table>

Fig. 15. Average delay versus abort rate.
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