Generation of Equivalent Circuit from Finite Element Model Using Model Order Reduction
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This paper proposes equivalent-circuit generation from the finite element (FE) model of electromagnetic devices using model order reduction (MOR). In this method, an equivalent circuit is directly generated from the reduced transfer function obtained using MOR based on Padé approximation via the Lanczos process. It is shown that the generated circuit yields sufficiently accurate results in both frequency and time domains. Moreover, the computational time of the present method is much shorter than that of circuit generation based on frequency sweep using the conventional FE analysis.
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I. INTRODUCTION

Finite Element Method (FEM) has been widely used to design electric machines and electromagnetic devices. On the other hand, because of heavy computational burden in FE analysis, they are often modeled as an equivalent circuit for design of their control and driving circuits. The frequency-invariant resistance and reactance in the equivalent circuits can be obtained by FE analysis. However, these equivalent circuit models become inaccurate if the circuit parameters are dependent on frequency due to skin and proximity effects. The circuit parameters can also be determined directly from the frequency response obtained by FE analysis \cite{1}. The computational time required for this method would be, however, too expensive for real uses.

Recently it has been pointed out that the equivalent circuit can directly be generated from the exact solutions to eddy current problems \cite{2}. Although this method is promising from aspects of numerical accuracy and computational complexity, it can only treat simple structures such as plates and cylinders.

In this paper, we propose a new method to generate equivalent model directly from reduced FE models constructed by the model order reduction (MOR) technique \cite{3}-\cite{8}. In this method, the equivalent circuit is generated from the reduced transfer function of an electromagnetic device obtained by Padé approximation via the Lanczos process (PVL) \cite{3}\cite{4}. This method can be applied to complicated objects and it provides highly accurate results over all frequency range with small computational burden. It is also possible to employ MOR based on the proper orthogonal decomposition \cite{5}-\cite{8} for this purpose, which is discussed in another contribution \cite{8}. To test the performance of the proposed method, we apply it to inductor models in which the skin and proximity effects are not negligible.

\textsuperscript{*} Manuscript received June 20, 2015. Corresponding author: Y. Sato (e-mail: yukisato@em.ist.hokudai.ac.jp).

II. MAGNETO-QUASI-STATIC ANALYSIS

We consider magneto-quasi-static fields governed by the equations given by

\begin{align}
\text{rot } \text{rot } \mathbf{A} + j \omega \chi (\mathbf{A} + \nabla \varphi) &= 0 \quad (1a) \\
\text{div} \{j \omega \chi (\mathbf{A} + \nabla \varphi)\} &= 0 \quad (1b)
\end{align}

are solved, where \( A, \varphi, \nu, \omega \) and \( \chi \) are vector potential, scalar potential, magnetic reluctivity, angular frequency and conductivity, respectively. Applying the weighted residual method, we can obtain a system of algebraic equations which composes symmetric and sparse FE matrix, that is,

\begin{align}
\int_{\Omega} \left( \text{rot} \mathbf{N}_i \cdot \text{rot} \mathbf{A} + j \omega \chi \mathbf{N}_i \cdot \mathbf{A} \right) dV + \int_{\partial \Omega} j \omega \chi \mathbf{N}_i \cdot \nabla \varphi dS &= 0 \quad (2a) \\
\int_{\Omega} j \omega \chi \mathbf{A} \cdot \nabla \mathbf{N}_a \, dV + \int_{\partial \Omega} j \omega \chi \nabla \varphi \cdot \nabla \mathbf{N}_a \, dS &= 0 \quad (2b)
\end{align}

We solve (2) using the ICCG method. From solution of (2), we can calculate the current which flows in the conductor.

\begin{equation}
i = \int_{\Omega} j \omega \chi \mathbf{A} \cdot \sum \nabla \mathbf{N}_a \, dV + \int_{\partial \Omega} \nabla \varphi \cdot \sum \nabla \mathbf{N}_a \, dS \quad (3)
\end{equation}

where \( \Gamma_i \) is the input surface of the conductor.

III. GENERATION OF EQUIVALENT CIRCUIT USING PVL

A. Transfer function of linear system

We can rewrite (2) and (3) in the following form

\begin{align}
\mathbf{N} \dot{x} + \mathbf{K} x &= \mathbf{b} v_0 \quad (4a) \\
i &= \mathbf{L}^t x \quad (4b)
\end{align}

where \( N, K \in \mathbb{R}^{n \times n}, b, l, x = [a, \varphi, i]^t \in \mathbb{R}^n \), respectively, where \( n \) denotes degree of freedoms of the FE equation. The unknown
vector \( x \) is composed of vector and scalar potentials as well as current. The transfer function of this system can be expressed by

\[
H(s) = l'(K + sN)^{-1}b
\]

(5)

Moreover, \( H(s) \) is expressed around the expansion point \( s_0 \) as

\[
H(s_0 + \sigma) = l'(1 - \sigma X)^{-1}r
\]

(6)

where \( X = -(K + s_0 N)^{-1}N \) and \( r = (K + s_0 N)^{-1}b \). We apply spectral decomposition to \( X \) in (6) to obtain

\[
H(s_0 + \sigma) = l'(1 - \sigma \Lambda \Sigma^{-1})^{-1}r = \sum_{i=1}^{n} \frac{f_i g_i}{1 - \alpha^2 i}
\]

(7)

where \( \Lambda \) and \( \Sigma \) are matrices including the eigenvalues and eigenvectors of \( X \), \( f = \Sigma^{1/2} \) and \( g = \Sigma^{-1/2} r \), respectively. It is possible to obtain the equivalent circuit from (7). However, this formulation would be unsuitable for real uses because of heavy computational burden in solution of the eigenvalue problem. To circumvent the above difficulty, we apply the Neumann series expansion to (6)

\[
H(s_0 + \sigma) = l'(1 + \sigma X + \sigma^2 X^2 + \cdots) r = \sum_{i=0}^{\infty} m_i \sigma^i
\]

(8)

where \( m_i = l' X^i r \). Effective evaluation of \( X^i \) in (8) could be performed by the Lanczos method. However, the Lanczos method is valid for eigenvalue computation of symmetric matrices, while \( X \) is generally non-symmetric. For this reason, we employ here the bi-Lanczos method [9] which is valued for non-symmetric matrices. This method seeks for a tridiagonal matrix whose eigenvalues correspond to the significant eigenvalues of the non-symmetric matrix \( X \). The algorithm for bi-Lanczos method is described below.

-----bi-Lanczos method algorithm------

0) Set \( \rho_1 = ||r||, \eta_1 = ||l||, \nu_1 = \sigma / \rho_1, w_1 = l / \eta_1, v_0 = w_0 = 0 \) and \( \delta_0 = 0 \)

For \( n=1,2,\ldots,q \) do

1) Compute \( \delta_n = ||w_n|| \)

2) Set \( \alpha_n = w_n^T X v_n / \delta_n, \beta_n = \nu_n \delta_n / \delta_{n-1}, \gamma_n = \rho_n \delta_n / \delta_{n+1} \)

3) Set \( v = X v_n - \alpha_n v_{n-1}, w = X w_n - \beta_n w_{n-1}, \eta_n = \gamma_n / \delta_{n+1} \)

4) Set \( \rho_{n+1} = ||v||, \eta_{n+1} = ||w||, v_{n+1} = v / \eta_{n+1}, w_{n+1} = w / \eta_{n+1} \)

In this algorithm, we have to solve the FE equation twice to calculate \( X v_n \) and \( X w_n \). Applying the bi-Lanczos method to \( X \), we obtain the two tridiagonal matrices of the form

\[
T_q = \begin{bmatrix}
\alpha_1 & \beta_2 & 0 & \cdots & 0 \\
\rho_2 & \alpha_2 & \beta_3 & \cdots & 0 \\
0 & \rho_3 & \alpha_3 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & \cdots & 0 & \rho_q & \alpha_q \\
\end{bmatrix}
\]

\[
\tilde{T}_q = \begin{bmatrix}
\alpha_1 & \gamma_2 & 0 & \cdots & 0 \\
\eta_2 & \alpha_2 & \gamma_3 & \cdots & 0 \\
0 & \eta_3 & \alpha_3 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & \cdots & 0 & \eta_q & \alpha_q \\
\end{bmatrix}
\]

(9)

where

\[
Xv_q = V_q T_q, \quad X^T w_q = V_q \tilde{T}_q
\]

(10)

In (10), \( V_q \) and \( W_q \) represent the matrices whose columns are \( v_n \) and \( w_n \). The following relation is given by

\[
\tilde{T}_q = D_q T_q D_q^{-1}, \quad D_q = \text{diag}[\delta_1 \cdots \delta_n]
\]

(11)

B. Padé approximation via the Lanczos process [3]

First, we evaluate \( m_i \) in (8) using the bi-Lanczos method as follows:

\[
m_i = l' X^i r = l' r(e'_i T_q e_i)
\]

(12)

where \( e_i = [1,0,\ldots,0]^T \). Substituting (12) into (8), we obtain

\[
H(s_0 + \sigma) = \sum_{i=0}^{\infty} l' r(e'_i T_q e_i) \sigma^i = l' r \sigma^i (1 - \sigma T_q)^{-1} e_i
\]

(13)

Next, we perform the spectrum decomposition for \( T_q \) to obtain

\[
H(s_0 + \sigma) = l' r \sigma^i (1 - \sigma S_q \Lambda_q S_q^{-1})^{-1} e_i
\]

(14)

where \( S_q = S_q^T e_i \) and \( e_i = S_q^{-1} e_i \). Note that the size of \( T_q \) is much smaller than that of \( X \). Hence we can effectively perform the spectrum decomposition of \( T_q \). Finally, we obtain the reduced transfer function

\[
H(s_0 + \sigma) = k_{\infty} + \sum_{j=0}^{q} \frac{k_j}{\sigma - p_j}
\]

(15)

where

\[
k_j = -l' \mu_j v_j, \quad k_{\infty} = \sum_{j=0}^{q} l' \mu_j v_j, \quad p_j = \frac{1}{\lambda_j}
\]

(16)

which corresponds to the Padé approximation of the transfer function (6). In this processes, we can also employ Block-Arnoldi Algorithm [10] to construct (15) from (5).

C. Generation of equivalent circuit

The reduced transfer function (15) can be regarded as an admittance function \( Y(s_0 + \sigma) \) because the input and output of (4) are voltage and current, respectively. The expansion point is set to \( s_0 = 2\pi f_{\max} \).

Here, the admittance function (15) is expressed by
\[ Y(s_q + \sigma) = \frac{1}{Z_{\infty}} + \frac{1}{Z_i} + \frac{1}{Z_2} + \cdots + \frac{1}{Z_q} \]  

(17)

Substituting \( \sigma = s_q = jw = 2\pi f_{\text{max}} \) to (15), we have

\[ Z_j = \frac{-2\pi f_{\text{max}} - p_j}{k_j} + j\omega \frac{1}{k_j} = R_j + j\omega L_j \]  

(18)

where \( R_j \) and \( L_j \) obtained by this method are resistance and inductance for the Foster equivalent circuit shown in Fig. 1. Note that \( |p_j| > 2\pi f_{\text{max}} \) must hold so that the condition \( R_j \geq 0 \) is satisfied.

### IV. NUMERICAL RESULTS

#### A. Coil windings model

We apply the proposed method to the coil windings model shown in Fig. 2 in which \( \kappa \) is set to 5.76x10^7 S/m. The scalar potential are defined on the cross-sectional surface of the coil as follows [11]:

\[ \varphi = \rho_0 \sum_{i_{\text{con}}} N_i + \sum_{j} \rho_j \sum_{k_{\text{con}}} N_k \]  

(19)

where \( \Gamma_{i_{\text{con}}} \) and \( \Gamma_k \) denote the input and other cross-sectional surfaces of the coil windings. Because the coil windings are connected in series, the identical scalar potentials are assumed on the common surfaces.

The frequency range of interest is \( 0 \leq f \leq 1 \text{MHz} \). Due to the symmetry, we analyze one eighth of the coil windings model. We employed 298201 tetrahedral elements in the FE model.

The frequency characteristics for the impedance are shown in Fig. 3 in which “FEM” and “\( q = \text{int} \)” indicate the results obtained by conventional FE analysis and the resultant equivalent circuit, in which \( i \) is the number of stages of the Foster circuit. We conclude from Fig. 3 that the equivalent circuit is rather accurate even if \( q = 2 \). We summarize the values of circuit parameters of the Foster circuit in TABLE I.

The computational time for generation of the Foster circuit is about 40 min when \( q = 5 \) using Xeon W5590/3.2GHz(12GB RAM). On the other hand, the elapsed time of field computations by FEM at 13 sampling frequencies shown in Fig. 3 is 230 min under the same computational environment. This method would be very effective for design of external circuit connected to electromagnetic machines and devices because of its light computational burden and accuracy.

#### B. Inductor model for DC-DC converter

An inductor included in a simple DC-DC converter shown in Fig. 4 is analyzed by FEM. The core material of the inductor is magnetically saturated under DC bias condition. Moreover, the skin and proximity effects in the coil windings become significant when the switching frequency increases. Although the FE equation of the inductor can be simultaneously solved with the circuit equation, this coupling analysis would take too long time for circuit design. The

\[ \text{rot} \nu(A) \text{rot} A = ji_{bs} \]  

(20)

where \( j \) and \( i_{bs} \) are the current density whose integration over a cross-section results in unit current, and the magnitude of the biased DC current. From this analysis, we can determine the different values of permeability in the FEs. Then assuming that the permeability values are frozen to these ones, we solve linear Maxwell equations to create the equivalent circuit using the method mentioned in Section III. This method is expected to be accurate in the steady state, while it might be inaccurate in the transient states where permeability is significantly different from that in the steady state.

Fig. 5 shows the inductor model used in the DC-DC converter shown in Fig. 4 where the core material and the conductivity of the coil winding are assumed to be 50A400 and 5.76 x 10^7 S/m. The pulse frequency, the duty factor, resistance \( R_0 \) and capacitance \( C_0 \) in Fig. 5 are set to 1MHz, 0.9, 0.05Ω and 1μF, respectively. Moreover, the number of the
stages for the Foster circuit is set to 5 and DC voltage is assumed to be either 0.3V or 1.2V. The corresponding biased currents are 5A and 20A. We discretize the FE domain of the inductor model with 117548 tetrahedral elements.

The currents flowing through $L_{\text{FEM}}$ are shown in Figs. 6 and 7 where "static" represents the result which is obtained from a circuit model in which the inductor is modeled as pure inductance neglecting eddy current losses. Moreover, "present" and "FEM" represent the results which are obtained from the equivalent circuit constructed by the proposed method and coupled FE-circuit analysis, respectively. It is found from Fig. 6 that the current obtained by present method agrees well with that obtained by the coupled FE-circuit analysis. We can find some differences in them in Fig. 7. The reason of these differences is that the dynamic changes in the permeability become significant when $E$ is increased to 1.2V, and thus the assumption of the frozen permeability gives rise to errors. The computational time for circuit generation of the inductor is about 13 min. under the same computational environment mentioned above. The coupled FE-circuit analysis considering nonlinearity of the inductor core, skin and proximity effects takes more than 6 hours. Note that the elapsed time of the circuit analysis is negligibly shorter than the coupled FE-circuit analysis. Once we construct the equivalent circuit, the circuit analysis can be effectively performed changing the topology and parameters for circuit design.

V. CONCLUSION

In this paper, we have proposed a novel method to generate equivalent circuits using MOR based on PVL. This method has been applied to the coil windings model and inductor model used in a DC-DC converter. The proposed method can take the eddy current effects and nonlinearity of core materials into account. The equivalent circuit constructed by the proposed method is accurate when the nonlinearity is not strong and the computational time is much shorter than that of FE-circuit coupling analysis. In this work we neglect capacitance between the coils which becomes significant in higher frequency range. In future work, we plan to include the capacitive effects in the equivalent circuit.
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