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Abstract

Venus is covered with thick clouds of sulfuric acid that are present at 45–70 km above its surface. The winds on Venus are faster than the planet’s rotation at all altitudes above its surface, in the same direction as its rotation. This phenomenon is known as super-rotation. In particular, at the cloud top level (65–70 km) of Venus, the winds reach up to 100 m s$^{-1}$, which is 60 times the speed of the planet’s rotation at the equatorial region. One of the proposed mechanisms for the generation of super-rotation is the Gierasch mechanism, which has been supported by numerical simulations. In the Gierasch mechanism, super-rotation is generated by angular momentum transport in the poleward direction via meridional circulation and in the equatorward direction via eddies. To verify this mechanism, it is necessary to analyze the eddy transport of angular momentum on a horizontal scale of less than several thousand kilometers. However, previous studies have proven this to be a difficult task. The purpose of this study is to develop a method of cloud tracking and accuracy evaluation that is able to provide the datasets required to analyze this phenomenon on the horizontal scale. Here, the Venus Monitoring Camera onboard the European Space Agency’s Venus Express, which captures UV images at 365 nm, is used for the cloud tracking. In the conventional cloud tracking methods, the cross-correlation coefficients between the sub-images of two images are computed, and cloud motion is estimated by selecting the maximum of the cross-correlation coefficients under the condition that the cloud morphology is advected by the wind. However, the estimation accuracy is reduced by noise and the time-evolving cloud morphology in the brightness image, etc. The cloud tracking method developed here resolves this problem by utilizing multiple images acquired simultaneously in a short time interval. The superposition improves the accuracy of wind velocity measurements and reduces false pattern matches that cause large errors by increasing the number of images. The improved results obtained in this study helped to clarify the Gierasch mechanism. In previous studies, a method of evaluating the accuracy of wind velocity measurements had not been established. Moreover, in several of these studies, the evaluation was performed based on the natural variability of the wind velocities. As a result, such evaluation methods are not suitable when the error is much smaller than the natural variability, because natural variability is regarded as part of the error. In dynamical studies, reliable error estimation in wind velocity is necessary at each grid point. In the present study, we developed evaluating (1) the precision in the wind measurements based on the lower confidence bound of cross-correlation and (2) the error in each wind measurement based on the two estimates of wind measurement. In (2), multiple
images obtained during an orbit can be used to estimate the error by subdividing them into two groups, performing cloud tracking for each group, and comparing the results. The statistical error was obtained from screening using the two methods described above to evaluate the accuracy and error of each wind (< 45° S) about 210–298 days and 436–530 days after the spacecraft entered the Venusian orbit on 20 April, 2006. At low latitudes, the median of accuracy obtained using method (1) was about 8 m s\(^{-1}\), and the error obtained from comparing winds using method (2) was about 2 m s\(^{-1}\). The error in the wind measurement, which was less than 10 m s\(^{-1}\), was estimated by visually tracking clouds over successive images. Based on the results, we show that, using the winds derived by the proposed method, it will be possible to analyze physical phenomena taking place in less than several thousands of kilometers. The proposed method is now being applied to cloud tracking using the observation data of the Venus meteorological satellite, known as the Akatsuki orbiter, which was inserted into orbit on 7 December, 2015.
Chapter 1

Introduction

1.1 Basic characteristics of Venus’s atmosphere

The surface gravity, mean density and diameter of Earth and Venus are roughly the same, and these two planets have been referred to as twins. However, as observational technology has advanced, it has been revealed that there are many characteristics that differ between Earth and Venus. For example, the period of rotation of Venus is much longer than that of Earth, at 243 days (e.g., Shapiro et al., 1990; Davies et al., 1992). Furthermore, the direction of rotation of Venus is westward, which is the opposite to that of Earth. Another characteristic of Venus is that its solar day is very long, at about 117 days. The environments close to the surface have also proved to differ greatly, with the atmospheric pressure at the surface of Venus being around 90 times that of Earth and the temperature about 2 times that of Earth (e.g., Avduevskiy et al., 1983; Seiff, 1983; Seiff et al., 1985).

<table>
<thead>
<tr>
<th></th>
<th>Diameter</th>
<th>Revolution period</th>
<th>Rotation period</th>
<th>Rotation direction</th>
<th>1 solar day</th>
<th>Surface atmosphere</th>
<th>Surface temperature</th>
</tr>
</thead>
<tbody>
<tr>
<td>Earth</td>
<td>6378 km</td>
<td>365 days</td>
<td>1 day</td>
<td>Eastward</td>
<td>1 day</td>
<td>1 bar</td>
<td>294 K</td>
</tr>
<tr>
<td>Venus</td>
<td>6050 km</td>
<td>224 days</td>
<td>243 days</td>
<td>Westward</td>
<td>117 days</td>
<td>92 bar</td>
<td>737 K</td>
</tr>
</tbody>
</table>

Table 1.1: Characteristics of Earth and Venus

At altitudes of around 45–70 km, there is a thick cloud layer above Venus (Kliore and Patel, 1980, 1982). Clouds that contain sulfuric acid droplets on Venus are divided into three classes. Sulfuric acid aerosols are composed of mode 1 (0.05–0.3 μm), mode 2 (0.9–1.4 μm) and mode 3 (2.5–4.5 μm) as in Fig. 1.1. As a result, upper and lower clouds can be observed at various wavelengths.
1.1 Basic characteristics of Venus’s atmosphere

The albedo of Venus’ atmosphere is 0.78, with most of the incoming sunlight reflected from the clouds (Sobolev, 1975). Cloud morphology obtained from using visible wavelengths in comparison to UV wavelengths has a smooth and uniform appearance (Fig. 1.2). However, at UV wavelengths, large-scale streaked structures and small-scale cell structures can be observed as in Fig. 1.2.

Figure 1.1: Vertical profile of density number for cloud droplets (Knollenberg and Hunten, 1980).

Figure 1.2: Images of Venus taken from the Venus Express, in visible (left) and ultraviolet (right) wavelengths.
1.2 Features of wind field

It was shown via ground-based observation\(^1\) using UV wavelengths that the pattern of brightness on the equator of Venus has a period of 4 days (Boyer and Guérin, 1969). If this pattern is advected by the wind, then the wind close to the equator must be approximately 100 m s\(^{-1}\). Observations by the Pioneer Venus and Venera series probes confirmed that at an altitude of 60 km, the westward wind is approximately 100 m s\(^{-1}\). Furthermore, the westward wind increases gradually with altitude regardless of the location being observed (Schubert et al., 1980). At altitudes below the cloud layer (~45 km), the wind field is in close agreement with the solid body rotation (Hunten, 1983). This result was shown to be consistent with the wind field derived from temperature profiles assuming cyclostrophic balance (e.g., Limaye et al., 1982). In recent research, it has been suggested, based on long-term observational data, that the short- and long-period zonal wind variation is dominated by Kelvin and Rossby waves (Kouyama et al., 2013a; Khatuntsev et al., 2013).

Turning our attention to meridional winds, it was discovered from observations on the dayside at the cloud top that there are slow winds from the equator towards the poles, with a maximum wind speed at the mid-latitudes of around 10 m s\(^{-1}\) (Limaye and Suomi, 1981). In addition, it has been reported that in the northern hemisphere at an altitude of 50 km, the speed of meridional winds is around 10 m s\(^{-1}\) poleward (Carlson et al., 1991). Based on this information, it is possible that the flow from the equator toward the poles extends from 50 km to 70 km altitude. On the other hand, a recent research showed that the global meridional circulation on the nightside is slightly reversed in the lower cloud (Hueso et al., 2015).

In regards to convergence and divergence on the dayside at the cloud top, there is a region of convergence at low latitudes, and a region of divergence close to the mid-latitudes (Limaye, 2007). However, both of these results are from cloud tracking of the brightness distribution on the dayside, and it remains unclear what kind of distribution the mean meridional flow forms.

1.3 Theoretical studies of super-rotation

Several generation mechanisms have been hypothesized for the super-rotation. Among these are the Gierasch mechanism (Gierasch, 1975) and theory of the thermal tides (Fels and Lindzen, 1974), which have both been supported by numerical simulations. The former is the theory that super-rotation is generated by the transport of angular momentum in an equatorward direction by large-scale eddies. The second theory states that, as a result of the diurnal tides propagates downward the surface, the momentum between the Venus atmosphere and the surface is exchanged. Therefore, the net momentum of the Venus atmosphere became westward. In the research of Fels and Lindzen (1974), it was suggested that the thermal tides may break before reaching the surface. However, in recent studies using numerical simulations, it was found that the thermal tides do reach the surface (Takagi and

\(^{1}\)At UV wavelengths, the dayside of the cloud top at an altitude of approximately 70 km can be observed (Kawabata, 1987).
1.4 Estimation of winds by cloud tracking

This theory has yet to be confirmed by observational evidence.

Previous studies using numerical simulation\(^2\) revealed that the horizontal eddies generated as a result of barotropic instability cause the transport of angular momentum toward the equator at the cloud top level (e.g., Rossow and Williams, 1979; Iga and Matsuda, 1999; Matsuda, 2000). However, no barotropic instability has been indicated in observations to date. There is a large gap between the theoretical research and observations.

On the other hand, in previous research on the existence of thermal tides, the structure of thermal tides obtained by superimposing cloud moving velocities (CMVs) on the dayside at cloud-top altitudes at solar-locked coordinates was in agreement with the structure obtained from numerical simulation (Newman and Leovy, 1992; Takagi and Matsuda, 2005). It was suggested that near the equator, a diurnal tide in which the zonal wind takes its minimum value at noon is predominant, while at mid-latitudes, a semi-diurnal tide is predominant (e.g., Newman and Leovy, 1992; Takagi and Matsuda, 2005; Limaye, 2007; Khatuntsev et al., 2013). Additionally, the meridional wind takes its maximum between 1 p.m. and 3 p.m. at southern latitudes around 50°S (e.g., Newman and Leovy, 1992; Takagi and Matsuda, 2005; Limaye, 2007; Khatuntsev et al., 2013). Moreover, a semi-diurnal tide with an amplitude of 5 K was detected from the retrieved temperature data on the nightside, estimated from infrared obtained by the Visible and Infrared Thermal Imaging Spectrometer onboard the Venus Express (VEX) (Migliorini et al., 2012). These observational results support the numerical simulations.

1.4 Estimation of winds by cloud tracking

The gap between these observations and the theoretical/numerical results remains large. This is because both the vertical and horizontal coverage of cloud tracking is limited, but it is also because their spatial resolution and accuracy is limited or uncertain (note that, since large-scale horizontal wind disturbances are expected to have a "red" spectral feature from a dynamical perspective, the spatial resolutions have a limited accuracy). In previous studies, CMVs are estimated either by visually tracking clouds over successive images (manual tracking) or by computing cross-correlations between two images (digital tracking). Manual tracking generally performs better, but it is time consuming, and the obtained CMVs tend to be sparse. In digital tracking, the cross-correlation between the sub-images of two images is computed. To estimate the motion of cloud, the region for the sub-image from one of the two images is slid to maximize the correlation.

Figure 1.3 shows the the cross sections of correlation surfaces as a function of distance, which are obtained by this cross-correlational method. These typical cross-correlation surfaces can be used as a criterion both in cases where it is easy to accurately estimate CMVs and where it is not. Figure 1.3(a) shows a case where the cross section of the correlation surface is single peak, and there is only one candidate for the template destination.

\(^2\)Yamamoto and Takahashi (2003a) and others succeeded in reproducing the super-rotation over all cloud layers. However, unrealistic solar heating was given as an initial condition in this study. There is no research that has succeeded in reproducing super-rotation over all cloud layers with more realistic conditions provided. Nevertheless, there is a great deal of research that succeeds in reproducing super-rotation in the cloud layer of Venus.
The cross section of the correlation surface in Fig. 1.3(b) has multiple peaks, and the template destination does not necessarily correspond to the maximum peak. Accordingly using a simple cross-correlation method, it gives erroneous CMVs because of mismatching between the sub-image patterns, as in Fig. 1.4(a). As a result, the zonal mean wind obtained from the wind field, which includes numerous erroneous CMVs, has little meaning.

In recent studies (Kouyama et al., 2012, 2013a; Ogohara et al., 2012), erroneous matches are corrected by comparing neighboring CMVs and, if the discrepancy exceeds a threshold, selecting secondary (or tertiary etc.) correlation peaks. The treatment significantly reduces the error as in Fig. 1.4(b), but it appears that the results are still not free from significant errors.

Figure 1.3: (a) Case with a single peak in the cross section of the spatial correlation surface: there is a one-to-one correspondence between the sub-image patterns at times T1 and at T2. (b) Case with multiple peaks in the cross section of the spatial correlation surface: the sub-image patterns at times T1 and T2 do not have a one-to-one correspondence (Kouyama et al., 2012).
1.5 Uncertainties of error in CMVs

In order to analyze the target physical phenomena, a level of accuracy above the minimum at which the phenomena can be resolved is required. Therefore, it is necessary to calculate values for the quality and accuracy of the CMVs at each grid point. Quality control schemes for the CMVs of Earth’s atmosphere are made based on changes in the wind vector over successive time, and consistency with the spatially-adjacent wind vectors, and forecast and radiosonde data (Holmlund, 1998).

Many of the studies use the standard deviation (for example, by computing CMVs for each latitude and time, and then averaging over time) to quantify the uncertainties in CMVs estimates. However, not only measurement error but also natural variability contributes to the size of the standard deviation, so this measure is not very insightful when the error is much greater than the natural variability. If cloud tracking is to be improved to resolve the spatial features of cloud-top wind fields, a more elaborate measure of uncertainty is needed.

An obvious source of uncertainty in CMVs is the pixel discretization of the brightness measurement. An error in destination finding by one pixel causes a difference corresponding to the pixel size. This issue can be relaxed to some extent by conducting sub-pixel CMV determination (e.g., Kouyama et al., 2012). On the other hand, there are sources of uncertainty that make it difficult to track clouds even at the original image resolution, such as pointing inaccuracy, noise, and (time-evolving) cloud morphology (see, e.g., Moissl et al., 2009 for further discussion). Especially, fuzzy low-contrast features typically found at mid and high latitudes are the serious source of uncertainty. Since the brightness morphology has a high spatial variability, it would be desirable not only to estimate the overall accuracy but also to evaluate it for each CMV individually.

The time interval suitable for cloud tracking is a few hours (Rossow et al., 1990). For the Pioneer Venus and
Galileo, imaging observation was conducted with time intervals about 1 to 4 h. Thus, it is reasonable to conduct digital cloud tracking with a single pair of images. However, the television camera onboard the Mariner 10 and the Venus Monitoring Camera (VMC) onboard the VEX capture images much more frequently. As mentioned earlier, one of the issue with digital cloud tracking is erroneous matches. This problem might be alleviated if features are tracked across multiple images over a short time interval. Also, the use of multiple images might improve the accuracy of CMVs; superposition is a basic technique in signal processing for improving the signal-to-noise ratio (SNR).

We also propose two methods for evaluating the precision and error of each CMV. One of them provides a relative measure of the precision provided that the peak selection is correct, and it is applicable to the conventional digital tracking using a pair of images. The other method is a more direct measure of the errors, but it can only be applied when a sufficient number of images are used for one estimation. The two methods can be used together to screen CMVs.

### 1.6 Goals and structure of this study

The purpose of the present study is to develop a cloud tracking technique in which physical phenomena on a scale below several thousand kilometers can be resolved, and a method for evaluating the accuracy of this technique. With the cloud tracking technique used in this study, we estimate the CMVs using multiple images simultaneously. This results in a reduction in the probability of selecting the incorrect maxima of the correlation coefficient when estimating CMVs. The accuracy and reliability of the CMVs obtained with this method are then evaluated.

The rest of this paper is organized as follows. Section 2 gives a brief description of the datasets. Section 3 introduces our cloud tracking method and shows the result for an orbit of the VEX. Section 4 describes the error estimation methods and their statistics. Section 5 shows CMVs for multiple orbits and compares them with previous studies. Conclusions are drawn in Section 6.
Chapter 2

Dataset

We use the version 2.0 UV data of the VMC onboard the VEX. Features of the VEX spacecraft are described by Markiewicz et al. (2007). VEX was put into an elliptical polar orbit with a period of 24 h in April 2006. As shown in Fig. 2.1, its orbiter has a pericenter near the north pole and an apocenter near the south pole (Markiewicz et al., 2007).

The VMC has four channels at 365, 513, 950, and 1010 nm (Markiewicz et al., 2007). Each of the channels provides 16-bit images of 512×512 pixels. The wavelength of the UV channel, 365 nm, is the same as that of the Pioneer Venus Orbiter Cloud Photopolarimeter. The spatial resolution of the VMC images is 50 km/pixel at the sub-spacecraft point (SSP) when the spacecraft is at the apocenter. The observation is conducted when the spacecraft is in the ascending nodes; that is, when it is traveling from south to north.

We use the data having the resolution at SSP between 40 km and 21 km, which corresponds to the SSP latitude between 66°S and 47°S. The time it takes for the spacecraft to travel between these latitudes is approximately 4 h. The low latitude limit of 47°S is introduced so that the images used cover the full disk. The high latitude limit of 66°S is determined in terms of the travel time and latitudinal coverage.

Figure 2.2 shows the Local Time of the sub-spacecraft longitudes of Ascending Nodes (LTAN) where the spacecraft crosses the equator from the south. We define three periods according to LTAN: the periods 1 (days 29 to 72), 2 (days 210 to 298), and 3 (days 436 to 500). These periods are defined to have LTAN between 6 and 18 h. The longitudinal coverage of UV images is maximized when the LTAN is at around the local noon.

The detector of the camera was damaged by viewing the Sun during the cruise to Venus. As a result, the UV images suffer fixed pattern noise (Titov et al., 2012). Although the noise was corrected by flattening (Moissl et al., 2009), the correction is often insufficient for images taken with relatively large exposure time. In this study, we did not use images with the exposure time greater than 20 ms.
Figure 2.1: Overview of the VEX the orbit and telecommunications (Titov et al., 2012).

Figure 2.2: The LTAN of the VEX up to the orbit 600 (11, Dec, 2007). The red lines show 6 am and 18 pm, blue line shows the noon.
Chapter 3

Cloud tracking method

This section explores the problem of the conventional cloud tracking and introduces our cloud tracking method. It is demonstrated how it works and how it improves the digital tracking.

3.1 Preprocessing

Our method uses multiple images obtained over a few hours. The time interval does not have to be equal, but it should not be highly unequal. The VMC images are sampled every 20–40 min in many cases, but occasionally intense sampling with a few minute interval is conducted over a short period of time (say, 1 hour). To avoid highly unequal sampling, images are thinned out if the time interval is less than 10 min. The images often contain a few bad pixels. The values at the bad pixels are substituted by the mean values of the surrounding 8 pixels.

We apply the optical correction proposed by Kouyama et al. (2013b) and the limb fitting proposed by Ogohara et al. (2012) to the original image data. The optical correction corrects a small distortion in the images, and the limb fitting corrects the pointing angle of the spacecraft recorded in the Spacecraft Planet Instrument C-matrix Events (SPICE) metadata. To see the impact of the corrections, we make a brief comparison with the results obtained without the corrections (Section 4.3).

The cloud top height is assumed to be at 65 km from the mean planetary surface, which is at 6051.8 km from the center of Venus. The images were projected onto a longitude-latitude coordinate system by interpolating onto a regular grid with the interval of 0.125° both in longitude and latitude. This is oversampling, since the resolution of the original image is 0.2° at maximum. The oversampling is deliberately made to enable sub-pixel CMV determination.

The UV brightness depends on the solar zenith angle and the spacecraft zenith angle. We correct the dependences
by using the empirical formulation by Belton et al. (1991):

\[
F = \frac{\pi \mu}{B(\mu')^k} \frac{1 - \exp(-\mu'/b)}{1 - \exp(-\mu/a)} I
\]  

(3.1)

Here, \(F\) is the corrected brightness, \(I\) is the original UV brightness, \(\mu'\) is the cosine of the solar zenith angle \(\theta'\), \(\mu\) is the cosine of the spacecraft zenith angle \(\theta\), and \(B = 0.59, k = 0.90, a = 0.00547,\) and \(b = 0.0039\) are non-dimensional constants. These parameters were optimized for Galileo Solid-State Imaging’s original image data at the violet wavelength of 418 nm, but it appears that they are not unreasonable for the present data. We do not use the brightness data where the solar zenith angle \(\theta'\) is greater than 80°, since the correction with the Eq. (3.1) is not accurate enough for cloud tracking for such large \(\theta'\). We also exclude the data where the spacecraft zenith angle \(\theta\) is greater than 75°, since the image pixels for such cases are highly elongated in the longitude-latitude coordinate system.

Figure 3.1 shows an example of the UV brightness data from the orbit 246. This orbit is used to demonstrate our method in this section. Figure 3.1a shows an original UV brightness image of the southern hemisphere taken at a distance of 48,000 km from the surface. The resolution at the sub-spacecraft point is 40 km. Figure 3.1b shows \(F\) obtained by the preprocess. Thus the regions where \(\theta' > 80^\circ\) or \(\theta > 75^\circ\) are masked (treated as data missing). This image is used as the first one to track clouds in the orbit 246, and the time, 01:00:31, is designated as \(t_0\), which will be introduced later.

In some studies, high-pass filtering is applied to optically flattened images before conducting cloud tracking (e.g., Rossow et al., 1990). We do not do it in the control case, but we test the effect of high-pass filtering in Section 4.4. Note that the calculation of cross-correlation includes the subtraction of mean values, so the cross-correlational method, which we use, inherently includes a high-pass filter by running mean.

Figure 3.1: Example of the UV brightness data. (a) Original version 2.0 data at 01:00:31 UTC, 23 Dec, 2006 from the orbit 246. (b) As in (a) but for the preprocessed brightness \(F\).
3.2 Necessity to use multiple images

Figure 3.2 shows a time evolution of $F$ at one hour interval. One can visually track patterns as indicated by dashed lines and solid enclosures. However, details of the patterns change with time. Thus the pattern match is more precise for shorter time intervals. However, the discretization error of velocity, expressed as $\Delta x/\Delta t$, where $\Delta x$ is spacial resolution and $\Delta t$ is time interval, is greater for smaller $\Delta t$. In the conventional digital cloud tracking by using a single pair of images, $\Delta t$ has to be determined by considering this trade-off.

In the digital cloud tracking, cross-correlations are computed among sub-regions in preprocessed brightness data. Noise in images may shift the position where the maximum correlation occurs, causing error in wind estimation. Noise can also cause errors in pattern matching (false match). These effects are independent of $\Delta t$.

The digital cloud tracking by using two images relies on the "cross-correlation surfaces" like the ones shown in Fig. 3.3. For each of the two panels (a) and (b), a template region, $6^\circ \times 6^\circ$ in longitude and latitude, is specified in the preprocessed image at the earlier data. Cross-correlation is computed between $F$ in this template region and that of a region with the same size in the image at the later time, which is called the target region. The target region is slid in this case with the $0.125^\circ \times 0.125^\circ$ interval over $28^\circ$ both in longitude and latitude, and the result, called the cross-correlation surface, is shown two dimensionally in Fig. 3.3. In Fig. 3.3a, the cross-correlation has a
distinguished peak, which indicates the destination of the center of the target region. However, in Fig. 3.3b, there are multiple peaks that are comparable. Therefore, the destination is not identified uniquely. As will be shown later, the greatest peak actually corresponds to a false match. In the conventional digital cloud tracking, cases like Fig. 3.3b result in failure, which necessitates screening (e.g., Rossow et al., 1990) or correction (e.g., Kouyama et al., 2012; Ogohara et al., 2012). Note that the effective degree of freedom to measure the confidence of cross-correlation is generally not equal to the number of sample members (in this case the number of pixels of the regions). The effective degrees of freedom estimated by Eq. (A.1) in Appendix A are 65 and 15 for Fig. 3.3a and 3.3b, respectively.

![Figure 3.3: The cross-correlation coefficients calculated from two images separated by 200 min in the orbit 246.](image)

(a) A typical example where the cross-correlation has a distinguished maximum (denoted by the * mark). The center of the template is at 114°E, 6°S (denoted by the △ mark). The abscissa and the ordinate shows the longitude and latitude, respectively, of the center of the target regions. (b) As in (a) but for a typical example where the cross-correlation has multiple peaks that are comparable. The center of the template is at 96°E, 24°S. The cross-correlation is maximized when the center of the target is at the location designated by the * mark.

### 3.3 Estimation using multiple image pairs

The problems that have been mentioned can be alleviated by superposing cross-correlations among multiple images taken successively at short time intervals. Superposition is widely used to increase SNR in signal processing. It is the case for the digital cloud tracking; superposition can increase the accuracy of cloud tracking, since the positional shift of the correlation maxima due to noise and the time variation of clouds is expected to be more or less random. Superposition is also effective to eliminate false peak match, as explained later.
We assume that the velocity of cloud feature movement is constant over the period to track clouds, $\Delta t_{\text{max}}$, which is up to 3 h 40 min in this study; this limits is regulated by the limit on the SSP resolution described in Section 2. This assumption is to suppose a constant velocity in Lagrangian sense for each "air parcel". Observation times in the period are referred to as $t_0, t_1, \cdots, t_{K-1}$, where $K$ is the number of the images used for estimation. As illustrated in Fig. 3.4, we use all of the combinations with time intervals greater than or equal to $\Delta t_{\text{min}}$, which is set to 40 min in this study\(^1\). The number of the pairs used for the orbit 246 is 45.

The minimum time interval $\Delta t_{\text{min}}$ is introduced because it is meaningless, though not harmful, to use pairs with very short time intervals. The discretization error $\Delta x/\Delta t_{\text{min}}$ is 12 m s\(^{-1}\), when $\Delta x = 30$ km and $\Delta t_{\text{min}} = 40$ min. To further use the pairs with the shorter time interval of 20 min, for examples, does not contribute much to improve cloud tracking.

In this study, $\Delta t_{\text{max}}$ is mainly determined by considering orbital factors. Without them, however, $\Delta t_{\text{max}}$ should still be limited, since cloud features change with time. Also, the longer the time interval is, the greater is the chance for an air parcel on the dayside to be advected to the nightside, which makes tracking unavailable. Note that $\Delta x/\Delta t_{\text{max}}$ is 2.1 m s\(^{-1}\), when $\Delta x = 30$ km and $\Delta t_{\text{max}} = 3$ h 40 min.

The size of the template region is set to $6^\circ \times 6^\circ$ (48 \times 48 grids), which corresponds to 640 \times 640 km if at the equator (Fig. 3.5a). This template size is recommended by (Kouyama et al., 2013a) based on a sensitivity test. The template regions is slid at every 3$^\circ$ both in longitude and latitude. Therefore, CMVs are obtained redundantly. We limited the latitudinal range to conduct cloud tracking to $10^\circ$N--$60^\circ$S; the northern boundary is a consequence of the satellite orbit having the apocenter over the south pole, and the southern boundary is set because the estimated error tends to be greater at high latitude. We further limit our scope to $10^\circ$N--$45^\circ$S when making statistics in Sections 4 and 5, since the CMVs obtained at further high latitude are very sparse. Sensitivity to the template size is examined in Section 4.4.

The search region is set to a window corresponding to zonal (eastward) velocities $u_{\text{min}} = -200 \cos \phi \cos 45^\circ$ m s\(^{-1}\) and $u_{\text{max}} = 0$ m s\(^{-1}\), and meridional (northward) velocities $v_{\text{max}} = 70$ m s\(^{-1}\) and $v_{\text{min}} = -70$ m s\(^{-1}\). Here, $\phi$ is the

\(^{1}\)The actual setting of $\Delta t_{\text{min}}$ is 35 min to handle fluctuations in time intervals.
latitude of the center of the template; \( u_{\text{min}} \) is made a function of latitude to make the search region rectangular with respect to longitude and latitude (Fig. 3.5b).

![Image of template region and search regions](image)

**Figure 3.5:** Example of template and search regions. (a) \( F \) in the template region whose center (designated by the + mark) is at 96°E, 24°S at 01:00:31 UTC, 23 Dec, 2006 in the orbit 246. (b) The search regions for \( \Delta t = 1 \) hour (dotted rectangle), \( \Delta t = 2 \) h (dash rectangle), and \( \Delta t = 3 \) h (solid rectangle). The background image is \( F \) for \( \Delta t = 3 \) h (at 04:00:31). The * mark shows where the cross-correlation is maximized when \( \Delta t = 3 \) h, from which the cloud motion can be evaluated as indicated by the additional ordinate and abscissa.

The preprocessed brightness \( F(\lambda, \phi, t) \), where \( \lambda \), \( \phi \), and \( t \) are longitude, latitude, and time, respectively, is expressed discretely as

\[
F_{a,b,n} = F(\lambda_a, \phi_b, t_n), \tag{3.2}
\]

\[
\lambda_a \equiv a \Delta \lambda, \quad \phi_b \equiv b \Delta \phi, \tag{3.3}
\]

where \( a \) and \( b \) are integers. Hereinafter grid points are specified as \([a, b]\). The observation times \( t_n \) (\( n = 0, 1, \cdots, K - 1 \)) are not necessarily equally spaced. The cross-correlation between the template whose center is at the grid point \([a, b]\) at \( t_n \) and the target whose center is at the grid point \([a + l, b + m]\) at \( t_{n+k} \) is
In general, the longer the time interval \( t \), grid-point shifts corresponding to the advection over the time interval \( t \). For \( t \) is the distance from the planetary center to 65 km above the surface (\( R_c = 6115.8 \) km).

The ranges of \( l \) and \( m \) are set to cover the velocity ranges from \( u_{\text{min}} \) to \( u_{\text{max}} \) and from \( v_{\text{min}} \) to \( v_{\text{max}} \), respectively. In general, the longer the time interval \( t_{n+k} - t_n \) is, the wider are the ranges of \( l \) and \( m \).

The CMVs are defined at the grid points at \( t_0 \). For \( t_n > t_0 \), template positions have to be set by taking advection into account. This is done by introducing

\[
\begin{align*}
\dot{r}_{n,n+k}^{a,b,l,m} &= \frac{\frac{1}{IJ} \sum_{i=-\frac{I}{2}}^{\frac{I}{2}-1} \sum_{j=-\frac{J}{2}}^{\frac{J}{2}-1} (F_{a+i,b+j,n} - \bar{F}_{a,b,n})(F_{a+t+i,b+m+j,n+k} - \bar{F}_{a+t+i,b+m+j,n+k})}{\left( \sum_{i=-\frac{I}{2}}^{\frac{I}{2}-1} \sum_{j=-\frac{J}{2}}^{\frac{J}{2}-1} (F_{a+i,b+j,n} - \bar{F}_{a,b,n})^2 \right)^{\frac{1}{2}} \left( \sum_{i=-\frac{I}{2}}^{\frac{I}{2}-1} \sum_{j=-\frac{J}{2}}^{\frac{J}{2}-1} (F_{a+t+i,b+m+j,n+k} - \bar{F}_{a+t+i,b+m+j,n+k})^2 \right)^{\frac{1}{2}}}, \\
F_{a,b,n} &= \frac{1}{IJ} \sum_{i=-\frac{I}{2}}^{\frac{I}{2}-1} \sum_{j=-\frac{J}{2}}^{\frac{J}{2}-1} F_{a+i,b+j,n}. 
\end{align*}
\]

Here, \( I \) and \( J \) are the pixel sizes in longitude and latitude (\( I = J = 48 \) in this study). The integer ”distances” \( l \) and \( m \) correspond to the zonal and meridional velocities:

\[
\begin{align*}
u_{l,b}^{n,n+k} &= \frac{l \Delta \lambda R_c \cos \phi_b}{t_{n+k} - t_n}, \\
v_{m}^{n,n+k} &= \frac{m \Delta \phi R_c}{t_{n+k} - t_n},
\end{align*}
\]

where \( R_c \) is the distance from the planetary center to 65 km above the surface (\( R_c = 6115.8 \) km).

The CMVs are defined at the grid points at \( t_0 \). For \( t_n > t_0 \), template positions have to be set by taking advection into account. This is done by introducing

\[
\begin{align*}
\dot{r}_{n,n+k}^{a,b,l,m} &= \frac{\dot{r}_{a,b,l,m}^{n,n+k} + \Delta a \Delta b}{R_c}, \\
\Delta a &= \text{round} \left[ \frac{\dot{r}_{l,b}^{n,n+k}(t_n - t_0)}{\Delta \lambda R_c \cos \phi_b} \right], \\
\Delta b &= \text{round} \left[ \frac{\dot{r}_{m}^{n,n+k}(t_n - t_0)}{\Delta \phi R_c} \right],
\end{align*}
\]

where ”round” is the round off function. Here, \( \Delta a \) and \( \Delta b \) represent respectively the longitudinal and latitudinal grid-point shifts corresponding to the advection over the time interval \( t_n - t_0 \) with the velocity \( (\dot{u}_{l,b}^{n,n+k}, \dot{v}_{m}^{n,n+k}) \).

These offsets are necessary to have the template regions to be situated at the same location when the motion is traced back to the initial time \( t_0 \). In this study, we approximate \( \dot{u}_{l,b}^{n,n+k} \) and \( \dot{v}_{m}^{n,n+k} \) in Eq. (3.9) by \( U \equiv -100 \) m s\(^{-1}\) and 0 m s\(^{-1}\), respectively, for simplicity, so

\[
\Delta a = \text{round} \left[ \frac{U(t_n - t_0)}{\Delta \lambda R_c \cos \phi_b} \right], \\
\Delta b = 0.
\]
This approximation causes the locations of the template regions not to agree at \( t_0 \). Therefore, it degrades the spatial resolution of CMV field. For example, if \( \sqrt{(U - u_{n,n+k})^2 + (V - v_{n,n+k})^2} = 50 \text{ m} \text{s}^{-1} \), the discrepancy between Eqs. (3.9) and (3.10) amounts to the difference of 360 km in length, when \( t_n = t_0 + 2 \text{ h} \). It corresponds to 3.4° if at the equator. Therefore, the degradation is not insignificant. However, it is minor if the spatial superposition described in Section 3.4 is conducted.

To track cloud features, cross-correlation maxima are searched by varying \( l \) and \( m \) for fixed \( n \), \( k \), \( a \), and \( b \). Thus, we refer to the cross-correlation as a function of \( l \) and \( m \) as a cross-correlation surface. Figure 3.6a shows cross-correlation surfaces obtained from various pairs of images in the orbit 246. The surfaces are aligned with respect to \( t_n \) (ordinate) and the time interval \( t_{n+k} - t_n \) (abscissa). The ranges of \( l \) and \( m \), or the longitudinal and latitudinal sizes of the search region, for the fixed velocity ranges are narrower for shorter time interval; therefore, the peaks gets wider toward the left in Fig. 3.6a.

The heart of our method is to superpose the cross-correlation surfaces on the velocity coordinates. To do so, grid points have to be consolidated among different time intervals. We define the grid points based on the maximum time interval \( t_K - t_0 \) and introduce

\[
\begin{align*}
\hat{u}_{l,b} & \equiv u_{l,b}^{0,K-1}, \\
\hat{v}_{m} & \equiv v_{m}^{0,K-1},
\end{align*}
\]

where \( \hat{l} \) and \( \hat{m} \) are integers. The sets of \( \hat{l} \) and \( \hat{m} \) are the same as the sets of \( l \) and \( m \) for the maximum time interval. If the time interval is shorter, \( r^{n,n+k}(\lambda_a, \phi_b, u_{l,b}^{n,n+k}, v_{m}^{n,n+k}) \) is linearly interpolated onto the \( \hat{l}\hat{m} \) grid as \( r^{n,n+k}(\lambda_a, \phi_b, u_{\hat{l},\hat{b}}, v_{\hat{m}}) \).

For brevity, we introduce a set of pairs used in the superposition and define \( p = 1, 2, \cdots, P \) to represent the combinations of \( t_n \) and \( t_{n+k} \). The spatially interpolated cross-correlations are then expressed as

\[
r_p(\lambda_a, \phi_b, u_{\hat{l},\hat{b}}, v_{\hat{m}}) \equiv r^{n,n+k}(\lambda_a, \phi_b, u_{l,b}^{n,n+k}, v_{m}^{n,n+k}).
\]

If the time interval \( \delta t = t_{n+1} - t_n \) is constant irrespective of \( n \), the number of combinations is

\[
P = \frac{(n-s)(n-s-1)}{2},
\]

where \( s \equiv \frac{\Delta t_{\text{min}}}{\delta t} - 1 \).

The superposed cross-correlation surfaces is simply

\[
r(\lambda_a, \phi_b, u_{\hat{l},\hat{b}}, v_{\hat{m}}) = \frac{1}{P} \sum_{p=1}^{P} r_p(\lambda_a, \phi_b, u_{\hat{l},\hat{b}}, v_{\hat{m}}).
\]
Figure 3.6b shows it for the orbit 246. The false peaks are eliminated by the superposition. Therefore, cloud motion is uniquely identified.

Figure 3.6: (a) Cross-correlation surfaces $r_p(\lambda_a, \phi_b, u_{i,b}, v_m)$ for individual image pairs, and (b) superposed cross-correlation $r(\lambda_a, \phi_b, u^i_{i,b}, v^m_m)$ defined by Eq. (3.15). Shown are the results for the orbit 246 and $(\lambda_a, \phi_b) = (96^\circ E, 24^\circ S)$. In (a), the surfaces are aligned with respect to $t_n$ (ordinate) and the time interval $t_{n+k} - t_n$ (abscissa). The * mark designates the maximum. Here, $v_{\text{min}}$ and $v_{\text{max}}$ are set to $-100$ and $100$ m s$^{-1}$, respectively, unlike the actual values ($-70$ and $70$ m s$^{-1}$) used to estimate CMVs in this study.
The elimination of the false peaks is explained as follows. Suppose that we track a cloud feature around the position \((x, y)\) at the initial time \(t_0\), and that a similar feature exists around \((x + c, y + d)\) at the same time. The correlation between the two creates a false peak at the velocity \((u + c/\Delta t, v + d/\Delta t)\), where \((u, v)\) is the actual velocity, and \(\Delta t\) is the time interval \(t_{n+k} - t_n\). Thus, the peak appears at different positions (on the velocity coordinates) for different \(\Delta t\). Therefore, the false peaks are decreased by superposition, while the true peak remains because \(c = d = 0\). Note that the false peaks moves away as \(\Delta t\) is decreased, and \(u + c/\Delta t \to \infty, v + d/\Delta t \to \infty\) when \(\Delta t \to 0\) if \(c \neq 0\) \((d \neq 0)\).

To further illustrate the effect of superposition, the superposed correlation surface is shown for different values of \(\Delta t_{\text{min}}\) in Fig. 3.7. Figure 3.7a is actually from a single pair, since \(\Delta t_{\text{min}} = 200\) min is equal to \(t_{K-1} - t_0\). As \(\Delta t_{\text{min}}\) is reduced, the false peaks (F1, F2, \cdots) are lowered (Fig. 3.7a–d). Some false peaks are still comparable to the true peak at \(\Delta t_{\text{min}} = 80\) min (Fig. 3.7d). When \(\Delta t_{\text{min}}\) is further reduced to \(\Delta t_{\text{min}} = 40\) min (Fig. 3.6b), all of the false peaks are eliminated.
Figure 3.7: Superposed cross-correlation surfaces for various values of $\Delta t_{\min}$ for the same case as in Fig. 3.6: (a) 200 min, (b) 160 min, (c) 120 min, and (d) 80 min. The peak corresponding to the true velocity, which is evident in Fig. 3.6b, is designated by the * mark and named "T", while the false peaks are named F1, F2, ... . The maximum correlation is denoted by the • mark. Here, $v_{\min}$ and $v_{\max}$ are set to $-100$ and $100$ m s$^{-1}$, respectively, unlike the actual values ($-70$ and $70$ m s$^{-1}$) used to estimate CMVs in this study.

The superposition also reduces the effect of noise, since the noise shift of correlation peaks are expected to be more or less random, so it is expected that superposition stabilize the peak positions. Noise can also create a false peak by creating a false pattern. If the noise is independent among brightness on the longitude-latitude coordinates, the effect is also weakened by the superposition.
3.4 Spatial moving average of cross-correlation surfaces (optional but used)

The method described in Section 3.2 uses a single template for each $\lambda_a$, $\phi_b$, and $t_n$, as in the conventional cloud tracking, and superposition is made in the time domain over the combinations of $t_n$ and $t_{n+k}$ in order to increase accuracy and stability. It is also conceivable to make superposition in the space domain. Here, we introduce a spatial superposition as illustrated in Fig. 3.8. In this method, four additional template regions (a, b, d, and e) are introduced to the north, west, east, and south of the center region c, where they are overlapped by half. The superposition in the time domain is also used, so this method is actually to take a spatial moving average of the cross-correlation surfaces superposed in the time domain (Section 3.2) before deriving CMVs.

This process increases the number of target-template pairs, so it is expected to improve the estimation. On the other hand, it reduces the spatial resolution. Therefore, to use it or not should be determined practically in terms of the results and the spatial resolution required for the analysis desired. In what follows, the estimation based only on the superposition in time domain is referred to as ST (standing for the Superposition with Time) and the estimation based on the superposition both in the time and space domains as STS (standing for the Superposition with Time and Space).

Figure 3.8: Left: configuration of the templates used for the STS estimation using spatial moving average (boxes a–e) overlayed on a preprocessed brightness $F$. Right: the distribution of $F$ in the five template regions. The cloud tracking velocity is defined at the center of the box c.
3.5 Quality control

We evaluate the precision and error of the CMVs by the following three screenings:

1. Screening by \( r_{\text{max}} \) values: we reject CMVs where \( r_{\text{max}}(\lambda_a, \phi_b) < 0.6 \).

2. Screening by statistical precision: as described in Section 4.1, the accuracy of cross-correlation peak is estimated statistically and is converted into a measure of the precision of CMVs, termed \( \varepsilon \). A threshold for \( \varepsilon \) is applied to screen CMVs.

3. Screening by error: as described in Section 4.2, the error of CMVs, termed \( \chi \), is evaluated by comparing the results obtained from two subsets of images. A threshold for \( \chi \) is applied to screen CMVs.

The screening 1 is always employed. The threshold, 0.6, is chosen to be slightly greater than 0.5 used by Rossow et al. (1990), since the lower bounds for \( r_{\text{max}} \) close to 0.5 are often so small that it is not suitable for the surface fitting in Section 4.1. The precision and error obtained by the screening 2 and 3 are used additionally to screen the results. The results obtained by the STS estimation screened by the screenings 1, 2, and 3 are referred to as STS123, and those screened only by the screening 1 and 2 are referred to as STS12. The same notation applies to the results of the ST estimation (ST12 and ST123). The threshold used for \( \varepsilon \) and \( \chi \) are 20 m s\(^{-1}\) and 10 m s\(^{-1}\), respectively.

![Figure 3.9](image-url)

Figure 3.9: (a) The CMVs (arrows) obtained from the STS123 estimation for the orbit 246 overlayed on \( F \) at \( t_0 \). (b) as in (a) expect that a constant velocity of 90 m s\(^{-1}\) is added to the zonal component to highlight differences. Yellow arrows: CMVs with \( \varepsilon < 10 \text{ m s}^{-1} \); red arrows: CMVs with \( 10 \leq \varepsilon < 20 \text{ m s}^{-1} \).

3.6 Example of CMVs

Figure 3.9 shows the CMVs obtained from the orbit 246. As expected, they are predominantly westward (Fig. 3.9a). To emphasize their differences, a constant eastward velocity of 90 m s\(^{-1}\) is added in Fig. 3.9b. There is a bright region along the line between 80°E, 55°S and 170°E, EQ. The zonal velocity is relatively eastward and
westward to north and south of the bright band, respectively. Therefore, the flow over the band has a clockwise rotation. The velocity directions in other regions also have some correspondence with brightness features. However, this correspondence is not universal as shown in Section 5.

It should be stressed that, unlike in conventional cloud tracking, we did not apply any screening by comparing neighboring vectors. Subjective investigation for other orbits suggests that our full screening (123) works generally well but does not completely remove errors (see Section 5). To apply neighbor comparison would further improve the estimations.
Chapter 4

Precision and error evaluation

4.1 Statistical precision evaluation

At mid latitude, brightness patterns are elongated as can be seen in Fig. 3.1b. Movement of pure streaks can be identified only to their perpendicular directions, which disables two-dimensional tracking. If streaks are topped with small-scale features as in the regions $\beta$ and $\gamma$ in Fig. 3.2, tracking may be feasible. However, if patterns are dominated by streaks, tracking can be difficult. We propose an precision evaluation that explicitly treats this effect (the estimation 1 in what follows). We also use an precision evaluation suitable for isotropic cases (estimation 2).

We introduce a precision estimation based on the lower confidence bound of cross-correlation. Here, the sharpness of the highest peak of a cross-correlation surface is translated to the range of cloud motion velocity over which cross-correlation values are statistically indistinguishable. The estimation is formulated in what follows. Note that the confidence level used here is only in terms of the values of cross-correlation, and it does not provide a direct estimate of the confidence of CMVs. However, it is empirically useful as discussed and shown in Section 4.3.
The 90%\(^1\) confidence bounds of cross-correlation coefficient \(r\) is estimated as

\[
Z = \frac{1.65}{\sqrt{M_e - 3}} \leq \eta \leq Z + \frac{1.65}{\sqrt{M_e - 3}}.
\]  

(4.1)

Here, \(Z \equiv \tanh^{-1} r, \eta = \tanh^{-1} \rho\), where \(\rho\) is the population correlation coefficient, and \(M_e\) is the effective degree of freedom of the sample (Fisher, 1915). The cloud motion vector corresponds to the maximum cross-correlation coefficient \(r_{\text{max}}\) (see Fig. 4.1). From Eq. (4.1), its lower confidence bound is

\[
r_{\text{lb}} = \tanh \left( Z_{\text{max}} - \frac{1.65}{\sqrt{M_e - 3}} \right),
\]

(4.2)

where \(Z_{\text{max}} \equiv \tanh^{-1} r_{\text{max}}\). The effective degree of freedom \(M_e\) is calculated by using \(F\) in the template and target regions (Appendix A). Note that \(M_e\) is increased if \(P\), the number of combinations, is increased from Eq. (A.5).

Even though the number of pairs used in the STS estimation is five times as that in the ST estimation, the value of \(P\) is not changed when computing \(M_e\). This treatment makes direct comparison of the precision estimation between the STS and ST results, but it results in an overestimation of the error of the STS results. Typical values of \(M_e\) in the orbit 246 are around 1,800 at low latitude (30\(^\circ\)S–10\(^\circ\)N) and around 900 at mid latitude (45\(^\circ\)S–30\(^\circ\)N). For reference, the upper and lower confidence bounds depending on \(r\) and \(M_e\) are shown in Fig. 4.2.

\(^1\)The choice of the confidence level is ad hoc, since it is only the confidence level of cross-correlation, not CMV.
Figure 4.2: The 90% upper (solid lines) and lower (dashed lines) confidence bounds of cross-correlation coefficient $r$ for some effective degrees of freedom (10, 30, 100, and 1000 as indicated in the figure). The dotted line is the diagonal line to indicate $r$ itself.

We evaluate the precision of CMV by using the cross section between the cross-correlation surface and the $r = r_{lb}$ plane (Fig. 4.1). The cross-correlation coefficient $r$ is statistically indistinguishable from $r_{\text{max}}$ if $r \geq r_{lb}$. The accuracies of zonal and meridional velocities are defined as follows:

$$
\varepsilon_u = \max(\varepsilon_{1u}, \varepsilon_{2u}), \quad (4.3)
$$

$$
\varepsilon_v = \max(\varepsilon_{1v}, \varepsilon_{2v}), \quad (4.4)
$$

where $\varepsilon_{1u}$, $\varepsilon_{1v}$, $\varepsilon_{2u}$, and $\varepsilon_{2v}$ are defined below. In other words, the precision is defined as the worse of the two estimates $\varepsilon_{1\xi}$ and $\varepsilon_{2\xi}$ ($\xi = u$ or $v$). The statistical precision for screening is evaluated as

$$
\varepsilon = \max(\varepsilon_u, \varepsilon_v). \quad (4.5)
$$

Note that $\varepsilon$ is defined at each grid point $[a, b]$, so it is sometimes referred to as $\varepsilon(\lambda_a, \phi_b)$.

If the brightness pattern to track is dominated by (and is a part of) a streak, which is often the case at mid latitude, the cross-correlation peak is also elongated. In this case, the oval in Fig. 4.1 would look like the ellipse in Fig. 4.3a. The precision estimation 1 to derive $\varepsilon_{1\xi}$ is to cover such anisotropic cases, while the estimation 2 to derive $\varepsilon_{2\xi}$ is for relatively isotropic cases (Fig. 4.3b). In this study, we reject CMVs where $\varepsilon(\lambda_a, \phi_b) > 20 \text{ m s}^{-1}$ (screening 2 in Section 3.5).
Figure 4.3: Schematic illustration of the precision estimations 1 and 2. (a) When the correlation surface above \( r = r_{lb} \) is elongated. (b) When it is relatively isotropic.

In the precision estimation 1, the correlation surface above \( r = r_{lb} \) is fitted by an elliptic paraboloid, as detailed in B.1. The precision is estimated as \( \varepsilon_{1u} = R_1 \cos \theta \) and \( \varepsilon_{1v} = R_1 \sin \theta \), where \( R_1 \) is the semi-major axis and \( \theta \) is its angle in the \( u-v \) coordinate as shown in Fig. 4.3. If the fitting suggests that the peak is not an elliptic paraboloid, we set \( \varepsilon_{1u} = \varepsilon_{1v} = \infty \), which results in the velocity rejected. Since the estimation 1 is to cover highly anisotropic cases, it is meaningless when the number of grid points used is too few. We calculate it only when the number is greater than 20, even though the minimum number required for the fitting is 6. When \( \varepsilon_{1e} \) is not calculated, we rely only on the estimation 2.

In the precision estimation 2, quadratic functions are fitted to the cross sections of correlation surface along the \( u \) and \( v \) axes. The precision is estimated as \( \varepsilon_{2u} = \sqrt{\frac{(r_{\text{max}}-r_{lb})}{c_0}} \) and \( \varepsilon_{2v} = \sqrt{\frac{(r_{\text{max}}-r_{lb})}{c_1}} \), where \( c_0 \) and \( c_1 \) are fitting coefficients (B.2). When the number of grid points where \( r \geq r_{lb} \) is smaller than three, the fitting is not available. In this case, \( r_{\text{max}} \) is significant, so \( \varepsilon_{2u} \) and \( \varepsilon_{2v} \) are set to the grid-point intervals:

\[
(\varepsilon_{2u}, \varepsilon_{2v}) = \left( \frac{\Delta R_e \cos \phi}{t_{K-1} - t_0}, \frac{\Delta R_e}{t_{K-1} - t_0} \right).
\]

**4.2 Error evaluation by comparing CMVs**

If many brightness images are available during an orbit, as is the case for the orbit 246, one can estimate the error by subdividing them into two groups, making cloud tracking for each group, and comparing the results. Here, we refer the entire images used from an orbit as the group A, and we define the groups B and C as consisting of odd- and even-numbered images, respectively (Fig. 4.4). We refer to the CMVs obtained from group \( X \) \((X = A, B, C)\) as the estimate \( X \) and use \( X \) as suffix. As for the orbit 246, the number of the pairs used in the estimates...
A, B, and C are 45, 15, and 10, respectively (Fig. 4.4). Note that the estimate A is the full estimate described in Section 3.6, and the estimates B and C are independent of each other.

We write the true velocity, which cannot be measured, at $\lambda = \lambda_a$ and $\phi = \phi_b$ as $[u_t(\lambda_a, \phi_b), v_t(\lambda_a, \phi_b)]$ and introduce the absolute values of vector differences as

$$\sigma_X(\lambda_a, \phi_b) \equiv \sqrt{(u_t(\lambda_a, \phi_b) - u_X(\lambda_a, \phi_b))^2 + \{v_t(\lambda_a, \phi_b) - v_X(\lambda_a, \phi_b)\}^2} \text{ for } X = A, B, C,$$

and

$$\sigma_{BC}(\lambda_a, \phi_b) \equiv \sqrt{(u_b(\lambda_a, \phi_b) - u_C(\lambda_a, \phi_b))^2 + \{v_b(\lambda_a, \phi_b) - v_C(\lambda_a, \phi_b)\}^2}.$$

If we assume that CMVs derived from a single pair has error with a normal distribution and the error is independent among pairs, we can expect the following relations:

$$\langle \sigma^2_B \rangle = \frac{P_B}{P} \langle \sigma^2_A \rangle,$$

$$\langle \sigma^2_C \rangle = \frac{P_C}{P} \langle \sigma^2_A \rangle,$$

$$\langle \sigma^2_{BC} \rangle = \langle \sigma^2_B \rangle + \langle \sigma^2_C \rangle,$$

and thus

$$\langle \sigma^2_A \rangle = \left(\frac{P_B}{P} + \frac{P_C}{P}\right)^{-1} \langle \sigma^2_{BC} \rangle,$$

where $P_B$, $P_C$, and $P_{BC}$ are the numbers of the pairs in the groups A, B, and C, respectively, and angle brackets express expected values. As for the orbit 246, $\sqrt{\frac{P_B}{P}} = 1.7$, $\sqrt{\frac{P_C}{P}} = 2.1$, so the expected error of the estimates B and C are approximately twice as the estimate A from Eqs. (4.9) and (4.10).

The half-value width at the 95% confidence level for the estimate A is $1.96\sqrt{\langle \sigma^2_A \rangle}$. Therefore, we can introduce a measure of error as

$$\chi(\lambda_a, \phi_b) \equiv 1.96 \left(\frac{P_B}{P} + \frac{P_C}{P}\right)^{-\frac{1}{2}} \sigma_{BC}(\lambda_a, \phi_b).$$

Note that $\chi$ is defined at each grid point $(\lambda_a, \phi_b)$. Therefore, we can apply it to screen CMVs. In this study, we reject CMVs where $\chi(\lambda_a, \phi_b) > 10 \text{ m s}^{-1}$ (the screening 3 in Section 3.5).
Figure 4.4: Illustration of the observation times (circles) and the pairs to compute cross-correlation (curves) for the group (a) A, (b) B, and (c) C. The number of times, 11, is based on the orbit 246, in which observation is made every 20 min.
Figure 4.5: CMVs from the orbit 246. (a) Full STS123 result derived from the group A. Zonal winds are offset by 90 m s$^{-1}$ (shown are $[u + 90 \text{ m s}^{-1}, v]$). (b) CMVs from the group B screened only by the $r_{\text{max}}$ values (screening 1). (c) As in (b) but for the group C. (d) Color shading: $\chi$ (shown only where $r_{\text{max}} \geq 0.6$); vectors: as in (a). (e) As in (d) but the color shading is for $\varepsilon$. (f) color shading: $r_{\text{max}}$ (no screening); vectors: as in (a).
Figure 4.6: As in Fig. 4.5a–c but for horizontal divergence (a–c) and vorticity (d–f) obtained from CMVs screened by the screening 1.
Figure 4.7: CMVs that satisfy $\varepsilon < 10$ m s$^{-1}$ and $\chi < 10$ m s$^{-1}$ (arrows), trajectories corresponding to the CMVs (colored dots), and the preprocessed brightness $F$ (shading) for the orbit 246. The latitudinal ranges covered are (a) 20°S–6°S and (b) 32°S–18°S. Zonal winds corresponding to the solid body rotations that have zonal velocities (a) $-90$ m s$^{-1}$ and (b) $-100$ m s$^{-1}$ at the equator are subtracted from the CMV arrows (unlike in Fig. 3.9 where a uniform zonal wind is subtracted). To show their scales, an arrow whose length corresponds to 20 m s$^{-1}$ is shown near the lower-left corner of each panel. The brightness is shown for every 40 min (thus shown are six of the eleven images used to derive the CMVs). To ease visual tracking, images are shifted longitudinally with time (see the red tick marks), which corresponds to the longitudinal shift by the solid body rotations subtracted from CMV arrows. The dots are advected by CMVs constantly with time. Caution: there are small-scale features associated with instrumental error in (a) around the longitude 150° at later times; they do not move in the original images.
4.3 Results

Figure 4.8: (a) As in Fig. 4.7 but for the latitudinal range 44°S–32°S. The threshold of $\varepsilon$ to show CMVs and trajectories are loosened to 20 m s$^{-1}$. (b) As in (a) but the brightness is filtered by a high-pass filter to pass features having scales smaller than 6° × 6° (by using a Tukey cosine filter whose full width at half maximum is 6°).

4.3 Results

Figure 4.5 shows the velocity estimates A, B, and C for the orbit 246. They are remarkably similar, even though the pairs used in the estimates B and C are much fewer than those in the estimate A. The error measure $\chi$, which is obtained from the difference between B and C, is smaller than 2 m s$^{-1}$ at many grid points (Fig. 4.5d). The precision $\varepsilon$, which represents the sharpness of the cross-correlation surface peaks, is generally greater than $\chi$ (Fig. 4.5e). Figs.
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4.5d and e indicates that CMVs are screened more by $\varepsilon$ than $\chi$. It increases with latitude, since brightness features are obscure and often elongated at mid latitude. The maximum cross-correlation $r_{\text{max}}$ is generally high irrespective of latitude (Fig. 4.5f). The low $r_{\text{max}}$ values around $160^\circ$E, $10^\circ$S are due to the dominance of noise. We further compare horizontal divergence and vorticity in Fig. 4.6. Note that they are computed from CMVs screened only by $r_{\text{max}}$ (STS1). Even though the derivative operations to compute them enhance small-scale features, patterns seen in the figure are remarkably similar among the estimates. The result gives us some confidence on the CMVs down to $O(1000)$ km. However, the small-scale features may still not be reliable especially at mid latitude where $\varepsilon$ is large (note that the scale of error in the derivative of velocity, $\Delta U/L$, is $1 \times 10^{-5}$ s\(^{-1}\) if the error scale of velocity $\Delta U$ is equal to 10 m s\(^{-1}\) and the length scale $L$ is equal to 1000 km).

Figure 4.7 shows how well our CMVs represent the evolution of brightness features for the orbit 246. Shading expresses the preprocessed brightness $F$ at every 40 min (corresponding to images used in the group B introduced in Section 4.2), and colored dots represent trajectories advected by CMVs having $\varepsilon$ values smaller than 10 m s\(^{-1}\). Initial positions of the trajectories are at the three-degree grid points. In order to highlight spatial features, zonal winds corresponding to a solid body rotation ($-90$ or $-100$ m s\(^{-1}\) at the equator) is subtracted from CMVs (arrows), and the longitudinal axes are shifted accordingly with time.

In this figure, it is easily seen that most trajectories follow small-scale features, even though a CMV represents a large area; the template size is $6^\circ \times 6^\circ$, and the STS spatial moving average is applied (Section 3.4). This result suggests the overall validity of our cloud tracking. If a CMV has an error of 10 m s\(^{-1}\), for example, its trajectory is deviated by 1.1\(^\circ\) (if in the meridional direction) over the 200-min period. We examined the trajectories visually, and it appeared that many of them have accuracy better than 1\(^\circ\), which is roughly consistent with the $\varepsilon$ values. However, we cannot visually distinguish a difference corresponding to 2 m s\(^{-1}\), a typical value of $\chi$ at low latitude.

Figure 4.8a is similar to Fig. 4.7 but for mid latitude. Since small-scale features are not clear there, high-passed brightness is shown in Fig. 4.8b (here, the high-pass filter is devised to mimic the subtraction of means when cross-correlations are computed). In Fig. 4.8, the threshold $\varepsilon$ value is set to 20 m s\(^{-1}\); note that most of CMVs here have $\varepsilon$ greater than 10 m s\(^{-1}\) (Fig. 4.5e). Small-scale features are dominated by elongated slantwise patterns, and to visually identify cloud motions is more difficult than in Fig. 4.7, which is consistent with the large $\varepsilon$ values at mid latitude.

We have done similar visual inspection for many orbits, and we found that $\varepsilon$ values are more consistent with our subjective impression than $\chi$ values. This is probably because $\varepsilon$ values indicate the ranges over which cross-correlations are indistinguishable. Also, $\varepsilon$ reflects the size of the features to track. Therefore, $\varepsilon$ can be regarded as a measure of the precision of visual (manual) cloud tracking. Values of $\chi$ are generally much smaller than $\varepsilon$, as shown below. Naive visual inspection described above treats each image independently, so it is not benefitted by the superposition using many images. Therefore, the smallness of $\chi$ may suggest that our method can improve CMVs beyond the limit of manual tracking, but we cannot verify it with visual inspection.
We now examine the error for multiple orbits. Figure 4.9 shows the rms and median of $\chi$ where LTAN is between 9 am and 15 pm in the period 2. The results are shown for ten orbits from 243 to 267. In the other orbits, the number of images having acceptable quality and resolution (see Section 2) is fewer than 4, which is the minimum number to compute $\chi$. The error is generally smaller at low latitude than at mid latitude. The median values are generally smaller than the rms values, since the latter are more sensitive to outliers, which are positive-only. For the same reason, the median values are less sensitive to screening than the rms values. The rms values are decreased from STS1 (in which only the screening 1 is applied) to STS123 (in which the screening 1, 2, and 3 are applied) because the screening removes outliers. Table 4.1 summarizes the rms and median of $\chi$ averaged over the ten orbits. It is noteworthy that the rms $\chi$ value is as small as 1.4 m s$^{-1}$ (1.8 m s$^{-1}$) at low (mid) latitude. Table 4.1 also shows the measures of error in horizontal divergence $\chi_\delta$ and vorticity $\chi_\zeta$; these quantities are defined as in Eq. (4.13) but for using horizontal divergence for $\chi_\delta$ and vorticity for $\chi_\zeta$ to compute $\sigma_B$ and $\sigma_C$. The median values are smaller than the typical strength of divergence and vorticity, but rms values are not.

The rms and median values of $\varepsilon$ are summarized in Table 4.2. As mentioned earlier for the orbit 246, these values are greater than those of $\chi$. The rms and median values of $\varepsilon$ are close, suggesting that large $\varepsilon$ values are not outliers. At mid latitude, the rms and median values are close to the imposed threshold of 20 m s$^{-1}$. It suggests that the screening by $\varepsilon$ is prevalent at mid latitude, as can be seen in Fig. 4.5 for the orbit 246.
As mentioned in Section 3.4, the STS (superposition in time and space) estimation, which we primarily rely on in this study, is expected to have smaller errors than the ST (superposition in time) estimation. The errors are compared in Fig. 4.10 and Table 4.1, in which the expectation is verified.
Table 4.1: The rms and median of \( \chi \) from CMVs, horizontal divergence (\( \chi_{\delta} \)), and vorticity (\( \chi_{\zeta} \)) averaged horizontally and over the ten orbits from 243 to 267. The horizontal averaging is made separately between 30\(^{\circ}\)S and 10\(^{\circ}\) N ("low latitude") and between 45\(^{\circ}\)S and 30\(^{\circ}\)S ("mid latitude"). The upper and lower tables show the STS123 and ST123 results, respectively.

Table 4.2: The rms and median of \( \varepsilon \) averaged horizontally and over the ten orbits from 243 to 267. Shown separately for low and mid latitudes as in Table 4.1.

Figure 4.10: The rms of \( \chi \) obtained from the ST123 (triangles) and STS123 (circles) results averaged over (a) 30\(^{\circ}\)S–10\(^{\circ}\)N and (b) 45\(^{\circ}\)S–30\(^{\circ}\)S.

In this study, we apply the optical correction and the limb fitting proposed by Kouyama et al. (2013b) and Ogohara et al. (2012) as described in Section 3.1. To examine their effect, we compare the CMVs with and without the correction (Fig. 4.11). The error is generally increased if the correction is not applied. For some cases, the error is increased two to three times. Furthermore, the number of CMVs that passed the screening is decreased slightly. Recently, Limaye et al. (2015) proposed a different interpretation for the necessity of image correction and an alternative correction for VMC, but Fig. 4.11 suggest that the present correction is useful.
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Figure 4.11: The rms (a–b) of \( \chi \) and the number of vectors (c) obtained from the STS123 estimation with ("o" or "−") and without ("△" or "+") the optical and pointing-angle corrections. Averaged over (a) 30°S–10°N, (b) 45°S–30°S.

Figure 4.12 shows the median of \( \chi \), the number of obtained CMVs as a function of latitude, and the number of images used to derive CMVs for orbits in the periods 2 and 3. The number of CMVs is generally small when LTAN is close to the evening, as expected. The median of \( \chi \) in the period 2 is generally smaller than that in the period 3, while the number of the CMVs are generally greater in the period 2. This result is consistent with the fact that the number of images used to derive CMVs is generally greater in the period 2. However, the median \( \chi \) and the number of CMVs are not simple functions of the number of images. By inspecting data for each orbit by eyes, it is observed that data quality is not uniform during the periods, and it affects the overall quality of the CMV estimation.
4.4 Sensitivity to the template size or to the scale of tracked features

Kouyama et al. (2013a) investigated the sensitivity of CMVs (obtained from two images) to the size of template regions by changing it from $2^\circ \times 2^\circ$ to $10^\circ \times 10^\circ$. They showed that mean winds are not statistically different across the template sizes, but the results exhibit a large variance around the smallest size. They then recommended the template size of $6^\circ \times 6^\circ$ and used it for their analysis. Here we describe the sensitivity of our CMVs to the template size.
4.4 Sensitivity to the template size or to the scale of tracked features

We conducted the STS estimation by changing the template size from $6^\circ \times 6^\circ$ to $4^\circ \times 4^\circ$ and compared the results for the orbits 246–267 by interpolating the former onto the latter’s grid points. The mean value of the vector difference (the length of the difference of the two estimates of a cloud motion vector) at each grid point is $2.1 \text{ m s}^{-1}$ at low latitude ($30^\circ \text{S}–10^\circ \text{N}$) and $2.7 \text{ m s}^{-1}$ at mid latitude ($45^\circ \text{S}–30^\circ \text{S}$). These values are small, but they are slightly greater than the mean $\chi$ values, suggesting that $\chi$ does not cover the entire ambiguity of cloud motion.

The ratio of the grid points at which the difference is smaller than $2 \text{ m s}^{-1}$ is $60 \% \ (48 \%)$ at low (mid) latitude, and the ratio of the grid points where the difference is greater than $4 \text{ m s}^{-1}$ ($10 \text{ m s}^{-1}$) is $10 \% \ (0.2 \%)$ at low latitude and $18 \% \ (0.7 \%)$ at mid latitude. Therefore, at most grid points, the difference is too small to distinguish by manual tracking (see Figs. 4.7 and 4.8, and the text discussing them). Where the difference of the two estimates is relatively large, the reliability of CMV may be relatively low. As one can thus expect, the difference is positively correlated with $\chi$ (and also with $\varepsilon$) significantly, but the correlations are quite weak (around 0.1).

The calculation of cross correlation includes the subtraction of mean values. Therefore, to use a smaller template size is equivalent to track smaller-scale features. We additionally conducted a CMV computation in which the template size is set to $6^\circ \times 6^\circ$ but a high-pass filter (to roughly pass features smaller than $3^\circ$) is applied in the preprocess. We examined the differences visually using figures for each orbit (not shown), and we found that the differences between without and with the filter is similar to the differences between $6^\circ \times 6^\circ$ and $4^\circ \times 4^\circ$ templates, respectively, as described above. Therefore, these differences are consistently explained in terms of the sensitivity of CMVs to the sizes of features to track.

From these results, we speculate that the temporal change of cloud features causes ambiguity in the determination of cloud motions, thereby causing the scale dependence. Note that the temporal change can be due to actual brightness change over a few hours as well as due to the change of the satellite position, which affects resolution and satellite zenith angle. If the changes are gradual with time, the ambiguity is not covered by $\chi$. Therefore, we guess that the accuracy of CMVs may not be as good as $\chi$ values suggest, but it is not drastically worse than it, since the CMV differences associated with different template (or feature) sizes are not large.
Chapter 5

Features of CMVs and comparison with previous studies

In this section, we investigate the STS123 results of CMVs. Figure 5.1 shows the CMVs for the ten orbits examined in Section 4.3. Except for the orbit 243, the number of CMVs that passed the screening are similar to that for the orbit 246 shown in Section 3.6. Also, the $r_{\text{max}}$, $\varepsilon$, and $\chi$ values are similar to the results from the orbit 246 (figure not shown). Namely, $\varepsilon$ increases with latitude (it jumps up at around 30°S), while $r_{\text{max}}$ is high irrespective of latitude, and $\chi$ is generally smaller and is less dependent on latitude than $\varepsilon$. Even though CMVs have been screened, some of them do not appear realistic, as is especially evident for the solitary ones such as the CMV at 204°E, 21°S for the orbit 263. In many orbits, some of the CMVs at mid latitude are deviated eastward anomalously in comparison with surrounding CMVs. This is especially the case near the eastern edge of observations where the spacecraft zenith angle is large. We visually examined the validity of the eastward deviation in 130°E–150°E, 39°S–42°S and 165°E–180°E, 27°S–36°S by trying to manually track features, and we found that it is difficult because $F$ values there are quite featureless. On the other hand, we could manually trace features around the regions where CMVs are less deviated.
Figure 5.1: CMVs offset by $[90, 0]$ m s$^{-1}$ as in Fig. 4.5a (arrows) and $F$ at $t_0$ (color shading) obtained from the ten orbits from 243 to 267 as in Fig. 4.9. The right and left red lines indicate local times 11 am and 13 pm, respectively. Yellow arrows: CMVs with $\varepsilon < 10$ m s$^{-1}$; red arrows: CMVs with $10 \leq \varepsilon < 20$ m s$^{-1}$.
Figure 5.2: Mean zonal winds compared with previous studies for the orbits (a) 257, (b) 265, (c) 267 and (d) 462. Cross marks connected by solid lines show the zonal winds averaged longitudinally using the all CMVs for each latitude (here, a cross mark is shown if the number of CMVs obtained at a latitudinal grid point is greater than or equal to three. Thick (thin) lines are drawn between adjacent grid points if the numbers of CMVs are greater than or equal to ten (three) at both ends). Asterisks and dashed lines: as cross marks and solid lines, respectively, but for the average limiting the local time between 11 am and 13 pm. Dash-dotted lines show the zonal mean zonal winds reported by previous studies: (a–c) Moissl et al. (2009) and (d) Khatuntsev et al. (2013). These results are obtained with manual tracking.

Moissl et al. (2009) and Khatuntsev et al. (2013) showed zonal mean zonal winds obtained manually with CMV for some orbits, and comparison with our results are available for the orbits 257, 265, 267 and 462 as shown in Fig. 5.2. Since the longitudinal coverage of their CMVs are unknown, we show two type of means for comparison. One is the mean over longitudinal ranges corresponding to the local time between 11 am and 13 pm as shown by blue lines in Fig. 5.1, and the other is over the entire longitudinal range shown in Fig. 5.1. Given the coverage uncertainty, we consider that our results agrees well with the previous studies. Moissl et al. (2009) pointed out a large change of zonal winds by about 20 m s$^{-1}$ over two days from the orbit (day) 265 to the orbit 267, and they argued that it is likely an actual change. Our result supports it.
Figure 5.3: Mean (a) zonal and (b) meridional winds for the twelve orbits in the period 2 obtained by averaging CMVs between 20°S and the equator. The abscissa is the orbit numbers, which are the days after April 20, 2006.

Figure 5.1 suggests large-scale orbit-to-orbit variability both in zonal and meridional winds. Figure 5.3 shows mean winds averaged horizontally between 20°S and the equator. The low-latitudinal mean winds fluctuate day by day. There is no clear relationship between the zonal and meridional winds, and they do not appear to exhibit simple periodicities. This result suggests that the large-scale wind filed is not dominated by a single planetary-scale wave. Also, $F$ averaged over the same region is not correlated with the mean zonal or meridional winds (figure not shown). This is the case for the period 3.
5 Features of CMVs and comparison with previous studies

The CMVs are averaged over time for each of the periods 2 and 3 as functions of local time and latitude (Fig. 5.4). The mean zonal wind is slower in the period 3 than in the period 2 as shown by Kouyama et al. (2013a). The horizontal distribution of zonal and meridional winds are consistent with the structure of thermal tides shown by Moissl et al. (2009) and Khatuntsev et al. (2013). Namely, the zonal wind is maximized (wind speed minimized) around 11 am, which is closer to the result by Moissl et al. (2009) who used periods close to ours; the meridional wind slightly away from the equator is minimized (wind speed maximized) at around 13 pm as shown by Khatuntsev et al. (2013) (Moissl et al., 2009 did not show the meridional wind result). These results are roughly consistent with the numerical results of thermal tide by Takagi and Matsuda (2005).

Many of the horizontal distributions of CMVs for individual orbits in Fig. 5.1 exhibit similar features as the tidal features shown in Fig. 5.4. However, there are some differences in the large-scale features among the orbits. Also, CMVs have small-scale features as discussed for the orbit 246 in Section 3.6. To investigate these features is left for a future study, since close scrutiny of data quality is desired to ensure the robustness of results.

Figure 5.4: Tidal component obtained for the periods 2 (a, c) and 3 (b, d). (a, b) Zonal wind; (c, d) meridional wind. The results are shown where the number of CMVs is greater than or equal to 4.
Chapter 6

Summary and conclusions

We have examined the problems of digital cloud tracking and proposed a new method suitable for dayside UV images of the cloud deck of Venus. The version 2.0 product of the Venus Monitoring Camera onboard the Venus Express has been analyzed with this method.

Conventional digital cloud tracking based on cross-correlation fails often. This is primarily because the cross-correlation between the template and target sub-images can be maximized by a false match among distant portions of cloud deck.

The proposed cloud tracking method uses multiple images obtained successively over a few hours. Cross-correlations are computed from the pair combinations of the images and are superposed on the coordinates with respect to horizontal velocities. It was shown that this superposition lowers the correlation peaks associated with false matches. Thus, the failure is reduced. It is also expected that the superposition improves the accuracy of CMVs.

Spatial moving average of the cross-correlation surfaces can further improve the accuracy at the expense of horizontal resolution (the STS estimation). This procedure is optional, but it was used in most cases shown in this paper.

We propose two methods to evaluate the precision and error of each CMV. One of them relies on the confidence bounds of cross-correlation, where the anisotropy of clouds and the effective degrees of freedom are taken into account. Although its result does not show the confidence bounds of CMVs, it gives a relative measure of their precision termed ε. This method is applicable to the conventional cloud tracking based on a single pair of images. The other method relies on the comparison of two independent CMV estimates obtained by separating the successive images into two groups. This method provides a more direct estimate of error in CMVs, which is termed χ. These two evaluations can be combined to screen CMVs. We applied the threshold values ε = 20 m s\(^{-1}\) and χ = 10 m s\(^{-1}\).

Typical values of χ and ε obtained in this study are 2 and 8 m s\(^{-1}\) at low latitude and 2-3 and 14 m s\(^{-1}\) at mid
latitude, respectively. Visual inspection suggested that $\varepsilon$ tends to be consistent with subjective impression of the ambiguity on CMVs, so it can be a measure of ambiguity of manual tracking, not only ambiguity of digital tracking. This is because $\varepsilon$ is dependent on morphology and indicates the range (in m s$^{-1}$) over which cross-correlations are statistically indistinguishable. On the other hand, $\chi$ is a measure of consistency among the images used to derive a CMV. The fact that $\chi$ is generally better than $\varepsilon$ indicates that digital tracking can be more precise by the superposition of cross-correlation than manual tracking. However, there are factors such as cloud deformation that degrade CMVs and may not be reflected in $\chi$ as shown in Section 4.4. Therefore, the error of our CMVs can be greater than $\chi$.

It was shown that the spatial moving average of correlation surfaces actually reduces errors. Also, the optical correction and the limb fitting applied in our preprocess were shown to be effective.

CMVs obtained in this study were investigated and compared with previous studies. Our results are consistent with previous studies obtained by manual tracking. The results supports the existence of day-to-day variability of large-scale winds on the order of $\mathcal{O}(10)$ m s$^{-1}$. They further suggest smaller-scale features at $\mathcal{O}(1000)$ km; a further study is ongoing to investigate them.

It was found that erroneous CMVs sometimes elude the screening, especially at mid latitude. It may be useful to additionally adapt the traditional screening based on the comparison of neighboring vectors. Also, it may be worth exploring to change the template size possibly depending on latitude.

Our method is expected to advance the study of the atmosphere of Venus. It is planned to use it to process the images to be obtained by Japan’s Venus orbiter Akatsuki.
Appendix A

Estimation of the effective degrees of freedom

The effective degrees of freedom of the superposed cross-correlation is formulated in this section. The effective degrees of freedom of a simple cross-correlation, which is used in the tracking based on a single image pair, can be expressed by a standard formula (e.g., Thomson and Emery, 1994) as

\[
M^{(1)}_e = \frac{M}{\Omega^{(1)}}, \quad (A.1)
\]

\[
\Omega^{(1)} = \sum_{\tau=-M}^{M} \left( 1 - \frac{\tau}{M} \right) R_{xx}(\tau)R_{yy}(\tau), \quad (A.2)
\]

where \( M \) is the number of pixels, \( x \) and \( y \) represent the sequences between which cross correlation is computed, and \( R_{xx} \) and \( R_{yy} \) are their auto correlations with the lag equal to \( \tau \):

\[
R_{xx}(\tau) = \frac{M}{M - |\tau|} \sum_{\omega=1}^{M-|\tau|} x'(\omega)x'(\omega + |\tau|) \left/ \sum_{\omega=1}^{M} x'(\omega)^2 \right., \quad (A.3)
\]

\[
R_{yy}(\tau) = \frac{M}{M - |\tau|} \sum_{\omega=1}^{M-|\tau|} y'(\omega)y'(\omega + |\tau|) \left/ \sum_{\omega=1}^{M} y'(\omega)^2 \right., \quad (A.4)
\]

where dash represents the deviation from the sample mean. In our problem, \( x \) and \( y \) are one-dimensionalized brightness sequences from sub-regions, so \( M = IJ = 48^2 = 2304 \). The effective degree of freedom is evaluated for
the combination of the template and target regions that maximize the cross-correlation. Thus, \( x \) and \( y \) are similar, and \( R_{xx} \) and \( R_{yy} \) have similar values. Eq. (A.2) is suitable to estimate \( \Omega^{(1)} \) for such a case.

We define the effective degree of freedom for the superposed cross-correlation Eq. (3.15) as

\[
M_e = \frac{PM}{\Omega}, \\
\Omega = \frac{1}{P} \sum_{p=1}^{P} \Omega^{(p)},
\]

where \( \Omega^{(p)} \) is the correlation length obtained from the \( p \)-th pair of images by using Eq. (A.2). Eqs. (A.5) and (A.6) are justified by using Eqs. (A.1) and (A.2) as follows. The superposed cross-correlation \( r \) of Eq. (3.15) can be rewritten as

\[
r = \frac{1}{P} \sum_{p=1}^{P} r_p = \frac{1}{P} \sum_{p=1}^{P} \frac{\text{Cov}(x^{(p)}, y^{(p)})}{\sigma_{x^{(p)}} \sigma_{y^{(p)}}},
\]

where \( \text{Cov} \) and \( \sigma \) represent covariance and standard deviation, and \( x^{(p)} \) and \( y^{(p)} \) represent the brightness sequence of template and target subimages of the \( p \)-th pair. If \( \sigma_{x^{(p)}} \) and \( \sigma_{y^{(p)}} \) can be approximated by a common constant \( \sigma \) (Approximation A), the \( r \) of Eq. (A.7) is approximated as

\[
r \approx \frac{1}{\sigma^2 P} \sum_{p=1}^{P} \text{Cov}(x^{(p)}, y^{(p)}) = \frac{1}{\sigma^2} \frac{1}{PM} \sum_{t=1}^{PM} X_t Y_t,
\]

where \( X_t \) and \( Y_t \) \((t = 1, 2, \cdots, PM)\) represent concatenated brightness sequences over the \( P \) pairs. In this case, the correlation length is written as

\[
\Omega_c = \sum_{\tau=-PM}^{PM} \left( 1 - \frac{\left| \tau \right|}{PM} \right) R_{XX}(\tau) R_{YY}(\tau),
\]

from Eq. (A.2), and the effective degree of freedom is expressed as \( PM/\Omega_c \), since the data length is \( PM \). Since Approximation A is expected to be valid, \( \Omega \) and \( \Omega_c \) are expected to have similar values. Therefore, Eqs. (A.5) and (A.6) are valid, which justifies Eqs. (A.5) and (A.6).
Appendix B

Elliptic paraboloid and parabola fitting

B.1 Elliptic paraboloid fitting (two-dimensional)

To compute the precision measure $\varepsilon_{1u}$ and $\varepsilon_{1v}$ the correlation surface is fitted by a quadratic surface

$$r(u,v) = Au^2 + 2Buv + Cv^2 + 2Du + 2Ev + F,$$  \hspace{1cm} (B.1)

by using the least square fitting. The fitted surface is an elliptic paraboloid if $AC - B^2 > 0$, and it has a maximum if $A < 0$. Then, the center $(u_c, v_c)$, the semi-major axis $R_1$, and its angle $\theta$, of the ellipse $r(u,v) = r_{lb}$ are expressed as

$$u_c = \frac{CD - BE}{B^2 - AC}, \hspace{1cm} (B.2)$$
$$v_c = \frac{AE - BD}{B^2 - AC}, \hspace{1cm} (B.3)$$
$$\theta = \frac{1}{2} \arctan \left( \frac{2B}{A - C} \right), \hspace{1cm} (B.4)$$
$$R_1 = \max(\hat{R}_1, \hat{R}_2), \hspace{1cm} (B.5)$$

$$\hat{R}_1 = \sqrt{\left\{ (u_c \cos \theta + v_c \sin \theta)^2 - \frac{F'}{A \cos^2 \theta} \right\} - \left\{ (-u_c \sin \theta + v_c \cos \theta)^2 - \frac{F'}{A \sin^2 \theta} \right\} \frac{A \sin^2 \theta - C \cos^2 \theta}{A \cos^2 \theta - C \sin^2 \theta}}, \hspace{1cm} (B.6)$$
$$\hat{R}_2 = \sqrt{\left\{ (-u_c \sin \theta + v_c \cos \theta)^2 - \frac{F'}{A \sin^2 \theta} \right\} - \left\{ (u_c \cos \theta + v_c \sin \theta)^2 - \frac{F'}{A \cos^2 \theta} \right\} \frac{A \cos^2 \theta - C \sin^2 \theta}{A \sin^2 \theta - C \cos^2 \theta}}, \hspace{1cm} (B.7)$$
$$F' = F - r_{lb}. \hspace{1cm} (B.8)$$

Here, $u$ and $v$ are horizontal velocities.

We conducted the fitting, nevertheless, on the pixel coordinates proportional to longitude and latitude. Since they are anisotropic in the velocity coordinates if not at the equator, the result does not strictly follow Eqs. (B.4) and (B.5). However, the discrepancy is only significant when $\hat{R}_1 \simeq \hat{R}_2$, and such cases are covered by $\varepsilon_{2u}$ and $\varepsilon_{2v}$.  
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Therefore, our practical choice is not harmful.

B.2 Quadratic function (one-dimensional)

If \( r(u, v) \) is peaked at \((u_{\text{max}}, v_{\text{max}})\), the precision measure \( \varepsilon_{2u} \) is obtained by fitting \( r(u, v_{\text{max}}) - r_{\text{lb}} \), a function of \( u \), by

\[
 f(u) = c_0 (u - u_c)^2 + r_{\text{max}},
\]

by using the least square method. Then, \( \varepsilon_{2u} \) is expressed as

\[
 \varepsilon_{2u} = \pm \sqrt{\frac{r_{\text{max}} - r_{\text{lb}}}{-c_0}}
\]

when \( c_0 \) is negative; \( \varepsilon_{2u} \) is set to infinity if \( c_0 \geq 0 \). Similarly, \( \varepsilon_{2v} \) is obtained by fitting the cross section at \( u = u_{\text{max}} \), \( r(u_{\text{max}}, v) \), by

\[
 g(v) = c_1 (v - v_c)^2 + r_{\text{max}}.
\]

Then, \( \varepsilon_{2v} \) is expressed as

\[
 \varepsilon_{2v} = \pm \sqrt{\frac{r_{\text{max}} - r_{\text{lb}}}{-c_1}}
\]

when \( c_1 \) is negative.
Appendix C

Sensitivity experiment

In this section, we will investigate the relationship between template size as mentioned in Section 4.3 and high-pass processing, and the dependence on template size in cloud tracking. Here, we have looked at the consistency of two wind vector fields estimated from brightness distributions, with and without preprocessing, in previous studies that have examined the differences in the estimation results (Rossow et al., 1990). Rossow et al. (1990) used a scheme which had high-pass processing\(^1\) applied at the same resolution as the template size, and one which had no high-pass processing at all. As a result, a significant difference in the estimated results, depending on whether or not there is preprocessing, was reported. However, high-pass filtering for the brightness for the template and search region has already been applied when the cross-correlational method is used, as indicated clearly by Eq. (3.9). That is to say, the cross-correlation method involves high-pass processing by calculating the running mean. Consequently, the fact that there is a significant difference between the results from the two schemes seems contradictory. Based on these points, we will use the cloud tracking method and statistical precision evaluation criteria developed in this study, to conduct sensitivity experiments regarding the relationship between the two estimated results. The sensitivity experiments will involve estimating the wind based on the conditions below, and investigate whether there is a significant difference between them.

- In sensitivity experiment 1, a brightness distribution for which high-pass processing with the same resolution as a 6°×6° template has been applied, and a brightness distribution in which no high-pass processing has been applied are used, and the difference in the estimated results is compared.

- In sensitivity experiment 2, a brightness distribution for which high-pass processing with the same resolution as a 4°×4° template has been applied, and a brightness distribution in which no high-pass processing has been applied are used, and the difference in the estimated results is compared. The template size in the former case is 4°×4° and in the latter case is 6°×6°.

\(^1\)The cross-correlation method involves obtaining the running mean for high-pass processing (at the same resolution as the template size) of the brightness distribution, and determining its difference from the original brightness distribution. A 2D Rectangular window is used for the running mean, so that the weights at each grid points are equal.
In sensitivity experiment 3, the differences between sensitivity experiment 1 and sensitivity experiment 2 are compared. In other words, the difference due to filter size is examined.

Regardless of the fact that the filter size used in sensitivity experiment 1 is slightly smaller than the template size, there is good agreement between the two wind fields at low latitudes (10°N–30°S) which satisfy $\varepsilon < 10$ m s$^{-1}$ in Fig. 5.1, in Fig. C.1 (a) and (d). From this, we see that when deciding on a specific template size, we are applying high-pass processing at the same scale. In rare instances however, there are regions where the wind is slightly increased when there is a streaked pattern present. This is strikingly evident when comparing sensitivity experiments 1 and 2. That is to say, in regions where there is a large difference in zonal and meridional wind in the two experiments (Fig. 5.1 (a, d) and (b, e)), the differences can generally be seen along the streaks. Hence, there is a trend that the difference in zonal wind (b, e) in sensitivity experiment 2, in which the tracking pattern was finer, is even greater than the zonal wind in sensitivity experiment 1 (Fig. 5.1 (a, d)). This is the same trend as for $r_{\text{max}}$ in sensitivity experiments 1 and 2 (j, k); at $r_{\text{max}}$, this result is even more noteworthy. As a result, $\varepsilon$ based on the confidence interval for $r_{\text{max}}$ results in a reduction in the template size leading to lower accuracy (g, h). However, at low latitudes, the differences between winds are small, and the difficulty in assessing if there is a significant difference between the two results is evident even in the results of sensitivity experiment 3 (c, f, i, l). To put this another way, if we consider that there is no improvement in the estimation results with the filter size, then we cannot assign merits, in terms of which of the results are more accurate. Therefore, when estimating the wind field with cloud tracking schemes, we would want to use a $6^\circ \times 6^\circ$ resolution, because the noise is smaller.
Figure C.1: This shows the results of sensitivity experiments 1 to 3 for orbit 246. The left column (a, d, g, j) shows the difference in zonal and meridional wind, $\Delta r_{\text{max}}$ in sensitivity experiment 1. The middle column (b, e, h, k) corresponds to the same physical and statistical quantities as (a, d, g, j) for sensitivity experiment 2. The right column (c, f, i, l) corresponds to the physical and statistical quantities derived for (b, e, h, k) based on (a, d, g, j) for sensitivity experiment 3.
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