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Abstract In this paper, we propose a novel feature-space local pooling method for the commonly adopted architecture of image classification. While existing methods partition the feature space based on visual appearance to obtain pooling bins, learning more accurate space partitioning that takes semantics into account boosts performance even for a smaller number of bins. To this end, we propose partitioning the feature space over clusters of visual prototypes common to semantically similar images (i.e., images belonging to the same category). The clusters are obtained by Bregman co-clustering applied offline on a subset of training data. Therefore, being aware of the semantic context of the input image, our features have higher discriminative power than do those pooled from appearance-based partitioning. Testing on four datasets (Caltech-101, Caltech-256, 15 Scenes, and 17 Flowers) belonging to three different classification tasks showed that the proposed method outperforms methods in previous works on local pooling in the feature space for less feature dimensionality. Moreover, when implemented within a spatial pyramid, our method achieves comparable results on three of the datasets used.
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1 Introduction

At the heart of modern image recognition lies a local patch-based multi-layer architecture that has significantly evolved during the past decade. This architecture can be summarized as follows. First, handcrafted descriptors (e.g., SIFT [38], HOG [15], SURF [3], etc.) densely sampled from an input image are projected into a codebook space using a common coding method, such as vector quantization (coding step). Second, a fixed-length, global image representation is generated via summarizing the encoded descriptors, obtained in the previous step, over the image’s area (pooling step). In the classification task, this pooled representation is finally fed to a linear (or nonlinear) classifier where both training and class label prediction take place. Extensions to this architecture (e.g., [35, 51, 53]) have dominated standard classification benchmarks (e.g., Pascal VOC [17]) for several years. As mentioned above, this architecture has been refined greatly with improvements aimed at both of its steps. In this paper, we propose a novel extension to this architecture that improves its pooling step.

The idea of pooling originates in the Nobel-winning work of Hubel and Wiesel on the mammalian visual cortex [28] in which they explain a cascaded model of the visual cortex where responses coming from lower simple cells are aggregated before being fed to higher complex cells, rendering them invariant to small spatial transformations. This seminal work has long inspired computer vision researchers to adopt the idea of pooling for the aim of building robust translation-invariant visual recognition systems. Thus, pooling has been a genuine component in visual recognition all the way from the early Neocognitron [22], to the Bag-of-Words (BoW) model [14, 47], up until the recently rediscovered convolutional neural networks [34]. In its most basic adaptation, pooling summarizes the image’s features by taking the average (or max) value of their activations [4].
Pooling involves two components: (1) an operator and (2) a neighborhood. While the operator does the summarization function, the neighborhood determines which descriptors are to be pooled together. In conventional pooling (e.g., [14, 47]), the pooling operator is applied to all encoded descriptors of the input image at once, i.e., the pooling neighborhood is defined as the whole area of the image. While the direct advantage of this pooling is added robustness to input translations, its major disadvantage is inevitable information loss. To compensate for part of this loss, an extension to pooling (local pooling) enforces locality via jointly pooling only descriptors that are members of a certain local neighborhood. A local neighborhood could be any subgroup of the image’s descriptors that are “close” according to a certain criterion. Based on the space within which local neighborhoods are defined, work on local pooling can be categorized into: (1) image-space and (2) feature-space methods. A local neighborhood in the image space could be a subregion (object) within the image plane. On the other hand, a local neighborhood in the feature space could be a partition (bin) whose members share some aspect in common (e.g., visual similarity). As it might be more straightforward to pool descriptors based on their spatial location within the image, the bulk of the work on local pooling has focused on the image space [30, 35, 45]. However, our method operates in the feature space as we believe in the highly untapped potential this space holds.

Within the adopted pipeline (reviewed in Sect. 2), the most notable work on local pooling in the feature space seems to be [8], in which, in the same spirit as that of [29, 55], the image representation is generated via (1) clustering the extracted descriptors over a handful of codewords of a universal codebook learned via k-means clustering [39] and (2) applying the pooling operator within each obtained cluster individually. The final image representation is the (normalized) concatenation of the pooled features. Partitioning of the input data by minimal Euclidean distance (i.e., clustering) assures that only visually similar descriptors are pooled together. In other words, the notion of closeness in the feature space is defined in terms of the visual appearance of descriptors. This method is simple and can be regarded as a straightforward extension to the popular spatial pyramid (SP) model [35] within the feature space.

In this work, we mainly try to determine whether partitioning the feature space using a k-means codebook, i.e., based on visual appearance only as in [8, 29, 55], is optimal for local pooling in the image classification task. While k-means clustering preserves, to some extent, the visual similarity between descriptors, it totally discards any class-related information (i.e., high-level semantics) of the input image. For example, two visually similar descriptors belonging to two semantically different objects (subregions) within the image will be assigned to the same pooling bin. In this case, jointly pooling the two descriptors totally discards the image’s semantics.

Motivated by the above observation, we aim at generating pooling bins that are aware of the semantics of the input image. To this end, we propose partitioning the feature space over clusters of visual prototypes common to semantically similar images. The clusters in turn are generated via simultaneously clustering (co-clustering) images and their visual prototypes (codewords). The co-clustering is applied offline on a subset of training data and conducted using Bregman co-clustering [2]. Therefore, contrary to features pooled from appearance-based partitioning [8, 29, 55], our features are aware of the semantic context of the input image within the dataset, which consequently boosts classification performance. Similar to [8], spatial information can be easily encapsulated via implementing our local pooling within an SP or any other similar method.

The remainder of this paper is organized as follows. The classification pipeline within which our method is implemented is reviewed in Sect. 2. A survey of previous works on local pooling in the feature space is given in Sect. 3. Details of the proposed method are given in Sect. 4. In Sect. 5, the proposed method is empirically validated via extensively testing it on four datasets belonging to three different classification tasks. Finally, conclusions are given in Sect. 6.

2 Classification pipeline

In this section, the image classification pipeline within which our method is implemented is reviewed and notations used throughout the paper are defined. We are interested in the coding-pooling pipeline of image classification [6]. This pipeline is summarized in four successive steps: (1) feature extraction, (2) coding, (3) pooling, and finally (4) classification. Individual steps are explained below.

2.1 Feature extraction

Given an input image \( I \in I \) (the image dataset), a set of low-level features (e.g., SIFT) sampled at \( N \) different locations is extracted, such that \( X = \{x_i\}_{i=1}^N \), where \( x_i \in \mathbb{R}^d \) is the \( d \)-dimensional low-level feature extracted at location \( i \). Several methods have been proposed in the literature to obtain salient regions within the image from which features are extracted (See [40] for a detailed comparison). However, in the classification task, it has been shown in [35] that better performance is obtained when features are densely sampled from a regular grid covering the image plane.
2.2 Coding

The first step is to train a codebook \( \mathbf{B} = [b_1, \cdots, b_K] \in \mathbb{R}^{d \times K} \), where \( \{b_i\}_{i=1}^K \) is the set of the \( d \)-dimensional codewords obtained via unsupervised learning, such as k-means clustering. Note that individual codewords belong to the same space to which the extracted features, of the previous stage, belong. Then, given a coding function \( \psi \), the extracted features \( \mathbf{x} \) of the input image are individually projected into the space of the learned codebook. More formally, each descriptor \( x_i \in \mathbb{R}^d \) is mapped to a new representation \( v_i \in \mathbb{R}^K \), using a coding function \( \psi : \mathbb{R}^d \rightarrow \mathbb{R}^K \), such that:

\[
v_i = \psi(x_i), \quad \forall i \in \{1, \cdots, N\}. \tag{1}\]

The coding function can be thought of as an activation function for the codebook, activating each of the codewords according to the input descriptor \( x_i \). Depending on the coding function used, activations are either continuous or binary-valued. A multitude of coding functions (algorithms) have been proposed in the literature. In the following, we explain three of the most popular ones: Vector Quantization (VQ), Sparse Coding (SC) \([53]\), and Locality-constrained Linear Coding (LLC) \([51]\). See \([10]\) for a comprehensive survey on coding functions.

Vector Quantization (VQ) encodes each descriptor by assigning the value 1 to its closest codeword and zeros to the rest. This is done via solving the following constrained least squares fitting problem:

\[
\arg\min_{\mathbf{V}} \sum_{i=1}^{N} \|x_i - \mathbf{B}v_i\|^2 \tag{2}
\]

subject to \( \|v_i\|_{l_0} = 1 \), and \( \|v_i\|_{l_1} = 1, \quad v_i \geq 0 \)

where \( \mathbf{V} = [v_1, v_2, \cdots, v_N] \in \mathbb{R}^{K \times N} \) is the matrix of codes obtained for the set \( \mathbf{X} \). With a single non-zero element (i.e., \( \|v_i\|_{l_0} = 1 \)), these codes are highly sparse. This leads to a high quantization loss, especially when the descriptor being encoded is close to several codewords at the same time.

To alleviate the quantization loss of VQ, Sparse Coding (SC) approximates each descriptor as a sparse linear combination of the codewords. In other words, SC relaxes the cardinality constraint \( \|v_i\|_{l_0} = 1 \) in Eq. (2). This is achieved via solving the following optimization:

\[
\arg\min_{\mathbf{V}} \sum_{i=1}^{N} \|x_i - \mathbf{B}v_i\|^2 + \lambda \|v_i\|_{l_1} \tag{3}
\]

where \( \lambda \) is a parameter that controls the sparsity of the obtained code induced by the \( l_1 \) norm.

Finally, approximate Locality-constrained Linear Coding (LLC) addresses the non-locality that can occur in SC via encoding each descriptor with its \( n \)-nearest codewords. In other words, a new codebook \( \mathbf{B}(x_i, n) \) is constructed for each descriptor \( x_i \), such that \( \mathbf{B}(x_i, n) = \text{NN}_n(x_i, \mathbf{B}) \in \mathbb{R}^{d \times n} \), where \( n \) (\( n \ll K \)) is a constant that defines how localized the coding is. Approximate LLC is formulated as:

\[
\arg\min_{\mathbf{V}} \sum_{i=1}^{N} \|x_i - \mathbf{B}(x_i, n)v_i\|^2 \\
\text{subject to } \|v_i\|_{l_1} = 1, \tag{4}
\]

where \( v_i \in \mathbb{R}^n \) is the obtained \( n \)-dimensional code, later projected into the original space \( \mathbb{R}^K \) of the learned codebook.

2.3 Pooling

At this stage, the matrix \( \mathbf{V} \in \mathbb{R}^{K \times N} \) of encoded descriptors is transformed into a fixed-length global image representation \( \mathbf{z} \in \mathbb{R}^K \). This is achieved via applying the pooling operator \( \phi : \mathbb{R}^{1 \times N} \rightarrow \mathbb{R} \) to each row of \( \mathbf{V} \) separately. The final image representation is the concatenation of the pooled \( K \) descriptors, such that:

\[
\mathbf{z} = [z_1, z_2, \cdots, z_K]^T, \tag{5}
\]

where \( z_k \in \mathbb{R} \) is given:

\[
z_k = \phi \left( \{v_{ki}\}_{i=1}^{N} \right), \quad \forall k \in \{1, \cdots, K\}, \tag{6}
\]

where \( v_{ki} \) is the activation value of the \( i \)-th descriptor to the \( k \)-th codeword. The most commonly used operators are average (or sum) \([35]\) and max \([33]\) operators in which the output of the pooling step is simply the average and the maximum value of activations, respectively. In other words, \( \phi \) in Eq. (6) is replaced with the suitable operator (avg or max). Recently, several more advanced pooling operators have been proposed in the literature, such as those explained in \([33]\). The reader is referred to the same paper for a recently published survey on the topic.

2.4 Classification

Both training and class label prediction take place at this stage. The pooled image feature \( \mathbf{z} \in \mathbb{R}^K \) is (normalized and then) fed to a classifier. A standard classifier choice is Support Vector Machines (SVM) \([48]\).
3 Previous works

As mentioned before, the coding-pooling pipeline has been improved along many directions. However, since it is beyond the scope of this paper to review works in all directions, and since our work improves only pooling within the pipeline, we limit this section to survey methods similar to ours.

As previously explained, based on the space within which local neighborhoods are defined, work on local pooling can be categorized into: (1) image-space and (2) feature-space methods. In the following, we survey previous works on local pooling in the feature-space.

Although the idea of partitioning the feature space to compute correspondences is not a new one [23], generating an image representation by restricting the pooling operator to similar descriptors can be traced back to [29, 55] in Vector of Linearly Aggregated Descriptors (VLAD) and Super Vector (SV) image representations. In these methods, the final image representation is a concatenation of multiple feature vectors pooled from multiple feature bins obtained via clustering the input image’s descriptors over the codewords of a universal k-means codebook. This same idea was later explicitly proposed as feature-space local pooling within the BoW model by Boureau et al [8].

Therefore, within the adopted pipeline, Boureau et al’s work [8] seems to be the most prominent on local pooling in the feature space. We believe that this is in part due to its simplicity and the way it is presented as a straightforward extension to the popular SP model within the feature space. However, one of its major drawbacks is the fact that the notion of closeness in the feature space is defined solely in terms of the visual similarity of descriptors, i.e., the pooled feature is indifferent to the high-level semantics of the input image, which, we believe, limits the discriminative power of the pooled feature. Several attempts have been made to generate pooling bins that are aware of the image’s semantics.

In the following, we introduce those which we are aware of.

Rematas et al. [44] proposed pooling features from bins obtained via both k-means and hierarchical clustering. Therefore, the obtained space partitioning is aware of the different categories of the dataset at hand. Using a multiple-kernel framework, Rematas et al. [44] report impressive results on several classification benchmarks. This method seems to be the closest to ours. However, it is intended for naive Bayes nearest neighbor classification [5], i.e., it does not fit within the adopted pipeline of this paper.

In a recent work, Fanello et al. [19] proposed partitioning the feature space by assigning the image’s descriptors with weights learned (in a supervised way) via prediction of the class label of the subregion within which individual descriptors lie. Based on these weights, the pooling operator is applied accordingly. However, since subregions are extracted using a single-layer spatial pyramid (i.e., subregions are predefined square patches), we argue that the learned weights fall short of capturing the image semantics.

To the best of our knowledge, the above discussed methods are the only attempts made to generate pooling bins that are aware of the image’s semantics. In the following, we explain how the proposed method addresses this problem. We propose to jointly pool descriptors that are both visually similar and semantically coherent at the same time. To this end, we propose partitioning the feature space over clusters of visual prototypes common to semantically-similar images.

The clusters are learned by applying Bregman co-clustering on a subset of training data and serve as semantics-preserving codewords over which the feature space is partitioned. Therefore, contrary to features pooled from an appearance-based partitioning [8, 29, 55], our features are aware of the semantic context of the input image within the dataset, which consequently boosts classification performance. Our method is presented in detail in Section 4.

It should be noted that co-clustering visual words and images has been previously proposed in [25, 37]. However, to the best of our knowledge, we are the first to propose generating pooling bins using co-clustering. In [25, 37], co-clustering is used for the sole purpose of generating a codebook. The image representation are then generated following the traditional BoW procedure. In other words, features are globally pooled not locally as in our method.

4 Our method

In this section, we explain the proposed method. We start by detailing how the feature space is partitioned in Sect. 4.1. Then we explain how the final image representation is generated in Sect. 4.2. Finally, we compare our method to related works in Sect. 4.3.

4.1 Feature-space partitioning

To obtain pooling bins, we need to partition the feature space. This section details this procedure.

4.1.1 Introduction

Given an image’s extracted low-level features $X$, our goal is to find $P$ different neighborhoods \( \{x_p\}_{p=1}^P \), \( \forall p \in \{1, \ldots, P\} \), within $X$, so that members of each neighborhood are semantically coherent. In this work, semantics are defined as the high-level visual traits common to images conveying the same concept, i.e., belonging to the same category, and by
“high-level” we mean characteristics that go beyond the exact appearance of individual images and ascribe to their semantic context within the dataset. Therefore, favoring simplicity, we propose to model semantics as clusters of visual prototypes (codewords) common to images belonging to the same category.

To this end, we make use of an established data mining tool called co-clustering [26]. A co-clustering algorithm simultaneously clusters rows and columns of an input data matrix and produces two correlated sets of clusters representing the two dimensions of the input (rows and columns) as an output. Thus, as shown in [25, 37], semantics of a given dataset can be captured, in the form of clusters of visual prototypes, by co-clustering a subset of the dataset’s training images represented as a matrix of BoWs. Following the definition (of semantics) above, semantics are captured via finding the set of row (visual words) clusters that frequently appear in certain clusters of the columns (images). This is achieved via finding the set of row and column clusters that minimize the loss in mutual information between the visual words and the training images. See sect. 4.1.3 for details.

To conduct the co-clustering, we use Banerjee et al [2] in which optimal co-clustering is guided by a search for the nearest matrix approximation that has the minimum Bregman information. Before explaining the co-clustering procedure (Sect. 4.1.3), we introduce two preliminary concepts, Bregman divergence and Bregman information, in Sect. 4.1.2.

4.1.2 Bregman divergences and Bregman information

First introduced in [9], Bregman divergences define a large class of widely used loss functions, such as the squared Euclidean distance, KL divergence, etc. Given a convex function \( f \), the Bregman divergence between two data points \( a_1, a_2 \in \mathbb{R} \) is defined as:

\[
    d_f(a_1, a_2) = f(a_1) - f(a_2) - \langle \nabla f(a_2), a_1 - a_2 \rangle, \tag{7}
\]

where \( \langle a_1, a_2 \rangle \) is the inner product between \( a_1 \) and \( a_2 \), and \( \nabla \) is the gradient operator. The convexity of \( f \) guarantees that \( d_f(a_1, a_2) \) is non-negative for all \( a_1, a_2 \in \mathbb{R} \). By choosing a suitable convex function \( f \), the Bregman divergence can generalize several existing distance measures. For instance, using the convex function \( f(a) = a \log a \) defined over \( a \in \mathbb{R} \), the KL divergence between two points \( a_1, a_2 \in \mathbb{R} \) (i.e., \( D_{KL}(a_1 \parallel a_2) \)) can be expressed as a Bregman divergence as:

\[
    d_f(a_1, a_2) = a_1 \log(a_1/a_2) - (a_1 - a_2). \tag{8}
\]

Based on Bregman divergences, we explain another concept called Bregman information [2]. Given a Bregman divergence \( d_f \) and a random variable \( (A) \), the uncertainty of \( A \) can be captured in terms of a useful concept called Bregman information \( (I_f) \), defined as the expected \( (E) \) Bregman divergence to the expectation, such that:

\[
    I_f(A) = E[d_f(A, E(A))]. \tag{9}
\]

In the following, we explain Bregman co-clustering in which optimal co-clustering is guided by a search for the nearest (in Bregman divergence) approximation matrix that has the minimum Bregman information.

4.1.3 Co-clustering images and visual prototypes

Consider a subset of \( j \) training images \( C = \{c_j\}_{j=1}^J \), spanning \( L \) different categories, represented as BoWs generated by using a codebook of \( m \) visual prototypes \( R = \{r_m\}_{m=1}^M \). These images can be regarded as a data matrix \( A \in \mathbb{R}^{m \times j} \) of two underlying discrete random variables \( R \) and \( C \) representing rows (visual prototypes) and columns (images), respectively. The aim here is to simultaneously cluster columns (\( C \)) into \( L \) categories \( \hat{C} = \{\hat{c}_l\}_{l=1}^L \) and rows (\( R \)) into \( P \) clusters \( \hat{R} = \{\hat{r}_p\}_{p=1}^P \). The obtained co-clustering can be thought of as a pair of mapping functions \( \hat{R} = \rho(R) \) and \( \hat{C} = \gamma(C) \) operating on the rows and columns, respectively.

According to Bregman co-clustering [2], the optimal solution is the pair \( (\rho, \gamma) \) that constructs the nearest approximation matrix that has the minimum Bregman information, i.e., satisfying:

\[
    \arg\min_{(\rho, \gamma)} E[d_f(A, \hat{A})], \tag{10}
\]

where \( \hat{A} \) is the approximation matrix with the minimum Bregman information among the set of approximations that satisfy Eq. (10).

Bregman co-clustering generalizes several well-known co-clustering algorithms, such as [13, 16]. Moreover, the choice of the Bregman divergence is decided by the nature of the input data. Banerjee et al [2] have done an elaborate empirical study on the choice of Bregman divergence and concluded that the KL divergence better runs the co-clustering when the input data is a normalized occurrence matrix of words and documents (visual words and images in our case). However, to accurately investigate which Bregman divergence better suits our data, we (preliminarily) experimented\(^1\) with the KL divergence and the Squared Euclidean Distance (SED). We found that the KL divergence performs slightly better than the SED on our data. This also agrees with [2]. Therefore, we adopt the KL divergence as an objective function in the co-clustering. Thus, as explained

\(^1\) Calculating the Normalized Mutual Information (NMI) between image labels and the obtained clusters. Higher NMI means better co-clustering.
in Sect. 4.1.2, by using a suitable convex function, KL divergence can be expressed as a Bregman divergence as in Eq. (8). This in turn means that Bregman co-clustering reduces to the information-theoretic co-clustering of [16] in which the optimal co-clustering is the one that minimizes the following:

$$\Delta MI = MI(R;C) - MI(\hat{R};\hat{C})$$

$$= D_{KL}(p(R,C) \parallel q(R,C)),$$  

(11)

where $MI(R;C)$ is the mutual information between two discrete random variables $R$ and $C$ and is given as:

$$MI(R;C) = \sum_{r \in R, c \in C} p(r,c) \log \left( \frac{p(r,c)}{p(r)p(c)} \right),$$  

(12)

and $q(R,C)$ is a distribution of the form:

$$q(R,C) = p(\hat{R},\hat{C}) p(R|\hat{C}) p(C|\hat{C}).$$  

(13)

Therefore, optimal co-clustering can be obtained by searching for the nearest approximation matrix that has a distribution of the form shown in Eq. (12). To this end, Dhillon et al [16] proposed a neat algorithm that is computationally efficient even for sparse data (our case). As an input, the algorithm takes the joint probability distribution function $p(R,C)$, the number of categories ($L$), and the number of row clusters ($P$). Note that since co-clustering is an unsupervised learning, individual images’ labels are not considered as an input. As an output, the algorithm produces the pair $(\rho, \gamma)$. The algorithm starts (at $t = 0$) with a random pair $(\rho^t, \gamma^t)$ which is updated at each iteration ($t$) via: (1) clustering the rows ($R$) while keeping the columns ($C$) fixed and (2) clustering the columns while keeping the rows fixed. The algorithm stops when Eq. (11) is less than a preset threshold.

4.2 Image representation

In this section, we explain how the final image representation is generated. Given an input image $I \in I$, its set of extracted low-level features ($X$) are first clustered over the (row) clusters ($\hat{R} = \{r_z\}_{z=1}^P$) learned via co-clustering training images and their visual prototypes (Sect. 4.1.3) into $P$ different neighborhoods. Then, by using a k-means codebook, each neighborhood is individually pooled into a $K$-dimensional feature vector (The feature vector is a traditional BoW and the use of a k-means codebook is an essential step in the BoW procedure [14, 47]) ($z_p \in \mathbb{R}^K$), such that:

$$z_p = [z_p1, z_p2, \cdots, z_pk]^T,$$

where $z_{pk} = \phi \left( \{v_k\}_{i=1}^{N_k} \right)$.  

(14)

The final image representation ($z$) is then the concatenation of the $P$ individually pooled features ($z_p$):

$$z = [z_1^T, z_2^T, \cdots, z_P^T]^T \in \mathbb{R}^{PK}. $$

(15)

This representation along with the image’s label are what passed to the classifier later.

Similar to [8], spatial information can be easily encapsulated in the image representation by repeatedly pooling features locally within the individual $S$ spatial cells of a spatial pyramid (See Sect. 5.1.2 for implementation details). In this case, the final image representation is ($z$) then the concatenation of the $S$ individually pooled features (across the $S$ spatial cells) ($z_s$):

$$z = [z_s1^T, z_s2^T, \cdots, z_sS]^T \in \mathbb{R}^{PKS},$$

(16)

where $z_s$ is calculated as shown in Eq. (15).

4.3 Semantically enhanced pooling bins

In this section, we discuss the nature of the feature-space partitioning (pooling bins) obtained in our method and how it compares to the appearance-based partitioning of [8, 29, 55]. As previously explained, the feature space in our method is partitioned by clustering the input image’s extracted descriptors ($X$) over clusters of visual prototypes ($\hat{R}$) learned through Bregman co-clustering. However, given the fact that the co-clustering operates on the training BoWs generated using an $m$-dimensional k-means codebook ($R = \{r_m\}_{m=1}^M$), we can say that our partitioning can be regarded as obtained...
in two successive steps: (1) clustering over \( m (m \gg P) \) k-means codewords followed by (2) aggregating the \( m \) clusters of the previous step into \( P \) bins using a map \( \hat{R} = p(R) \) learned via Bregman co-clustering. Given that the learned map captures the semantic context of the dataset at hand \([37]\), our pooling bins can be regarded as being semantically enhanced compared to those learned in \([8, 29, 55]\), in which the image’s descriptors are directly clustered over \( P \) codewords of a k-means codebook.

Fig. 1 provides a cartoon representation of an appearance-based partitioning compared to a semantically enhanced one (ours). For simplicity, the feature space is illustrated as a square and individual partitions are illustrated as hexagons. Different colors represent different pooling bins. Notice that the similarity between the two spaces is that both have the same number of pooling bins (number of unique colors), i.e., the pooled image representation has exactly the same dimension in both spaces. However, they differ in that pooling bins in our partitioning are disjoint in the feature space which is not the case in the appearance-based one.

5 Experiments

In this section we empirically validate the proposed method by showing the results of experiments conducted on four popular image datasets belonging to three different classification tasks, namely generic-object classification, scene classification, and fine-grained classification. This section is organized as follows. The protocol we followed in our experiments is detailed in Sect. 5.1. The obtained results are discussed in Sect. 5.2 and Sect. 5.3.

5.1 Experimental protocol

Our experimental protocol is explained in this subsection. The image datasets used are briefly reviewed in Sect. 5.1.1. Then implementation details are given in Sect. 5.1.2.

5.1.1 Image datasets

In our experiments, we used Caltech-101, Caltech-256, 15 Scenes, and 17 Flowers image datasets. Individual datasets are briefly introduced in the following:

Caltech-101 \([21]\): This is a widely used dataset suitable for the generic-object classification task. It consists of 9144 images exhibiting a variety of objects spanning 102 different categories (e.g., person, cougar, etc.). The number of images per category ranges from 31 to 800. Images come in an approximate resolution of 200 \( \times \) 300 pixels each.

Caltech-256 \([24]\): This is a challenging generic-object classification dataset that consists of 30607 images organized in 257 categories of the same nature as those of Caltech-101. The number of images per category is 80 to 827. Images come in an approximate resolution of 200 \( \times \) 300 pixels each.

15 Scenes \([20, 35, 42]\): This is a common choice for the task of scene classification, and the dataset consists of 4485 images organized in 15 different categories of indoor (e.g., kitchen, bedroom, etc.) and outdoor (e.g., forest, highway, etc.) scenes. Each category has 200 to 400 images on average. Images come in an average size of 250 \( \times \) 300 pixels each.

17 Flowers \([41]\): This is a dataset of 1360 high-resolution flower images organized in 17 different categories. Each category has 80 images. Images have large scale, pose and light variations. 17 Flowers is a challenging fine-grained classification dataset.

5.1.2 Implementation details

Favoring the reproducibility of our results, the implementation details of our experiments are explained in this section.

Pre-processing: Images were first converted to grayscale and then reduced in resolution so that the longest side was less than or equal to 300 pixels.

Feature extraction & description: Using VLFeat toolbox \([49]\), low-level features were densely sampled over a rectangular grid of 16 \( \times \) 16 pixel patches with a sampling rate (distance between the centers of two successive patches) of 4 pixels. Unless otherwise noted, a 128-dim SIFT descriptor was then computed for each extracted patch.

Codebooks: Standard k-means clustering was used to generate codebooks. The number of codewords was always set to 4096.

Coding, pooling (operator), and normalization: Unless otherwise noted, the combination of sparse coding and max pooling was used in our experiments. The final image representation is always \( l_2 \)-normalized.

Co-clustering: We applied Bregman co-clustering on a subset of the training data for \( P = \{8, 16, 32, 64\} \). It should be noted that co-clustering is applied offline, i.e., at the time of generating the image representation and not during training or testing.

Spatial information: We used a three-layer spatial pyramid of 21 cells (1 \( \times \) 1, 2 \( \times \) 2, 4 \( \times \) 4) whenever spatial information was included. Similar to \([8]\), the image’s low-level features within each spatial cell are (1) clustered around the \( P \) feature bins. Then, (2) pooled accordingly. The final image representation is the concatenation of the locally pooled features across all cells.

Image representation: We conducted two sets of experiments (In Sect. 5.2 and Sect. 5.3 respectively). The image is represented with a different representation in each. In Sect. 5.2, the image is represented with a concatenation
of $P$ BoWs. Thus, the final image representation is of $PK$ dimensions which is along with image label are passed to the classifier. On the other hand, in Sect. 5.3 the image is represented with a concatenation of $S$ ($S = 21$) locally pooled features each of which is of a dimension equals to $PK$. Thus, the final image representation is of $PKS$ dimensions which is along with the image label are passed to the classifier.

**Classification:** We adopted the one-versus-all methodology by training one SVM classifier per class using the library reported in [18]. The cost parameter was determined by cross-validation within the training data of the target dataset. Following the common practice of training/testing, we used 30 training images per class for Caltech-101, 60 for Caltech-256, 100 for 15 Scenes, and 40 for 17 Flowers. The rest were used for testing.

**Evaluation:** Average classification accuracy and standard deviation, over $e$ runs, are reported as classification results. The number of runs ($e$) is set to 10 for all datasets except for 17 Flowers, where training/testing data splits are provided by the authors.

5.2 Pooling locally in the feature space

In this section, we empirically analyze the performance of the proposed method within the feature space only. In other words, spatial information is not included at all here (i.e., our method is not implemented within an SP). Thus, results reported in this subsection are by no means intended to be compared with the published state-of-the-art methods. For such a comparison, please refer to Sect. 5.3, which is dedicated to this purpose. This style of reporting experimental results has been previously adopted by others including Fanello et al [19] and Khan et al [32]. We start by assessing the performance improvement our method brings to the baseline, in Sect. 5.2.1. Then we compare our method to a closely related work on local pooling in the feature space, in Sect. 5.2.2.

5.2.1 Contribution to the baseline

The purpose of this study was to empirically assess the performance improvement our method brings to the baseline, i.e., how locally pooling image features from a space partitioning obtained by Bregman co-clustering boosts the classification performance of the baseline. As a classification baseline, we adopted the Bag-of-Features (BoW) model, implemented as detailed in Sect. 5.1.2. We chose to analyze the contribution of our method in generic-object, scene, and fine-grained classification scenarios. Thus, experiments were conducted on Caltech-101, 15 Scenes, and 17 Flowers image datasets.

Fig. 2 compares classification performance of the baseline ($P = 1$) to that of our method implemented for an increasing number of pooling bins $P \in \{8, 16, 32, 64\}$. Note that $P = 1$ means that no local pooling is conducted. In other words, the image is represented with a traditional BoW. This BoW along with the image label are what passed to the classifier. From the results, it is clear that local pooling in the feature space always improves classification performance over the baseline for all datasets. Over-binning ($P > 32$) degrades performance on (b) and (c).
similar experimental settings were followed. As for 17 Flowers, we are aware that the baseline performance is way behind what has been reported recently in [12, 33], in which low-level features are both RGB colors and dense SIFTS extracted at multiple scales. The purpose of using this dataset here is just to assess our method in the feature space on a fine-grained image classification dataset implemented within a simple but widely used baseline.

5.2.2 Comparison to a closely related work

In this section, we compare our method to [8], which is, to the best of our knowledge, the most notable work on local pooling in the feature space within the adopted pipeline. This method relies on partitioning the feature space by clustering the input image’s low-level descriptors over the codewords of a codebook obtained using k-means clustering and then jointly pooling only descriptors that belong to the same cluster, i.e., visually similar descriptors. Note that, in contrast to our method, this method partitions the feature space without any consideration of the semantics of the input image. Fig. 3 compares the classification performances of the two methods on Caltech-101, 15 Scenes, and 17 Flowers.

The obtained results clearly show that our method outperformed [8] for all datasets. In fact, using only 8 bins, our method achieved better results even when 32 or 64 bins (whichever performed better) were utilized by the comparative method. The obtained results emphasize that our features are pooled from a space partitioning of a better quality than that of the comparative method.

It would be interesting to empirically assess the quality of the space partitioning utilized in the two methods. To this end, we compared classification performance of features pooled from bins (space partitioning) obtained by three different methods: (1) Bregman co-clustering, (2) k-means, and (3) randomly selected from a k-means codebook of size 4096. The experiment was conducted on Caltech-101, 15 Scenes and 17 Flowers for \( P \in \{8, 16, 32, 64\} \). The results obtained are shown in Fig. 4. As expected, our features always outperformed randomly pooled ones. However, a more interesting finding is that on the first two datasets, features of Boureau et al [8] almost always performed worse (or similar to) than those pooled from random bins. This result is an evidence that k-means is far from providing an optimal partitioning of the feature space.

5.3 Bregman pooling for image classification

In this section, the proposed method is compared to other works on three datasets: Caltech-101, 15 Scenes, and Caltech-256. It should be noted that we decided to replace 17 Flowers with Caltech-256 and limit our comparison to two classification tasks due to (1) usually [12, 33] when reporting results on 17 Flowers color features (and sometimes kernel learning) are used. However, we only use SIFT features extracted from gray-scale images. Therefore we believe it is unfair to compare our method to other methods on this dataset. (2) The only two feature-space local pooling methods [8, 19] our method is compared to (Table 1), do not report performance on 17 Flowers and use Caltech-256 instead. We first compare Bregman pooling to other spatial pyramid (SP)-based methods in Sect. 5.3.1. Then in Sect. 5.3.2, the comparison is extended to state-of-the-art methods.

5.3.1 Comparison with SP-based methods

For a fair comparison, we implemented Bregman pooling within an SP following the details shown in Sect. 5.1.2. It should be noted that only on caltech-256 we changed the adopted baseline and used the one described in [51]. This baseline consists of multi-scale SIFT features, LLC coding and max pooling. This baseline showed impressive results on Caltech-256 [8, 51] therefore we adopt it. To replicate the result reported in [51], we used their publicly available implementation in our experiment. The results obtained are shown in Table 1 for \( P \in \{1, 8, 16\} \). We experimented with \( P \in \{32, 64\} \) (not shown) and found that over-binning \( (P > 16) \) degrades the performance on all three datasets. This observation has been reported in [8], Table 1 also quotes results reported for other SP-based methods. We refrained from graphing the results in Table 1 and limited our presentation to a tabular form due to: (1) graphing the results in
Table 1 might confuse the reader into thinking that we have replicated the results in Table 1 (which is not the case). (2) This form (tabular) of comparing obtained results with those of previous methods is a common practice in the image classification community (See [8, 19, 32, 52]).

However, since all quoted works are extensions to the original SP model of Lazebnik et al [35], simply listing the obtained results does not give a clear insight into how each improves the model. Thus, in order to avoid comparing apples to oranges, we break the listed works into four main groups based on what component, of the SP model, each improves. Thus, works are grouped into (1) those that improve the coding step, including works by Yang et al [53], Wang et al [51] and Wang et al [52], (2) those that improve the pooling operator, including works by Yang et al [53] and Koniusz et al [33], (3) those that enrich the spatial information captured by the model, the works by Khan et al [31, 32], and finally (4) those that locally pool in the feature space, including works by Boureau et al [8], Fanello et al [19], and ours. Table 1 also includes studies by Boureau et al [7] and Chatfield et al [10], which are two widely cited benchmarking studies that extensively evaluated the model using different combinations of components and parameters. In the following, we discuss our obtained results within the context of each group individually.

Within the first group, Yang et al [53] and Wang et al [51] are highly successful extensions to the the SP model that adopt (aside from max pooling) two improved coding methods: SC and LLC coding, respectively. Our method was implemented within the former on the first two datasets and within the latter on the third dataset.

We achieved 2.0% and 1.8% performance boosts over Yang et al [53] on the first two datasets, and 0.7% performance boost over Wang et al [51] on the third dataset. These results indicate the importance of our local pooling over these two SP extensions. Our method also outperformed the recent Collaborative Linear Coding (CLC) [52] on 15 Scenes by 0.2% (but with +0.1 in standard deviation). However, due to the differences in experimental settings used (We used single-scale SIFTs and a 4096-dim codebook, while Wang et al [52] used multi-scale SIFTs and a 2048-dim codebook.), it is difficult to compare the two precisely.

Within the second group, the AxMin@n pooling operator of Koniusz et al [33] outperformed all other methods on Caltech-101. In fact, our best performance fell 2.5% behind their reported performance. However, it should be noted that Koniusz et al [33] used dense SIFTs extracted at four different scales and thus each image is represented with an average number of 5200 descriptors. In any case, the results indicate the important role an adaptive pooling operator plays over the classification performance on this dataset. It is worth mentioning that within the same group, we obtained the best results on both 15 Scenes and Caltech-256.

Our method also outperformed Khan et al [31, 32] on all three datasets. However, it is worth mentioning that even with a relatively small feature dimension (smaller codebook) and less dense low-level features, [32] achieved a highly competitive result on 15 Scenes.

The proposed method also outperformed [8, 19] on all datasets. Our better performance over [8] can be understood in light of the results presented in Sect. 5.2. However, a comparison with [19] is difficult due to the lack of (1) a public implementation of their method and (2) reported results over different datasets. However, we achieved 0.4% (P = 8) and 0.5% (P = 16) boosts in performance over their reported results on Caltech-256. Analyzing the significance of this boost is impossible as Fanello et al [19] did not report their standard deviation. One major drawback common to all methods within this group is the inflated feature dimension. This is inevitable as the feature space is partitioned within every cell of the pyramid. Although we report better performance than previous works for smaller feature dimensions, still our features have much larger dimensions than those of other SP-based methods.

Finally, it is worth mentioning that both AxMin@n pooling [33] and CLC coding [52] can be easily implemented within our method. Moreover, it would be interesting, in the future, to test how adopting either (or both) of them affects the classification performance of the proposed method.
of which we are aware. From Table 2, we can see that the three best performing methods \cite{Koniusz et al [33]} as training data, and training the two networks took two weeks and three weeks, respectively.

Training convolutional neural networks requires huge amounts of data, time and processing power. For instance, Zhou et al \cite{Zhou et al [53]} trained their network with more than 2 M images, and training took 6 days using a single GPU. On the other hand, He et al \cite{He et al [27]} and Chatfield et al \cite{Chatfield et al [10]} used 1.2 M images of ImageNet \cite{Deng et al [46]} as training data, and training the two networks took two weeks and three weeks, respectively.

5.3.2 Comparison with state-of-the-art methods

To complete the picture, Table 2 shows the best classification results obtained on Caltech-101, 15 Scenes and Caltech-256 of which we are aware. From Table 2, we can see that the three best performing methods \cite{Koniusz et al [33], Khan et al [32], Chatfield et al [10]} are all based on convolutional neural networks \cite{Sermanet et al [34], Szegedy et al [36]}.

By comparing Tables 1 and 2, we can see a huge gap separating SP-based methods from those based on convolutional neural networks. In fact, convolutional neural networks have shown outstanding classification results on the majority of datasets recently. However, training convolutional neural networks requires huge amounts of data, time and processing power. For instance, Zhou et al \cite{Zhou et al [53]} trained their network with more than 2 M images, and training took 6 days using a single GPU. On the other hand, He et al \cite{He et al [27]} and Chatfield et al \cite{Chatfield et al [10]} used 1.2 M images of ImageNet \cite{Deng et al [46]} as training data, and training the two networks took two weeks and three weeks, respectively.

It should be noted that methods based on convolutional neural networks are of a deep architecture which (mainly) differs from the “flat” architecture (of SP-based methods, for example) in that image features are learned not handcrafted. Therefore, the distinction between the two families of methods should always be kept in mind. Thus, we believe that the proposed method cannot benefit the recent deep-learning methods.

It is worth mentioning that prior to the dominance of deep-learning methods (Table 2), state-of-the-art was defined by methods, such as BossaNova \cite{BossaNova [1]} and Fisher Vectors (FV) \cite{Fisher Vectors [43]}. Both of these methods enrich the BoW representation via using extra knowledge learned from the low-level features. The combined use of these two methods achieves a classification accuracy of 88.9% on 15 Scenes \cite{Chatfield et al [10]}.  

6 Conclusions

In this paper, we have proposed a novel feature-space local pooling method for the commonly adopted architecture of image classification. In contrast to methods in previous works, our method produces pooling bins that are aware of the semantic context of the input image within the dataset. This is achieved by partitioning the feature space over clusters of visual prototypes common to images belonging to the same category (i.e., images of similar semantics). The clusters are obtained by Bregman co-clustering applied offline on a subset of training data.
The proposed method was experimentally validated on four different datasets belonging to three different classification tasks. The results obtained demonstrate that (1) our method outperforms methods in previous works on local pooling in the feature space for less feature dimensionality and (2) when implemented within a spatial pyramid (SP), our method achieves comparable results on three of the datasets used.

A possible extension to our method is to use multiple kernel learning to combine the locally pooled features into a final image representation.
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