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Abstract In this paper, we propose a Web video retrieval method that uses hi-
erarchical structure of Web video groups. Existing retrieval systems require users
to input suitable queries that identify the desired contents in order to accurately
retrieve Web videos; however, the proposed method enables retrieval of the desired
Web videos even if users cannot input the suitable queries. Specifically, we first
select representative Web videos from a target video dataset by using link rela-
tionships between Web videos obtained via metadata “related videos” and het-
erogeneous video features. Furthermore, by using the representative Web videos,
we construct a network whose nodes and edges respectively correspond to Web
videos and links between these Web videos. Then Web video groups, i.e., Web
video sets with similar topics are hierarchically extracted based on strongly con-
nected components, edge betweenness and modularity. By exhibiting the obtained
hierarchical structure of Web video groups, users can easily grasp the overview of
many Web videos. Consequently, even if users cannot write suitable queries that
identify the desired contents, it becomes feasible to accurately retrieve the desired
Web videos by selecting Web video groups according to the hierarchical structure.
Experimental results on actual Web videos verify the effectiveness of our method.

Keywords Web video retrieval · Web video group · hierarchical structure ·
strongly connected component · edge betweenness · modularity

1 Introduction

According to IDC reports [9], the digital universe in 2005 was 130 exabytes and
will be 300 times larger (40 zettabytes) in 2020. Also, most of the data in the
digital universe are unstructured data including Web videos1. Therefore, more and

R. Harakawa · T. Ogawa · M. Haseyama
Graduate School of Information Science and Technology,
Hokkaido University, Sapporo, Japan
Tel.: +81-11-706-6078
Fax: +81-11-706-7369
E-mail: {harakawa, ogawa}@lmd.ist.hokudai.ac.jp, miki@ist.hokudai.ac.jp

1 In this paper, we call video materials on the Web “Web videos”.
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more users are retrieving Web videos to access the desired contents, i.e., contents
with topics that users try to find. Here, topics contained in the desired contents
belong to various hierarchical levels according to each user. Given topics related
to “Apple Inc.” as an example, a user may desire contents with “iPhone of Apple
Inc.”; meanwhile, another user may desire contents with “iPhone, iPad and their
related devices”.

When users retrieveWeb videos using existing retrieval systems such as YouTube2,
they input queries into the systems in order to narrow down the enormous amount
of data to a suitable size [13]. However, it is difficult for users to write suitable
queries that accurately identify the desired contents. Below, we show two exam-
ples, i.e., a case when the enormous amount of data cannot be sufficiently narrowed
down and another when the data is narrowed down too much. First, assume that
a user desires contents with “iPhone of Apple Inc.” If this user writes a query
“Apple”, the data cannot be narrowed down sufficiently. Second, assume that an-
other user desires contents with “iPhone, iPad and their related devices”. If this
user writes a query “iPhone” or “iPad”, the data is narrowed down too much. In
this way, it is not necessarily easy for users to write suitable queries. In such a
case, it becomes difficult for users to find the desired Web videos from the retrieval
results, which are narrowed down by unsuitable queries [14].

To solve this problem, methods based on exhibition of similar Web video sets
can be useful [10,16,17,31]. By using these methods, users can retrieve the desired
Web videos since they can effectively browse the retrieval results via the similar
Web video sets. In an article [31], a clustering method based on visual features
for near-duplicate video retrieval was proposed. A work [10] proposed a clustering
method that uses co-watching of Web videos and textual features of Web videos,
i.e., features of text attached to Web videos such as title and description. In a
study [17], a clustering method of retrieval results based on visual and textual fea-
tures of Web videos was proposed. Also, a paper [16] proposed a retrieval method
that provides similar Web video sets on the basis of heterogeneous video features,
i.e., visual, audio and textual features and link relationships between Web videos.
However, these clustering-based methods cannot provide results including topics
at various hierarchical levels. Remember the above example, i.e., a user that de-
sires contents with “iPhone, iPad and their related devices”. Here, if the obtained
clusters include topics at the upper level, e.g., “Apple”, a user still needs to find
the desired contents from the clusters. On the other hand, if the obtained clusters
include topics at the lower level, e.g., “iPhone”, the desired contents may not exist
in the clusters.

To overcome this difficulty, hierarchical clustering-based retrieval methods that
can provide results including topics at various hierarchical levels are necessary [7,
23,28,30]. If hierarchical structure of Web video sets, which includes many topics,
is provided, the hierarchical structure can navigate users to the desired contents
(see Fig. 1). A work [28] proposed a Web video retrieval method based on ex-
hibition of hierarchical topic structure obtained by using textual analysis and
WordNet [20]. In a paper [23], a hierarchical scheme that first clusters video shots
into ones with similar color and then clusters video shots into ones with similar
motion to retrieve videos about sports games. The method in [7] constructs the
hierarchical tree structure of semantic-sensitive video classifier for indexing and

2 http://www.youtube.com
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(a) (b)

Fig. 1 Schemes to provide Web video sets. (a) Non-hierarchical scheme: If topics contained
in the Web video sets and those contained in the desired contents do not belong to the same
hierarchical levels, retrieval of the desired contents becomes difficult. (b) Hierarchical scheme:
The hierarchical structure can navigate users to the desired contents.

effective video access. The method in [30] performs clustering of the similar video
shots in a hierarchical fashion for browsing. Although these methods can over-
come the above difficulty, they utilize only a single modality, i.e., textual features
or visual features. Therefore, these conventional methods have the limitations in
their retrieval performance due to the lack of useful information obtained from the
other modalities.

Hence, the above conventional methods have the following two problems:

(Problem-i) The retrieval performance may be limited since only a single modality
is used. This is the problem in the earlier works [7, 23,28,30].

(Problem-ii) Web video retrieval is performed without the use of the hierarchical
structure of similar Web video sets. This is the problem in the conventional
studies [10,16,17,31].

Therefore, in this paper, we propose a Web video retrieval method that uses
hierarchical structure of Web video groups. In this paper, Web video groups are
defined as Web video sets with similar topics. Also, their hierarchical structure
denotes the property of Web video groups being divided into the sub-groups in
this paper. Our contribution of this paper is the followings:

(Contribution-i) Hierarchical structure of Web video groups is estimated by using
link relationships obtained via metadata “related videos” and heterogeneous
video features, i.e., visual, audio and textual features.

(Contribution-ii) Web video retrieval is performed by exhibiting the hierarchical
structure to users.

In (Contribution-i), we analyze a network constructed by using link relationships
and heterogeneous video features on the basis of strongly connected components
(SCCs) [5], edge betweenness [22] and modularity [2] to successfully estimate the
hierarchical structure. In (Contribution-ii), even if users cannot write suitable
queries, the hierarchical structure can navigate users to the desired contents.
Finally, we note that this paper is an extended version of [12]3.

This paper is organized as follows. In Sec. 2, an outline of the proposed Web
video retrieval method is presented. In Sec. 3, a method for selecting representative
Web videos based on Web video features is described. A method for extracting
the hierarchical structure of Web video groups is explained in Sec. 4. A Web

3 In this paper, the method in [12] is improved by automatically deciding the number of
hierarchies exhibited to users on the basis of modularity.
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Fig. 2 Outline of the proposed Web video retrieval method using hierarchical structure of
Web video groups.

video retrieval method that uses the hierarchical structure is presented in Sec. 5.
In Sec. 6, experimental results on actual Web videos are shown to verify the
effectiveness of our method. Limitation and future work of this paper is described
in Sec. 7. Concluding remarks are given in Sec. 8.

2 Outline of Web Video Retrieval Using Hierarchical Structure of
Web video groups

In this section, an outline of the proposed Web video retrieval method using hier-
archical structure of Web video groups is presented. Figure 2 shows an outline of
the proposed method. As shown in the figure, our method consists of three phases.
An overview of them is shown below.

Phase I: Selection of Representative Web Videos Based on Web Video Features
This phase is useful for screening irrelevant contents from many Web videos. As
a result, this phase enables both reduction of computational cost in Phase II and
accurate retrieval of users’ desired contents in Phase III.

Phase II: Extraction of Hierarchical Structure of Web Video Groups
This phase aims to provide hierarchical structure of Web video groups related to a
given query. By providing the hierarchical structure, it becomes feasible for users
to easily find the desired contents.

Phase III: Web Video Retrieval Using Hierarchical Structure of Web Video Groups
This phase enables to rank Web videos in each Web video group. Thus, users can
retrieve Web videos in the descending order of the centrality in the selected Web
video group.

The details of Phases I, II and III are presented in Secs. 3, 4 and 5, respectively.

3 Selection of Representative Web Videos Based on Web Video
Features (Phase I)

In this section, a method for selecting representative Web videos based on Web
video features is explained.
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3.1 Definition of Web Video Features

In this subsection, we explain the definition of Web video features used in this
paper. In this paper, Web video features are calculated from Web videos fi (i =
1, 2, · · · , N ;N being the number of Web videos) according to a paper [16]. First, we
apply the shot segmentation method [21] to each Web video fi, and obtain several
shots sqii (qi = 1, 2, · · · ,Mi;Mi being the number of shots within fi). Then a
visual feature vector vqi

i , an audio feature vector aqi

i and a textual feature vector
tqii are calculated from each shot sqii as follows.

Visual Feature Vector (p dimensions)
We calculate the HSV color histogram with p bins every Pv frames of a Web
video fi to obtain its vector. For the frames in each shot sqii , the vector me-

dian [3] is calculated to obtain vqi

i (= [vqii (1), vqii (2), · · · , vqi

i (p)]T). As a result,
we obtain Mi visual feature vectors vqi

i (qi = 1, 2, · · · ,Mi) from each Web
video fi.

Audio Feature Vector (22 dimensions)
Based on a study [25], we calculate 22 dimensional audio feature vectors aqi

i

that are useful for audio signal classification for each shot sqi

i . For more details,
refer to a paper [16].

Textual Feature Vector (r dimensions)
Let K be the total number of keywords that appear in text attached to Web
videos fi (i = 1, 2, · · · , N). We apply TF-IDF [29] to the K keywords, and
calculate the vector ηi (= [ηi(1), ηi(2), · · · , ηi(K)]T) by aligning the obtained
weights. Furthermore, we apply principal component analysis (PCA) to ηi

(i = 1, 2, · · · , N) to reduce their dimensions, and obtain new r-dimensional
vectors ti. Thereby, for each shot sqii in Web video fi, we obtain Mi textual
feature vectors tqii (= ti) (qi = 1, 2, · · · ,Mi).

Thus, from each shot sqii in the Web video fi, the visual feature vector vqi
i , the

audio feature vector aqi
i and the textual feature vector tqii are calculated.

3.2 Selection of Representative Web Videos

In this subsection, a method for selecting representative Web videos by using the
three kinds of features and link relationships between Web videos is explained.
First, in order to obtain variates that can be compared between the different
kinds of features, canonical correlation analysis (CCA) [24] is applied to vqi

i , aqi
i

and tqii . Then we obtain ζl
v
qi
i
, ζl

a
qi
i

and ζl
t
qi
i
, which are the projection results of

vqi
i ,aqi

i and tqii into the latent space of l (∈ {v, a, t}), where v, a and t correspond
to visual, audio and textual features, respectively. In the experiments shown later,
the three kinds of feature vectors were projected into the latent space of textual
features by setting l = t. For more details of this calculation, refer to a paper [16].

Next, by using ζl
v
qi
i
, ζl

a
qi
i

and ζl
t
qi
i
, we calculate similarities S(i, j) between Web

videos fi and fj by the following equations:

S(i, j) = max
qi,qj

∣∣∣∣∣ (ξqii )Tξ
qj
j

∥ξqii ∥∥ξqjj ∥

∣∣∣∣∣ , (1)

ξqii =
[
(ζl

v
qi
i
)T, (ζl

a
qi
i
)T, (ζl

t
qi
i
)T

]T
. (2)
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In this way, we calculate the similarities between Web videos by integrating the
heterogeneous video features on the basis of CCA.

Furthermore, we weight the adjacency matrix that represents link relationships
between Web videos and calculate the weighted adjacency matrix Lw whose (i, j)-
th element Lw(i, j) is as follows:

Lw(i, j) =

{
S(i, j) if fi links to fj

0 otherwise
, (3)

where i = 1, 2, · · · , N and j = 1, 2, · · · , N . In the above equation, we build link
relationships between Web videos based on metadata “related videos”. In partic-
ular, we consider that a Web video fi links to a Web video fj if “related videos”
of fi include fj . Since the metadata “related videos” are useful for obtaining Web
videos related to each other [6], we introduce them into our method.

Moreover, we calculate Ng eigenvectors of LT
wLw, where Ng is the number of

the calculated eigenvectors. Each element of the eigenvectors of LT
wLw represents

the attribution degree of each Web video to sets of Web videos with similar con-
tents [19]. Next, we selectNm Web videos in descending order of the element values
of each eigenvector, and represent these Web videos as Cq (q = 1, 2, · · · , Ng). In
this paper, Web videos contained in Cq are called a “subset”. By extracting the
subset, we can obtain representative Web videos in the network of link relation-
ships between Web videos since Web videos that densely link to each other can be
extracted [19]. Thus, we can filter out irrelevant Web videos from many ones.

4 Extraction of Hierarchical Structure of Web Video Groups (Phase
II)

In this section, a method for extracting hierarchical structure of Web video groups
is explained. In our method, we summarize Web videos related to each other as
Web video groups based on SCCs [5] and extract their hierarchical structure by
using edge betweenness [22] and modularity [2]. Since SCCs are useful to find
Web videos related to each other in the network of link relationships between Web
videos, we introduce this measure to obtain “parent Web video groups”. Moreover,
a study [22] reports that the combination use of edge betweenness and modularity
enables extraction of the significant hierarchical structure. Therefore, we adopt
these two measures to extract the hierarchical structure as in [22]. Specifically,
we extract the hierarchical structure by repeatedly dividing parent Web video
groups into their “child Web video groups”4 on the basis of edge betweenness and
modularity. In this paper, we collectively call parent Web video groups and child
Web video groups “Web video groups”. Next, we explain the details of this scheme.

4.1 Construction of Parent Web Video Groups

First, from Web videos that belong to the subset Cq (q = 1, 2, · · · , Ng), a weighted
and directed network G = (V,E), whose nodes and edges are respectively Web

4 When a child Web video group is divided into its child Web video groups, this child Web
video group is considered to be the parent Web video group of its child Web video groups.
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Fig. 3 Simple example of Web video groups. (a) A parent Web video group is formed. (b)
Two child Web video groups are formed by dividing their parent Web video group. (c) Three
child Web video groups are generated from their parent Web video group.

videos and links between these videos, is constructed. When a Web video fi ∈ V
links to fj ∈ V , the edge weight eij from fi to fj is defined as follows:

eij = Lw(i, j). (4)

Thus, the edge weight represents the similarity between Web videos. When fi ∈ V
does not link to fj ∈ V , we do not define the edge eij . In our method, parent
Web video groups are obtained by extracting SCCs. SCCs are sub-networks that
have a directed path between any two nodes in a directed network. A method
for extracting SCCs from a network is called SCC decomposition. In a study [5],
related Web pages are grouped on the basis of SCC decomposition. In the proposed
method, by applying SCC decomposition to G, all SCCs are extracted. Then these
obtained components are defined as parent Web video groups. By extracting parent
Web video groups, we can obtain Web video sets with similar topics.

4.2 Extraction of Child Web Video Groups

Next, we extract child Web video groups by repeatedly dividing the parent Web
video groups on the basis of edge betweenness. Edge betweenness is used for de-
tecting communities in a network [22]. Edge betweenness is defined by the number
of the shortest paths that go through a target edge, and it is useful for detecting
influential edges in a network. Let cB(e) be edge betweenness of an edge e ∈ E,
and cB(e) is defined as follows:

cB(e) =
∑

s,t∈V

σ(s, t|e)
σ(s, t)

, e ∈ E, (5)

where σ(s, t|e) is the number of shortest paths from node s to node t that pass an
edge e, and σ(s, t) is the total number of shortest paths from node s to node t. In
our method, by iteratively removing edges with the largest edge betweenness in
G and re-applying SCC decomposition to G, we re-extract SCCs. In this paper,
we denote the number of these iterations by Ncut. Here, child Web video groups
are extracted when a single SCC is divided into several SCCs (see Fig. 3). By
repeatedly dividing the parent Web video groups into their child Web video groups,
the hierarchical structure of the Web video groups is obtained. Note that each child
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Web video group becomes equivalent to each Web video when all edges in G are
removed. Since it is not effective for Web video retrieval to provide all hierarchies
to users, we have to decide when our method stops dividing parent Web video
groups into their child Web video groups.

4.3 Introduction of Modularity

To solve the above problem, we use a quality function called modularity, which
evaluates the results of division of communities in a network. Note that the node
set V of G = (V,E) does not contain all Web videos fi (i = 1, 2, · · · , N) since
G is constructed by Web videos that belong to the extracted subset Cq (q =
1, 2, · · · , Ng). Therefore, in order to calculate modularity ofG, we define the matrix
M = (mij) as follows:

mij =

{
Lw(i, j) if fi ∈ V and fj ∈ V

0 otherwise,
(6)

where i = 1, 2, · · · , N and j = 1, 2, · · · , N . Let QNcut
be modularity of G where

the number of cut edges is Ncut, and QNcut
is defined as follows [2]:

QNcut
=

1

2m

N∑
i=1

N∑
j=1

(mij −
mout

i min
j

2m
) δ(i, j), (7)

where 2m =
∑N

i=1

∑N
j=1 mij , m

out
i =

∑N
j=1 mij , m

in
j =

∑N
i=1 mij and δ(i, j) is 1

if fi and fj belong to the same Web video group and 0 otherwise. When signifi-
cant community structure is revealed, QNcut

becomes close to 1, i.e., the maximum
value of QNcut

. On the other hand, a network is divided into communities ran-
domly, and QNcut

becomes close to 0. In this paper, the Ncut value when QNcut
is

maximum is denoted by Nopt
cut . The proposed method uses the Web video groups,

where Ncut is from 0 to Nopt
cut for Web video retrieval.

In this way, we hierarchically extract Web video groups based on SCCs, edge
betweenness and modularity. Consequently, the entire contents of manyWeb videos
can be easily grasped by obtaining the hierarchical structure of Web video groups.
Algorithm 1 shows the specific procedures for extracting the hierarchical structure.

5 Web Video Retrieval Using Hierarchical Structure of Web Video
Groups (Phase III)

In this section, a Web video retrieval method using the hierarchical structure of
Web video groups is presented. We obtain Web video groups where Ncut is from 0
toNopt

cut . In this paper, these Web video groups are represented as Comq
Ncut

(Ncut =

0, 1, · · · , Nopt
cut , q = 1, 2, · · · , TNcut

;TNcut
being the number of Web video groups in

which the number of cut edges isNcut). First, eachWeb video fi (i ∈ {1, 2, · · · , N})
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Algorithm 1 : Extraction of Hierarchical structure of Web video groups.

Input: A weighted and directed network G = (V,E).
Output: Parent and child Web video groups.

1: Ncut ← 0
2: Apply SCC decomposition to G, and extract parent Web video groups.
3: Calculate modularity QNcut .
4: while an edge of G remains do
5: Calculate edge betweenness of remaining edges in G.
6: if only an edge has the largest edge betweenness then
7: Remove the edge with the largest edge betweenness.
8: else
9: Select one edge from the edges with the largest edge betweenness randomly, and

remove the edge.
10: end if
11: Ncut ← Ncut + 1
12: Apply SCC decomposition to G.
13: if the number of SCCs is changed then
14: Extract child Web video groups.
15: end if
16: Calculate modularity QNcut .
17: end while
18: Nopt

cut ← arg max
Ncut

QNcut

19: Return parent and child Web video groups, where Ncut is from 0 to Nopt
cut .

that belongs to the Web video group Comq
Ncut

is ranked in descending order of
the following criterion Rq

Ncut
(i):

Rq
Ncut

(i) =
N∑

j=1

mji δ(i, j), (8)

where δ(i, j) is 1 if fi and fj belong to the same Web video group and 0 otherwise.
Hence, Web videos belonging to each Web video group are ranked on the basis of
weighted links from other Web videos in the same Web video group.

Next, we exhibit the Web video groups Comq
Ncut

, where Ncut is from 0 to

Nopt
cut . Here, the smaller Ncut is, the more various topics are contained in the Web

video groups. On the other hand, the larger Ncut is, the more closely related
Web videos are contained in the Web video groups. Then users select Web video
groups associated with the desired contents according to the hierarchical structure.
Furthermore, users retrieve the desired Web videos from the selected Web video
group based on the criterion Rq

Ncut
(i). In this way, even if users cannot write

suitable queries that identify the desired contents, the hierarchical structure can
navigate users to the desired contents.

6 Experimental Results

In this section, the effectiveness of the proposed Web video retrieval method is
verified.
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Table 1 Details of datasets: K is the total number of keywords that appear in text attached
to Web videos, Ng and Nm are the parameters for constructing the subsets. To compute visual
feature vectors, p and Pv were set to 48 (H = 12, S = 2, V = 2) and 1, respectively. To extract
textual features, we used title, description and comments attached to Web videos.

Query

keyword

Num. of
Web videos

in the dataset K Ng Nm

Num. of
Web videos
in the subset

Dataset 1 apple 3037 76498 15 70 775
Dataset 2 galaxy 3029 87778 15 70 661
Dataset 3 jaguar 3043 88396 15 70 574
Dataset 4 sightseeing 3044 93648 15 70 762
Dataset 5 match 1064 31022 15 70 487
Dataset 6 game 1053 27588 15 70 649
Dataset 7 race 1049 33670 15 70 556
Dataset 8 Hokkaido 1053 35903 15 70 521

Dataset 9
music

(in Japanese) 1037 30173 15 70 586

Dataset 10

comedy

(in Japanese) 1068 19742 15 70 529

Table 2 Nopt
cut and maximum value of QNcut for each subset.

Nopt
cut Maximum value of QNcut

Subset 1 499 0.789
Subset 2 107 0.674
Subset 3 131 0.706
Subset 4 53 0.836
Subset 5 96 0.777
Subset 6 5 0.826
Subset 7 15 0.774
Subset 8 125 0.768
Subset 9 313 0.779
Subset 10 594 0.729

6.1 Datasets

In the proposed method, metadata “related videos” on each Web video plays an
important role to extract hierarchical structure for Web video retrieval. However,
standard video retrieval datasets do not have the metadata. Therefore, we con-
structed datasets by our own for performing a fair comparison as follows. First,
by using YouTube2, a keyword was given as a query, and the top 50 Web videos
were obtained. Then we repeatedly obtained 10 Web videos contained in links, i.e.,
“related videos”5 of the selected Web videos, and each dataset was constructed.
Here, we collected only Web videos with lengths of less than 1800 seconds. Table 1
shows the detailed conditions of each dataset.

6.2 Evaluation

From each dataset, subsets were extracted according to Sec. 3 (Phase I). Next,
from each subset, we extracted the parent Web video groups and the child Web
video groups according to Sec. 4 (Phase II). In Table 2, Nopt

cut and the maximum

5 In the experiment, we used YouTube Data API v2 to obtain the links, “related videos”.
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Fig. 4 Change in modularity QNcut to the number of cut edges, Ncut.

Table 3 Relevant Web videos used in the experiment.

Relevant Web videos

Dataset 1
Web videos about

“Product of Apple Inc., iPhone”

Dataset 2
Web videos about

“Tablet of Samsung Electronics Co.”

Dataset 3
Web videos about

“Automobile of Jaguar Cars”
Dataset 4 Web videos about “Japan”
Dataset 5 Web videos about “Soccer game”

Dataset 6
Web videos about

“Video game of Minecraft”
Dataset 7 Web videos about “Vehicle”
Dataset 8 Web videos about “Winter sport”
Dataset 9 Web videos about “Wind music”
Dataset 10 Web videos about “Japanese comedian U”

value of QNcut
of each subset are shown, and Fig. 4 shows the change in modularity

QNcut
to Ncut for subsets 1 and 2. Figure 5 shows the hierarchical structure of the

largest parent Web video groups of subsets 1 and 2. This figure shows that the
more closely related Web videos are obtained with an increase in the number of
cut edges, Ncut. Thus, it can be seen that the hierarchical structure of Web video
groups can be estimated by our method.

Next, we quantitatively verify the effectiveness of the proposed Web video
retrieval method shown in Sec. 5 (Phase III). We used recall, precision and average
precision (AP@k) defined as follows:

Recall =
Num. of correctly retrieved Web videos

Num. of relevant Web videos
, (9)

Precision =
Num. of correctly retrieved Web videos

Num. of retrieved Web videos
, (10)

AP@k =
1

Rk

k∑
i=1

xi preci, (11)

where k is the number of Web videos provided as the retrieval results, Rk is the
number of “relevant Web videos” within k Web videos of the retrieval results, xi is
1 if the i-th retrieved Web videos are “relevant Web videos” and 0 otherwise, and
preci is the precision when i Web videos are retrieved. Table 3 shows relevant Web
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(b) Thumbnails of the top 10 retrieved Web videos in the order of left-to-right when
“Com A” was selected.
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(c) Hierarchical structure of the largest parent Web video group of subset 2.

(d) Thumbnails of the top 10 retrieved Web videos in the order of left-to-right when
“Com B” was selected.

Fig. 5 Hierarchical structure of Web video groups obtained by the proposed method. Squares
with thick lines show Web video groups used in calculating recall and precision in Fig. 6. We
show only Web video groups containing more than 10 Web videos.

videos used in this experiment. We compare the retrieval results of the proposed
method with the following reference methods.

Reference method (i)
This is a method that extracts hierarchical structure of Web video groups by
using only link relationships between Web videos without the use of Web video
features.
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Reference method (ii)
This is a conventional method [16] that extracts Web video groups by using link
relationships between Web videos and the Web video features. This method
does not extract the hierarchical structure.

Reference method (iii)
This is a method based on [17] with a Web video group extraction scheme by
affinity propagation [8]. This method uses only Web video similarities without
the use of link relationships between Web videos, and does not extract the
hierarchical structure. In the experiment, we did not use the original similarities
presented by [17] but utilized our proposed similarities defined in Eq. (1). For
the evaluation, we ranked Web videos within Web video groups obtained by
this method in descending order of the sum of the above similarities.

Reference method (iv)
This is a method based on clustering via latent semantic indexing (LSI) that
uses only textual features of Web videos [18], which does not exhibit hierarchi-
cal structure to users. Note that an original method in [18] utilizes information
of YouTube Playlists; however, we used TF-IDF vectors obtained in the same
manner as our method in this experiment. Moreover, the number of dimensions
of TF-IDF vectors after LSI were set to 200 as in a paper [18]. Each Web video
is ranked on the basis of the attribution degree to the belonging cluster.

Reference method (v)
This is a method constructed by replacing our CCA-based video features by
Non-negative matrix factorization (NMF)-based ones [11]. A paper [11] claims
that coefficient vectors obtained by applying NMF to textual features are ef-
fective for building a latent semantic image representation. In this experiment,
we used textual feature vectors ti (i = 1, 2, · · · , N) defined in Sec. 3.1. Note
that we added constant values to all elements of the textual feature vectors to
keep them non-negative. Then we implemented NMF by using the obtained
vectors and extracted hierarchical structure of Web video groups in the same
manner as our method. Note that we set the number of dimensions of vectors
after performing NMF to 1500 and 500 for datasets 1-4 and datasets 5-10,
respectively.

For all methods, we selected a Web video group that includes relevant Web
videos the most, and Web videos were retrieved according to the ranking of Web
videos. Then recall, precision and AP@k were calculated. Figure 6 shows recall
and precision calculated for datasets 1 and 2. Note that several results per dataset
are shown since we calculated recall and precision at several hierarchies in the
proposed method and reference methods (i) and (v). As for the proposed method
and reference methods (i) and (v), the larger Ncut is, the higher the precision is.
This means that closely related Web videos are obtained by dividing the parent
Web video group into their child Web video groups.

Moreover, Table 4 and Fig. 7 respectively show AP@k and the precision-recall
curves for all datasets. From these results, we can see that our method has better
performance than all reference methods for most datasets. Specifically, the effec-
tiveness of using the heterogeneous video features can be seen by comparing our
method with reference methods (i), (iv) and (v). When comparing our method
with reference methods (ii), (iii) and (iv), we can see that it becomes feasible to
accurately retrieve the desired Web videos by using the hierarchical structure of
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(#1) (#2) (#3) 

(a) Results for dataset 1: (#1-P), (#2-P), (#3-P) are results of the proposed method
where Ncut are 0, 265 and 500, respectively. (#1-R1), (#2-R1), (#3-R1) are results of
reference method (i) where Ncut are 0, 265 and 500, respectively. (R2), (R3) and (R4)
show results of reference methods (ii), (iii) and (iv). (#1-R5), (#2-R5), (#3-R5) are
results of reference method (v) where Ncut are 0, 265 and 500, respectively.

(#1) (#2) (#3) 

(b) Results for dataset 2: (#1-P), (#2-P), (#3-P) are results of the proposed method
where Ncut is 0, 50 and 100, respectively. (#1-R1), (#2-R1), (#3-R1) are results of
reference method (i) where Ncut is 0, 50 and 100, respectively. (R2), (R3) and (R4)
show results of reference methods (ii), (iii) and (iv). (#1-R5), (#2-R5), (#3-R5) are
results of reference method (v) where Ncut is 0, 50 and 100, respectively.

Fig. 6 Precision-recall curves.

Table 4 Average precision (AP@k): For the proposed method and reference methods (i) and

(v), the results where Ncut are Nopt
cut are shown. We defined the value of k as the number

of Web videos in each Web video group used for retrieval. Maximum values in each row are
highlighted with asterisks.

Proposed

method

Reference
method

(i)

Reference
method

(ii)

Reference
method
(iii)

Reference
method
(iv)

Reference
method

(v)
Dataset 1 0.958* 0.884 0.580 0.580 0.911 0.885
Dataset 2 0.937* 0.767 0.321 0.512 0.265 0.760
Dataset 3 1.00* 0.996 0.462 0.406 0.163 0.996
Dataset 4 0.993* 0.993* 0.793 0.905 0.970 0.993*
Dataset 5 0.906* 0.864 0.751 0.817 0.816 0.860
Dataset 6 0.962 0.945 0.947 0.992* 0.692 0.946
Dataset 7 0.948 0.991 0.893 0.929 0.999* 0.964
Dataset 8 0.944 0.935 0.590 0.812 0.956* 0.936
Dataset 9 0.999 1.00* 0.842 0.738 1.00* 1.00*
Dataset 10 0.998 1.00* 0.934 0.474 0.162 1.00*

Web video groups. In particular, accurate retrieval can be realized since Web video
groups are refined into more similar topics according to the hierarchical structure.
From the results by our method and reference methods (iii) and (iv), it can be con-
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(a) Result for dataset 1.
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(b) Result for dataset 2.
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(c) Result for dataset 3.
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(d) Result for dataset 4.
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(e) Result for dataset 5.
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(f) Result for dataset 6.
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(g) Result for dataset 7.
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(h) Result for dataset 8.
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(i) Result for dataset 9.
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(j) Result for dataset 10.

Fig. 7 Precision-recall curves: (P), (R1) and (R5) respectively correspond to our method

and reference methods (i) and (v), where Ncut are Nopt
cut . (R2), (R3) and (R4) correspond to

reference methods (ii), (iii) and (iv), respectively. Note that reference method (ii) has higher
recall than other methods since only this method is not based on hard clustering and all
Web videos can belong to every Web video group.However, we consider our method that has
higher precision is significant since it is desirable that users can retrieve the desired contents
by browsing a small number of retrieval results.

firmed that link relationships between Web videos are useful for obtaining similar
Web videos accurately whereas the only use of the video features is insufficient.
On the other hand, precision (Fig. 7) of our method is less than reference meth-
ods (i), (ii), (iv) and (v) for dataset 7. We guess this is because those relevant Web
videos can be simply expressed by using only link relationships or textual features
without the use of heterogeneous video features. To solve such a problem, in the
future, we need to develop new schemes to select the effective features for retrieval
of the desired contents.
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7 Limitation and Future Work

In this section, we discuss limitation and future work of this paper.

7.1 Discussion on a User Interface

In this paper, we name each Web video group in the hierarchies shown in Fig. 5 by
checking contents in Web video groups manually. In the future, we should develop
a scheme for automatically naming the hierarchies. We consider it is necessary
to reveal salient keywords in each Web video group and estimate hierarchical
relationships between the keywords [4, 20].

Moreover, we explain how navigation is presented to a user for Web video
retrieval. In Fig. 8, we show an example of a user interface constructed on the
basis of a network drawing algorithm [15]. As shown in this figure, for a given
query, we exhibit hierarchical structure of Web video groups to a user via the
interface. When a user selects a Web video group, the user can grasp the overview
of the selected Web video group via the visualized network and can retrieve each
Web video in descending order of the rankings based on Eq. (8). In (b), (c) and
(d) in Fig. 8, the left sides of each figure depict the networks visualized on the
basis of an algorithm [15], and the right sides show rankings of each Web video
in the selected Web video group. Then, until the desired contents are retrieved, a
user repeatedly selects Web video groups in several hierarchical levels by browsing
names of each Web video group.

In general, topics contained in the desired contents belong to various hierarchi-
cal levels according to each user. In our method, the exhibition of the hierarchical
structure via a user interface enables navigation to the desired contents.

7.2 Discussion on Computational Cost

Here, we discuss computational cost of our method with regard a real-world deploy-
ment. In our method, computational cost of Web video similarities based on CCA
is O(N3) and that of extracting the hierarchical structure is O(M2

sNs), where Ms

and Ns are the numbers of edges and nodes in the target subset, respectively [1,22].
Also, we need to recalculate them when a new query is given by a user and new
Web videos are added or deleted. Since their recalculation should be avoided for a
real-world deployment, we should develop schemes to efficiently update Web video
similarities and the hierarchical structure. To update Web video similarities, in-
cremental schemes will be useful [27]. On the other hand, to keep the hierarchical
structure updated and select the best Ncut, i.e., N

opt
cut , a dynamic network analysis

algorithms [26] will be necessary. In the future, we should introduce them into our
method for a real-world deployment.
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(a)

(b) (c)

(d)

Fig. 8 Example of a user interface for dataset 2. This interface is built based on a network
drawing algorithm [15]. (a): This interface exhibits the hierarchical structure for a given query
“galaxy” to a user. (b), (c) and (d): This interface respectively exhibits details of Web video
groups “Tablet of Samsung”, “Universe” and “Soccer game” in Fig. 5 when a user selects them
from the hierarchical structure.

8 Conclusions

In this paper, we have proposed a Web video retrieval method using hierarchi-
cal structure of Web video groups. The proposed method enabled retrieval of the
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desired Web videos even if users cannot write suitable queries that identify the
desired contents by the two contributions, i.e., extraction of hierarchical structure
of Web video groups, and Web video retrieval that uses the hierarchical struc-
ture. In the first contribution, the combination use of link relationships between
Web videos and heterogeneous video features can overcome the limitation in the
retrieval performance when only a single modality is used. In the second con-
tribution, even if users cannot write suitable queries, the hierarchical structure
enabled navigation to the desired contents. Experimental results have verified the
effectiveness of the proposed Web video retrieval method. Future work includes
developing a method for automatically naming each Web video group in the hi-
erarchical structure. Also, in the future, we should develop schemes to efficiently
update Web video similarities and the hierarchical structure when a new query is
given and new Web videos are added or deleted.
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