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Abstract—This paper presents adaptive subspace-based inverse projections via division into multiple sub-problems (ASIP-DIMS) for missing image data restoration. In the proposed method, a target problem for estimating missing image data is divided into multiple sub-problems, and each sub-problem is iteratively solved with constraints of other known image data. By projection into a subspace model of image patches, the solution of each sub-problem is calculated, where we call this procedure “subspace-based inverse projection” for simplicity. The proposed method can use higher-dimensional subspaces for finding unique solutions in each sub-problem, and successful restoration becomes feasible since a high level of image representation performance can be preserved. This is the biggest contribution of this paper. Furthermore, the proposed method generates several subspaces from known training examples and enables derivation of a new criterion in the above framework to adaptively select the optimal subspace for each target patch. In this way, the proposed method realizes missing image data restoration using ASIP-DIMS. Since our method can estimate any kind of missing image data, its potential in two image restoration tasks, image inpainting and super-resolution, based on several methods for multivariate analysis is also shown in this paper.

Index Terms—Adaptive restoration, inverse problem, image restoration, inpainting, super-resolution.

I. INTRODUCTION

MISSING image data restoration has numerous applications in image processing such as image inpainting and super-resolution (SR). In image inpainting, the missing image data correspond to missing intensities, and they are estimated from other known intensities within target images. In SR, the missing image data correspond to missing high-frequency components, and they are estimated from target low-resolution (LR) images with other training high-resolution (HR) images also being used as priors in some cases.

In order to realize these applications, many restoration methods based on various approaches that focus on characteristics of general images have been proposed. In this paper, we broadly categorize them into three approaches, structure-based approach [1], [2], example-based approach [3]–[5] and multivariate analysis-based approach [6]–[9]. The structure-based approach enables successful reconstruction of edges, and its specific algorithms are generally different for different applications. On the other hand, the example-based approach and the multivariate analysis-based approach enable successful reconstruction of textures, and their specific algorithms tend to be similar for different applications. Image representation by the multivariate analysis-based approach has been shown to be more accurate than that by the example-based approach [10], [11].

In this study, we focused on the multivariate analysis-based approach with the aim of improving its restoration performance for several applications such as image inpainting and SR. In the rest of this section, we present brief reviews of image inpainting and SR and then clarify the motivation for and the new proposition of our study.

1) Image Inpainting:

In the field of image inpainting, many variational methods using the structure-based approach have been proposed [12]–[17]. One of the pioneering works was carried out by Masnou et al. [12], and Bertalmio et al. proposed a representative method based on partial differential equations (PDEs) [1], [2]. Furthermore, the PDE-based method has been improved by many researchers [13], [15], [16]. Next, a pioneering work on the example-based approach was carried out by Efros et al. [18]. According to their idea, Drori et al. [3] and Criminisi et al. [4] developed more accurate image completion techniques. In recent years, the method proposed by Criminisi et al. has been improved in terms of computation speed and image representation performance [19]–[21]. Buysens et al. proposed an example-based inpainting method using a new priority estimation scheme and an anisotropic spatial blending algorithm for improving inpainting quality as one of the state-of-the-art example-based approaches [20]. Ruzic et al. proposed a context-aware inpainting method using Markov random field (MRF) modeling and adopted a global approach that defines inpainting as a global optimization problem [21].

Most of the example-based approaches focus on a unique characteristic of strong self-similarities within target images, and restoration is achieved by finding the best-matched known examples. Thus, if this characteristic does not exist, accurate restoration is not guaranteed by only using the best-matched examples. Therefore, a number of methods based on the multivariate analysis-based approach, which approximate patches including missing areas by using low-dimensional subspaces generated from known patches within target images, have been proposed.

Since image inpainting is an inverse problem, many methods
try to solve this problem by approximating image patches in lower-dimensional subspaces. For example, Amano et al. proposed an effective restoration method using eigenspaces obtained by principal component analysis (PCA) [6]. This method is called back projection for lost pixels (BPLP) method. Several methods using kernel PCA (KPCA) [22] for successfully representing nonlinear visual features have also been proposed [7], [23], [24]. In recent years, many restoration methods using subspaces obtained by sparse representation have been proposed [8], [11], [25]–[31]. As similar ideas, several inpainting and error concealment methods based on neighbor embedding approaches have also been proposed [32], [33]. These methods are also derived from the aspect of manifold learning and provide good results. Image completion methods based on the concept of rank minimization have also been proposed [34], [35], [36]. Jin et al. proposed a low-rank patch-based block Hankel structured matrix approach for image inpainting [36].

2) **Super-resolution:**

The study of resolution enhancement has a long history [37], [38], and many researchers have studied SR in recent years. SR refers to the task of generating an HR image from one or more LR images by estimating missing high-frequency components. Generally, SR methods are divided into two categories [39]–[42], reconstruction-based and learning-based schemes, and the latter is matched to the main topic of this paper. Generally, in methods based on the learning-based scheme, HR images are obtained by using several other images as training data, and a number of learning-based SR methods have been proposed [43]–[47]. For example, Freeman et al. proposed representative example-based SR methods that estimate missing high-frequency components from mid-frequency components of a target image based on Markov networks for estimating HR images [5]. Glasner et al. proposed a representative method of SR [48] based on a combined approach of multi-image SR and example-based SR. This method realized successful SR from a single image based on observations that patches in a natural image redundantly recur many times inside the image both within the same scale and across different scales.

As a multivariate analysis-based approach, learning-based SR methods using PCA have been proposed for face hallucination [49]. Furthermore, Chakrabarti et al. improved the performance of face hallucination [50] based on KPCA [22]. Many methods perform SR for each local image patch within target images [44], [51], [52]. Kim et al. developed a global-based face hallucination method and a local-based SR method for general images by using KPCA [7]. Furthermore, more accurate SR methods have been realized by adopting multiple nonlinear eigenspaces [53], [54], and they enable selection of the optimal subspaces. In recent years, sparse representation-based methods [9], [55], [56] and neighboring embedding-based methods [57] have achieved successful generation of optimal subspaces for estimating missing high-frequency components. The above-mentioned methods are small parts of recent studies, and a number of new methods based on different ideas have also been proposed [58]–[60].

Furthermore, as state-of-the-art methods, many multivariate analysis-based methods using PCA, KPCA, sparse representation and rank minimization have been proposed. Zhang et al. proposed a single image SR method via learning multiple linear mappings that include a clustering-based scheme [61]. Zhou et al. also proposed a single image SR method based on compact KPCA coding and kernel regression, and their method also includes a clustering-based scheme [62]. Sun et al. [63] and Jiang et al. [64] respectively proposed sparse representation-based SR methods, and the latter one can simultaneously consider the manifold geometrical structure of patch manifold space and the support of the corresponding sparse coefficients. Cao et al. proposed an SR method based on image interpolation via low-rank matrix completion and recovery [65].

3) **Motivation and New Proposition:**

As shown in the above brief reviews related to image inpainting and SR, the multivariate analysis-based approach tries to approximate target patches including missing image data in lower-dimensional subspaces to find unique solutions of the target problem. In some methods [6], [30], [54], the maximum dimension for obtaining unique solutions can be analytically derived. If the number of missing pixels within target patches becomes larger in image inpainting, the dimension of subspaces must be set to a smaller value for obtaining unique solutions. If the magnification factor becomes larger in SR, the same problem generally occurs. Then since accurate approximation of target patches in lower-dimensional subspaces becomes difficult, the restoration performance also becomes worse.

In this paper, we present adaptive subspace-based inverse projections via division into multiple sub-problems (ASIP-DIMS) for missing image data restoration. We propose ASIP-DIMS for improving image representation performance of arbitrary multivariate analysis-based methods that approximate patches in low-dimensional subspaces. Specifically, the proposed method divides the target problem for estimating missing image data within a target patch into multiple subproblems. Then each of these sub-problems is solved by projection into a subspace model of image patches, and this procedure is called “subspace-based inverse projection” for simplicity. Since the size of the target missing components becomes smaller in each sub-problem, we can use higher-dimensional subspaces for finding unique solutions, where missing components correspond to missing intensities or missing high frequency components in this paper. This approach provides a solution to the conventional problem of degradation of image representation performance. The above idea has not been proposed so far, i.e., no previous methods (not only our previously reported methods [23], [24], [30], [54] but also other existing methods) did not perform the division of missing components into multiple sub-groups. Then, by iteratively solving each sub-problem with the constraints of other known components within the target patch, the whole missing components can be successfully reconstructed since higher-dimensional subspaces can be used for approximating the target patch. This is the biggest contribution of our paper.

Next, since target images generally consist of several kinds of textures, they should be adaptively restored by the subspaces of the same kinds of textures, and we have proposed adaptive
restoration methods in [23], [24], [54]. Furthermore, in different fields of image restoration such as image denoising, the idea of adaptive restoration has also been introduced by using optimal subspaces for target patches [66], [67]. Therefore, the idea of these methods is introduced into our framework of the proposed method. Specifically, we define a new criterion from errors caused by solving the sub-problems for realizing adaptive selection of the optimal subspace. Then, for each patch including missing components, adaptive restoration becomes feasible. Although the novelty of this adaptive selection is less than that of the division into multiple sub-problems, it also helps successful image representation. Consequently, missing image data restoration using ASIP-DIMS becomes feasible.

The proposed method can be used for any applications if they involve restoration of missing image data. For example, by regarding both missing intensities and missing high-frequency components as missing image data, image inpainting and SR can be realized by the proposed method. In this paper, the proposed method is applied to these two applications to verify its high level of applicability as well as its high level of restoration performance. As described above, our method can be regarded as a boosting method for the multivariate analysis-based approach, and our method can also be regarded as an extended version of our previous works [30], [54]. Therefore, in this paper, we focus only on how ASIP-DIMS improve the performance of the multivariate analysis-based approach in the two applications. This means that we limit the main focus of this paper to the above point, not to inpainting of quite large regions and SR with high magnification factors. This is the placement of our paper.

This paper is organized as follows. First, in Section II, the basic concept of ASIP-DIMS for missing image data restoration is presented. In Section III, specific derivations of ASIP-DIMS using several multivariate analysis methods including PCA, KPCA and sparse representation are shown. In Section IV, results of experiments in which our method was applied to image inpainting and SR are presented to verify its performance. Finally, concluding remarks are presented in Section V. Note that since many mathematical notations are included in our paper, the main mathematical symbols and brief explanations of them are given in Appendix.

II. ADAPTIVE SUBSPACE-BASED INVERSE PROJECTIONS VIA DIVISION INTO MULTIPLE SUB-PROBLEMS

ASIP-DIMS for missing image data restoration are presented in this section. An overview of ASIP-DIMS is shown in Fig. 1. From a target image, we clip a patch \(f\) (\(w \times h\) pixels) for which information is partly missing and restore it on the basis of ASIP-DIMS that are derived by using subspaces obtained from known training examples, the procedures for acquiring training examples being different in each application, i.e., image inpainting and SR (see Section IV). For the following explanation, we denote known and unknown components within \(f\) as \(K\) and \(U\), respectively.

As shown in Fig. 1(a), the proposed method prepares \(K\) clusters by clustering known training patches to obtain \(K\) kinds of subspaces (see II-A). Then the restoration of the target patch \(f\) is performed by using all of the \(K\) subspaces, and then \(K\) restoration results are obtained. Among these \(K\) results, the proposed method enables selection of the optimal cluster’s result. Note that in the restoration using each cluster’s subspaces, we divide the missing components \(U\) into \(N\) sub-components \(U_n\) \((n = 1, 2, \ldots, N)\) and iteratively reconstruct each sub-component \(U_n\) by using the other components \(\hat{U}_n\) within \(f\) as shown in Fig. 1(b), where we define \(\hat{U}_n = f - U_n\). The estimation of each sub-component \(U_n\) is performed by projecting the target patch \(f\) into the subspaces of image patches. Furthermore, errors caused by this estimation are used for selecting the optimal cluster’s result in Fig. 1(a). By combining the procedures of Figs. 1(a) and (b), the restoration using ASIP-DIMS can be realized (see II-B).

A. Subspace-based Clustering

In this subsection, we explain subspace-based clustering of training examples. Clustering using each cluster’s subspace is based on the idea of our previously reported methods [23], [24], [54], and this section shows their generalized explanation for which subspaces are arbitrary, i.e., not limited to KPCA-based subspaces used in [23], [24], [54].
Given training examples, i.e., training patches, their clustering is performed to obtain \( f^{k, j} (j \in J^{k}) \) that represents the \( j \)th patch belonging to cluster \( k (= 1, 2, \cdots, K) \), where \( J^{k} \) is a set of indices, and \( K \) is the number of clusters. Note that we define \( x^{k, j} = [k^{k, j}, \mu^{k, j}]^\top \), and \( k^{k, j} (\in \mathbb{R}^{D}) \) and \( \mu^{k, j} (\in \mathbb{R}^{D'}) \) are vectors whose elements are respectively the components corresponding to \( K \) and \( \mathcal{U} \) of the target patch \( f \). Note that vector/matrix transpose is denoted by superscript \( \top \) in this paper. The dimensions \( D^k, D'^k \) and \( D = (D^k + D'^k) \) depend on the method used for multivariate analysis methods (see Section III).

We perform clustering of known training patches by minimizing the following criterion:

\[
C = \sum_{k=1}^{K} \sum_{j \in J^k} \| (x^{k, j} - \bar{y}) - B^k (B^k)^{-1} (B^k)^\top (x^{k, j} - \bar{y}) \|^2, \tag{1}
\]

where \( \bar{y} = \frac{1}{|J^k|} \sum_{j \in J^k} x^{k, j} \) is the mean vector of \( x^{k, j} (j \in J^k) \), \( |J^k| \) representing the number of elements belonging to \( J^k \). The matrix \( B^k (\in \mathbb{R}^{D \times D'}) \) is a basis matrix of cluster \( k \) obtained from its elements \( x^{k, j} (j \in J^k) \), where \( D^k < D \) and the bases in \( B^k \) depend on the method used for multivariate analysis such as PCA, KPCA and sparse representation. The matrix \( (B^k)^\top (B^k)^{-1} \) corresponds to the pseudo-inverse matrix of \( B^k \).

By iteratively performing two procedures, assignment of the known patches to the optimal clusters minimizing Eq. (1) and renewal of the basis matrices, which are similar to those of the k-means clustering algorithm, the proposed method realizes subspace-based clustering. Finally, the obtained basis matrix \( B^k \) of each cluster \( k \) provides the subspace optimally representing its elements \( x^{k, j} (j \in J^k) \).

### B. Restoration based on ASIP-DIMS

The details of restoration based on ASIP-DIMS are represented in this subsection. As shown in the previous subsection, we can obtain the subspace for each cluster \( k \). The proposed method tries to estimate the missing components \( \mathcal{U} \) of the target patch \( f \) by using this subspace. Given two vectors \( x = [\mathbf{k}^\top, \mu^\top]^\top \in \mathbb{R}^{D} \) and \( y = [\mathbf{k}^\top, \mathbf{0}_m^\top]^\top \in \mathbb{R}^{D} \) respectively corresponding to an original vector of \( f \) and its corrupted vector for which components of \( \mathcal{U} \) are missing, the following relationship holds: \( y = Mx \), where \( M \in \mathbb{R}^{D \times D} \) is a diagonal matrix, and the first \( D^k \) diagonal elements are one and the remaining \( D'^k \) diagonal elements are zero. From the definition of \( M \), its inverse matrix cannot be directly obtained since \( M \) is singular, i.e., rank(\( M \)) < \( D \). Therefore, we try to derive corresponding pseudo-inverse by respectively approximating \( x \) and \( y \) in the \( D^k \)-dimensional subspaces, the dimensions of which must be smaller than rank(\( M \)). Selection of the optimal cluster among \( K \) clusters \( (k = 1, 2, \cdots, K) \) for the restoration of \( f \) is explained later.

If rank(\( M \)) becomes smaller, i.e., the size of the missing components (dimension \( D'^k \)) becomes larger, we have to reduce the dimension \( D^k \) since \( D^k \leq \text{rank}(M) \) must be satisfied for deriving the corresponding pseudo-inverse, where we assume that the basis matrices of the subspaces for respectively approximating \( x \) and \( y \) are full-rank matrices. Then the image representation performance also becomes worse by using the lower-dimensional subspaces.

In order to solve this problem, we divide the missing components \( \mathcal{U} \) into \( N \) sub-components \( \mathcal{U}_{n} \ (n = 1, 2, \cdots, N) \), performing this division in such a way that the number of elements in each sub-component \( \mathcal{U}_{n} \) becomes the same. Then we iteratively estimate the elements within sub-components \( \mathcal{U}_{n} \ (n = 1, 2, \cdots, N) \) by using the other parts \( \mathcal{U}_{n} \) of \( f \). Here, we explain how the missing components \( \mathcal{U} \) are divided into \( N \) sub-components \( \mathcal{U}_{n} \ (n = 1, 2, \cdots, N) \). This can be clearly explained by showing how to derive \( M_n \ (n = 1, 2, \cdots, N) \) from \( M \), where \( M_n \ (n = 1, 2, \cdots, N) \) is a diagonal matrix obtained from sub-component \( \mathcal{U}_{n} \). Since the matrix \( M \) is a diagonal matrix whose diagonal elements are zero or one, we equally divide its \( D'^k \) zero-diagonal elements into \( N \) groups from the top-left to the bottom-right of the matrix \( M \). Furthermore, the grouped \( \frac{D'^k}{N} \) zero-diagonal elements are assigned to \( M_n \ (n = 1, 2, \cdots, N) \). For example, given a diagonal matrix \( M = \text{diag}(1, 1, 1, 0, 0, 0, 0, 0, 0) \), i.e., \( D = 10 \) and \( D'^k = 6 \), and when \( N = 3, M_1, M_2 \) and \( M_3 \) are obtained as follows:

\[
M_1 = \text{diag}(1, 1, 1, 0, 0, 1, 1, 1, 1), \quad M_2 = \text{diag}(1, 1, 1, 1, 0, 0, 1, 1), \quad M_3 = \text{diag}(1, 1, 1, 1, 1, 0, 0, 1, 0, 1, 1), \quad \text{and } M = M_1 M_2 M_3 \text{ is satisfied. Each diagonal matrix } M_n \ (n = 1, 2, 3) \text{ contains } \frac{D'^k}{N} = 2 \text{ zero-diagonal elements.}
\]

From the definition of \( M_n \ (n = 1, 2, \cdots, N) \), rank(\( M_n \)) > rank(\( M \)) is satisfied, and we can use higher-dimensional subspaces for the restoration. From the above definition, rank(\( M_n \)) > rank(\( M \)) becomes the numbers of non-zero diagonal elements included in the diagonal matrices \( M_n \) and \( M \), respectively. Therefore, since the number of the non-zero diagonal elements in \( M_n \) is larger than that in \( M \), rank(\( M_n \)) > rank(\( M \)) is always satisfied.

First, for each sub-component \( \mathcal{U}_{n} \), the following equation is satisfied:

\[
y_n = M_n x, \tag{2}
\]

where \( y_n \) is a corrupted vector including sub-component \( \mathcal{U}_{n} \). By using the \( D^k \)-dimensional subspaces spanned by the bases in \( B^k \) and \( B_n^k \) of cluster \( k \), \( x \) and \( y_n \) are approximated as

\[
x \approx B^k p^k + \nu^k, \tag{3}
\]

\[
y_n \approx B_n^k q_n^k + M_n \nu_n^k, \tag{4}
\]

where \( B^k \) is obtained in the previous subsection, and \( B_n^k \ (\in \mathbb{R}^{D^k \times D'^k}) \) is obtained from \( M_n x_n^{k, j} \ (j \in J^k) \) in the same way as \( B^k \). Furthermore, \( p^k \) and \( q_n^k \) in Eqs. (3) and (4) are respectively obtained as follows:

\[
p^k = (B^k B^k)^{-1} B^k(x - \nu^k), \tag{5}
\]

\[
q_n^k = (B_n^k B_n^k)^{-1} B_n^k(y_n - M_n \nu_n^k). \tag{6}
\]

We introduce approximations of \( x \) and \( y_n \) respectively using \( B^k \) and \( B_n^k \) as shown in Eqs. (3) and (4) since the bases of \( B^k \) and \( B_n^k \) optimally represent \( x^{k, j} \) and \( M_n x_n^{k, j} \), respectively. Thus, the basis matrices \( B^k \) and \( B_n^k \), which are used for optimally representing \( x \) and \( y_n \), respectively, are different. Furthermore, in the explanation of this section, \( B_n^k = M_n B^k \) does not necessary hold. As described before, it is assumed that \( B^k \)
and $B_k$ are full-rank matrices. By substituting Eqs. (3) and (4) into Eq. (2),
\[ B_n^k q_n^k + M_n v^k \cong M_n (B^k p^k + v^k), \]
and by multiplying $B_k^T$ into both sides of Eq. (7),
\[ B_k^T B_n^k q_n^k \cong B_k^T M_n B_k^T p^k. \]
Then, if $B_n^k$ and $B_k$ are full-rank matrices and $D_k \preceq \text{rank}(M_n)$ is satisfied, $B_k^T M_n B_k^T$ becomes non-singular, and its inverse matrix can be obtained as
\[ p^k \cong \left( B_n^k B_k^T M_n B_k^T \right)^{-1} B_n^k B_k^T q_n^k. \]
Furthermore, by substituting Eq. (9) into Eq. (3),
\[ x \cong B^k \left( B_n^T M_n B_k^T \right)^{-1} B_n^T B_k^T q_n^k + v^k. \]
As shown in the following equation, the estimation result of $x$ is obtained by substituting Eq. (6) into Eq. (10):
\[ x \cong B^k \left( B_n^T M_n B_k^T \right)^{-1} B_n^T \left( y_n - M_n v^k \right) + v^k. \]
As shown in the above equation, we can estimate $x$ without directly calculating the inverse matrix of $M_n$, and it corresponds to the $n$th inverse projection in Fig. 1(b). By iteratively calculating Eq. (11) for all $M_n$ ($n = 1, 2, \cdots, N$), we can estimate all of the missing components in $\mathcal{U}$. It should be noted that after calculating Eq. (11) for each $M_n$, the other elements in $\mathcal{U}$ also change, and they should be modified. This corresponds to the $n$th image constraint in Fig. 1(b). Therefore, given the $n$th result as $x_n^k$, its update with the known component constraints can be written as
\[ x_{n+1}^k = (I_{D \times D} - M_n) \left( B_k^T \left( B_n^T M_n B_k^T \right)^{-1} B_n^T \left( x_n^k - M_n v^k \right) + v^k \right) + M_n x_n^k, \quad (n = 1, 2, \cdots, N), \]
where $I_{D \times D}$ is the $D \times D$ identity matrix, and we define $x^k$ as
\[ x^k = B_k^T \left( B_n^T M_n B_k^T \right)^{-1} B_n^T \left( x_n^k - M_n v^k \right) + v^k. \]
By iterating Eq. (12) for all $n$ ($n = 1, 2, \cdots, N$), we finally obtain the estimation result of $x$ with the constraint of $\mathcal{K}$. Specifically, our method iterates the update shown in Eq. (12) as $x_1^k \rightarrow x_2^k \rightarrow \cdots \rightarrow x_{n-1}^k \rightarrow x_n^k \rightarrow x_{n+1}^k \rightarrow \cdots$. Note that the final result obtained by Eq. (12) does not necessarily converge to a fixed point. The proposed method tries to find a solution in the subspace with the constraint of the known components within the target patch. However, if the intersection of this subspace and the constraint does not exist, the final result does not converge to a fixed point. Thus, the proposed method simply outputs $x_n^k$ after predetermined iterations.

As described above, since the initial inverse problem ($y = Mx$) is an ill-posed problem, direct calculation of its solution is impossible. In order to find its unique solution, we have to provide a regularization term for $x$ or an assumption as its prior information. Our method adopts the assumption that $x$ and $y$ are in the $D^f$-dimensional subspaces as shown in Eqs. (3) and (4), respectively. In this approach, restoration performance directly depends on the dimension $D^f$ used for deriving in Eq. (11) since $D^f$ determines image representation performance in Eqs. (3) and (4). If we do not divide the target problem, the maximum dimension of $D^f$ for obtaining a unique solution of $x$ is $\text{rank}(M)$. Thus, approximation in the $D^f$-dimensional subspace causes errors since $D^f - \text{rank}(M)$ bases must be discarded. On the other hand, when adopting the division into multiple sub-problems, the target inverse problem is replaced with $N$ sub-problems. Then the number of bases that must be discarded becomes $D - \text{rank}(M)$ for each sub-problem. Consequently, the maximum dimension for obtaining a unique solution in each sub-problem is $D - D - \text{rank}(M)$, and we can use more $\frac{(N-1)D - \text{rank}(M)}{N} - \text{rank}(M) = \frac{N}{N} \left( D - \text{rank}(M) \right)$ bases compared to the case directly solving the target inverse problem. Note that the higher-dimensional subspace means that the number of available bases is larger since we assume the basis matrices $B_n^k$ and $B_k$ are full-rank. The larger the number of bases available for representing image patches is, the smaller the residues caused by the image approximations in Eqs. (3) and (4) are. Since only these two approximations affect the derivation of Eq. (11), more accurate estimation of $x$ becomes feasible by introducing our novel approach. On the other hand, if the dimension of the subspace becomes too large, i.e., $N$ becomes a too large value, the overfitting occurs. Then, if the overfitting occurs, the estimation results by the proposed method tend not to change from initial values.

In this way, the missing components $\mathcal{U}$ of the target patch $f$ can be estimated by the subspaces of cluster $k$. Note that if the target patch $f$ belongs to cluster $k$, we can obtain optimal estimation results. However, since the target patch $f$ contains missing components $\mathcal{U}$, we cannot perform its assignment to the optimal cluster $k_{\text{opt}}$ based on the criterion shown in Eq. (1). In order to solve this problem, we monitor the following new criterion for assigning the target patch $f$ to the optimal cluster $k_{\text{opt}}$:
\[ C^k = \sum_{n=1}^{N} \frac{\|M_n(x_n^k - z_n^k)\|^2}{\text{rank}(M_n)}. \]
In this equation, $\|M_n(x_n^k - z_n^k)\|^2$ corresponds to the mean square error caused in $\mathcal{U}_n$ by each $n$th estimation. Then $C^k$ is the total sum of these mean square errors for all sub-known components $\mathcal{U}_n (n = 1, 2, \cdots, N)$. It has been reported that the use of errors caused in the estimation is effective for selecting the optimal cluster or the optimal bases [23], [24], [30]. Specifically, in [30], the use of errors caused in the inverse projection provides better bases, i.e., better subspaces for representing the target patch compared to the use of approximation errors calculated from only the known components. Therefore, by selecting the cluster minimizing the converged error of $C^k$ in Eq. (14), the proposed method can find the optimal cluster $k_{\text{opt}}$ for the target patch $f$ even if it contains missing components. Although the basic idea of selection of the optimal cluster for the restoration is based on our previously reported methods, we newly introduce the criterion in Eq. (14) derived through our new framework. Consequently, adaptive restoration becomes feasible by using the optimal cluster $k_{\text{opt}}$, and ASIP-DIMS can be realized.
III. SPECIFIC DERIVATIONS OF ASIP-DIMS

In this section, we show the specific derivations of ASIP-DIMS for the following methods of multivariate analysis: PCA, KPCA and sparse representation. The derivation based on PCA and KPCA is shown in III-A, and the derivation based on sparse representation is shown in III-B. In the explanations of the previous section, the most important points of ASIP-DIMS are Eqs. (1), (12), (13) and (14). Therefore, in each subsection, we show how these equations are derived for each method of multivariate analysis.

A. Derivation Based on PCA and KPCA

In this subsection, we show the specific derivations of ASIP-DIMS based on PCA and KPCA. Since KPCA becomes PCA by setting its kernel function to the linear kernel, the derivation using KPCA is shown. Furthermore, we limit the explanation to the derivation using the linear kernel or the Gaussian kernel for simplicity.

From known training examples whose components in $\mathcal{K}$ and $\mathcal{U}$ are both known, we first perform their clustering to obtain $f^{\lambda j}$ (j $\in$ $\mathcal{J}$). Given their vectors $\kappa^{\lambda j}$ (in $\mathbb{R}^{p_\lambda}$) and $\mu^{\lambda j}$ (in $\mathbb{R}^{p_\mu}$), we map $\kappa^{\lambda j}$ into the feature space via a nonlinear map [22], and $\phi(\kappa^{\lambda j})$ (in $\mathbb{R}^{p_\phi}$) is obtained. Note that since the mapped results $\phi(\kappa^{\lambda j})$ are high-dimensional or infinite-dimensional, it may not be possible to calculate them directly. Fortunately, it is well known that the following computational procedures depend only on inner products in the feature space, which can be efficiently obtained from a suitable kernel function [22]. If we use the linear kernel for this kernel function, the following derivation becomes that of ASIP-DIMS using PCA. It should be noted that an exact pre-image, which is the inverse mapping from the feature space back to the input space, typically does not exist [68], and we do not utilize the nonlinear map for $\mu^{\lambda j}$ to avoid the pre-image estimation error.

Since Eq. (1) corresponds to the sum of errors caused in the input space by projecting each training example onto its cluster’s subspace, the criterion $C$ using KPCA can be rewritten as

$$C = \sum_{k=1}^{K} \sum_{\mu, \lambda \in \mathcal{J}} \left( \left\| \kappa^{\lambda j} - \tilde{\kappa}^{\lambda j} \right\|^2 + \left\| \mu^{\lambda j} - \tilde{\mu}^{\lambda j} \right\|^2 \right).$$

(15)

Then, given $x^{\lambda j} = [\phi(\kappa^{\lambda j}), \mu^{\lambda j}]^T$ and $\tilde{x}^{\lambda j} = [\tilde{\phi}(\kappa^{\lambda j}), \tilde{\mu}^{\lambda j}]^T$, they satisfy

$$\tilde{x}^{\lambda j} = B^k B^T (x^{\lambda j} - \psi^{\lambda j}) + \psi^{\lambda j},$$

(16)

where $\tilde{\phi}(\kappa^{\lambda j}) \equiv \phi(\kappa^{\lambda j})$, and $\tilde{\mu}^{\lambda j}$ in Eq. (15) corresponds to the pre-image of $\tilde{\phi}$. Furthermore, $B^k$ is the eigenvector matrix of $H^k X^k H^k$, where $X^k = [x^{\lambda_1}, x^{\lambda_2}, \ldots, x^{\lambda_{|\mathcal{J}|}}]^T$ and $H^k = I_{|\mathcal{J}|x|\mathcal{J}|} = \frac{1}{|\mathcal{J}|} I_{|\mathcal{J}|x|\mathcal{J}|}$ is the centering matrix, and $I_{|\mathcal{J}|}$ is a $|\mathcal{J}|$-dimensional vector whose elements are all one.

In Eq. (1), $\left\| (x^k - \psi^k) - B^k (B^T B^k)^{-1} B^T (x^k - \psi^k) \right\|^2$ represents the error caused in the input space by projecting a training patch $x^{k,j}$ onto the subspace of cluster $k$ to which it belongs. Similarly, $\left\| \kappa^{k,j} - \tilde{\kappa}^{k,j} \right\|^2$ and $\left\| \mu^{k,j} - \tilde{\mu}^{k,j} \right\|^2$ in Eq. (15) represents the error, which is caused in the input space by projecting a training patch $x^{k,j}$ onto the linear/nonlinear eigenspace of cluster $k$ to which it belongs. When we use the linear kernel, i.e., PCA, $x^{k,j} = [\kappa^{k,j}, \mu^{k,j}]^T$ and $\tilde{x}^{k,j} = [\tilde{\kappa}^{k,j}, \tilde{\mu}^{k,j}]^T$. Then Eq. (15) becomes the same as Eq. (1), that is, we do not have to rewrite Eq. (1) as Eq. (15). On the other hand, when we use the nonlinear kernel, i.e., KPCA, $x^{k,j} = [\phi(\kappa^{k,j}), \mu^{k,j}]^T$ and $\tilde{x}^{k,j} = [\tilde{\phi}(\kappa^{k,j}), \tilde{\mu}^{k,j}]^T$. Then, in order to obtain the error of $x^{k,j}$ caused in the input space, we have to separately calculate the errors of $\kappa^{k,j}$ and $\mu^{k,j}$. Therefore, we have to rewrite Eq. (1) as Eq. (15). In this way, we define Eq. (15) in such a way that it can be commonly used in PCA and KPCA.

If we adopt nonlinear kernels, each column vector in $B^k$ becomes high-dimensional, but we can perform the calculation using $B^L$ based on the following scheme. Since the eigenvector matrix $B^L$ satisfies the following singular value decomposition: $X^k H^k \equiv B^L \Lambda^k V^k \Lambda^{-1}$, it can be rewritten as

$$B^k \equiv X^k H^k \Lambda^k V^k \Lambda^{-1},$$

(17)

where $V^k$ is the eigenvector matrix of $H^k X^k H^k$ and $\Lambda^k$ is a singular value matrix. Then, by substituting Eq. (17) into Eq. (16), it can be rewritten as

$$\tilde{x}^{k,j} = X^T X^{\lambda k} x^{k,j} - \frac{1}{|\mathcal{J}|} X^k (T^k X^{\lambda k} X^k - I_{|\mathcal{J}|x|\mathcal{J}|}) 1_{|\mathcal{J}|},$$

(18)

where

$$T^k = H^k X^k \Lambda^{-2} V^k H^k,$$

(19)

and we use $\psi^{k,j} = \frac{1}{|\mathcal{J}|} X^k 1_{|\mathcal{J}|}$. Furthermore, since $X^k = [X^\phi_k, X^\mu_k]^T$, where $X^\phi_k = [\phi(\kappa^{k,j}), \phi(\kappa^{k,j}), \ldots, \phi(\kappa^{k,j})]$ and $X^\mu_k = [\mu^{k,j}, \mu^{k,j}, \ldots, \mu^{k,j}]^T$, Eq. (18) can be rewritten as follows:

$$\tilde{\phi}^{k,j} = \tilde{\mu}^{k,j} \equiv \left[ X^\phi_k \right]^T \left[ X^\phi_k \right] \left[ X^\phi_k \right]^T \left[ \phi(\kappa^{k,j}) \right] \left[ \mu^{k,j} \right]$$

$$- \frac{1}{|\mathcal{J}|} \left[ X^\phi_k \right]^T \left[ X^\phi_k \right] \left[ X^\phi_k \right]^T \left[ X^\phi_k \right] \left[ \mu^{k,j} \right] 1_{|\mathcal{J}|},$$

(20)

where

$$\psi^{k,j} = T^k \left( X^\phi_k \phi(\kappa^{k,j}) + X^\mu_k \mu^{k,j} \right)$$

$$- \frac{1}{|\mathcal{J}|} \left[ T^k \left( X^\phi_k X^\phi_k + X^\mu_k X^\mu_k \right) - I_{|\mathcal{J}|x|\mathcal{J}|} \right] 1_{|\mathcal{J}|}.$$}

Therefore, $\left\| (\kappa^{k,j} - \tilde{\kappa}^{k,j}) \right\|^2$ in Eq. (15) becomes $\left\| (\kappa^{k,j} - X^\phi_k \phi(\kappa^{k,j})) \right\|^2$ from Eq. (20). If we use the linear kernel, $\tilde{\kappa}^{k,j} = \phi^{k,j}$, and $\left\| (\kappa^{k,j} - \tilde{\kappa}^{k,j}) \right\|$ becomes $\left\| (\kappa^{k,j} - X^\phi_k \phi(\kappa^{k,j})) \right\|^2$. On the other hand, if we adopt the Gaussian kernel, $\left\| (\kappa^{k,j} - \tilde{\kappa}^{k,j}) \right\|^2$ in Eq. (15) becomes

$$\left\| (\kappa^{k,j} - \tilde{\kappa}^{k,j}) \right\|^2 = -\sigma^2 \log \left( \phi(\kappa^{k,j}) \phi(\kappa^{k,j}) \right)$$

$$- \sigma^2 \log \left( \phi(\kappa^{k,j}) \phi(\kappa^{k,j}) + \phi(\kappa^{k,j}) \phi(\kappa^{k,j}) - \left( \phi(\kappa^{k,j}) - \phi(\kappa^{k,j}) \right)^2 \right)$$

$$\leq -\sigma^2 \log \left( \frac{2 - \left( \phi(\kappa^{k,j}) - \phi(\kappa^{k,j}) \right)^2}{2} \right),$$

(22)
where \( \sigma^2 \) is a parameter of the Gaussian kernel, and \( \| \phi(k_{k,j}) - \phi(k_{j,k}) \|^2 \) in the above equation is obtained as
\[
\| \phi(k_{k,j}) - \phi(k_{j,k}) \|^2 = \| \phi(k_{k,j})^T \phi(k_{j,k}) + \phi(k_{j,k})^T \phi(k_{k,j}) - 2 \phi(k_{j,k})^T \phi(k_{k,j}) \|
\approx 1 + \psi(k_{k,j})^T X^k \psi(k_{j,k}) - 2 \phi(k_{j,k})^T X^k \psi(k_{j,k}).
\]
(23)

Thus, Eq. (22) can be calculated as follows:
\[
\| k_{k,j} - k_{j,k} \|^2 = -\sigma^2 \log \left( \frac{1 - \psi(k_{k,j})^T X^k \psi(k_{j,k}) + 2 \phi(k_{j,k})^T X^k \psi(k_{j,k})}{2} \right).
\]
(24)

Consequently, we can calculate Eq. (15) to perform the clustering.

Furthermore, Eq. (12) of ASIP-DIMS is calculated, and \( z^k_n \) in Eq. (13) is obtained as \( z^k_n = X^k w^k_n \), where
\[
w^k_n = \sum_{k'} X^k_{n}^T \left( x^k_j - \frac{1}{|Y_j|} X^k_{l(1,|Y_j|)} \right) + \frac{1}{|Y_j|} \sum_{l(1,|Y_j|)} \psi^k(l,|Y_j|),
\]
(25)
\[
\Xi^k_n = H^k V^k \left( V^k_{n}^T H^k X^k_{n} M^k_x H^k V^k \right)^{-} \psi^k_n H^k.
\]
(26)

In the above equations, \( X^k_{n} = M_{n}^k X^k \), and the singular value decomposition \( X^k_{n} H^k \Xi^k_n \psi^k_n \Xi^k_n H^k X^k_{n} \) is satisfied, i.e., \( B^k_n \Xi^k_n \psi^k_n \Xi^k_n H^k X^k_{n} \) is satisfied.

Finally, Eq. (14) is rewritten as
\[
C^k = \sum_{n=1}^{N} \frac{\| \rho - \rho^k \|^2 + \| I_{D \times D} - M^k \| M^k (x^k_n - z^k_n) \| d^{k_n} \|}{\text{rank}(M^k)}
\]
(27)

where \( \rho \) corresponds to the kernel component of \( f \). Then, if we use the Gaussian kernel, we can directly calculate \( \| \rho - \rho^k \|^2 \) as \( \| x^k_n - \psi^k_n w^k_n \|^2 \) since \( \rho^k_n = X^k_{n} \psi^k_n w^k_n \). Furthermore, if we use the Gaussian kernel, \( \phi(k_{k,n}) \Xi^k_n \Xi^k_n \psi^k_n \).

\[
\| \rho - \rho^k \|^2 = -\sigma^2 \log \left\{ \phi(k_{k,n}) \phi^k_n \right\}
\approx -\sigma^2 \log \left\{ 1 + \psi(k_{k,n})^T X^k \psi(k_{j,k}) - 2 \phi(k_{j,k})^T X^k \psi(k_{j,k}) \right\}
\approx -\sigma^2 \log \left\{ 1 - \psi(k_{k,n})^T X^k \psi(k_{j,k}) + 2 \phi(k_{j,k})^T X^k \psi(k_{j,k}) \right\}.
\]
(28)

Then we can calculate Eq. (14).

In this way, the proposed method enables the derivation of ASIP-DIMS using PCA and KPCA. For the following explanation, we call ASIP-DIMS using PCA and KPCA “PCA-ASIP-DIMS” and “KPCA-ASIP-DIMS”, respectively. PCA-ASIP-DIMS under the condition of \( K = 1, N = 1 \) and \( B^k_n = B^k \) become equivalent to the algorithm of the BPLP method [6]. In addition, KPCA-ASIP-DIMS under the condition of \( N = 1 \) become equivalent to our previously reported KPCA-based method [54].

B. Derivation Based on Sparse Representation

In this subsection, we show the specific derivation of ASIP-DIMS based on sparse representation. As shown in [30], since we can adaptively select the optimal signal atoms for representing the target patch \( f \) in sparse representation, we do not have to adopt the clustering scheme shown in II-A. From the training examples, we calculate their vectors and estimate the optimal dictionary matrix \( B \in \mathbb{R}^{D \times L} \) by using the KSVD algorithm [25], where \( L \) is the number of signal atoms. Furthermore, from this dictionary matrix, we calculate \( N \) kinds of dictionary matrices \( B_n = M_n \), \( B \in \mathbb{R}^{D \times L}; n = 1, 2, \cdots , N \).

By using the dictionary matrices \( B \) and \( B_n \), \( n = 1, 2, \cdots , N \), the vectors \( x \) and \( y_n \) in the previous section are approximated as follows:
\[
x \approx B_n x \text{ subject to } \| r_n \| \leq T, \quad (29)
\]
\[
y_n \approx B_n y_n \text{ subject to } \| s_n \| \leq T, \quad (30)
\]
where \( \| \cdot \| \) represents the \( l_0 \)-norm, and \( T \) corresponds to \( D^k \) in II-A. Note that the selected signal atoms and their corresponding coefficients for representing \( x \) will change in each \( n \)-th inverse projection, and we use a subscript \( n \) in Eq. (29). The above two equations are respectively rewritten as
\[
x \approx B_n p_n, \quad (31)
\]
\[
y_n \approx B_n q_n. \quad (32)
\]

The vectors \( p_n \) and \( q_n \) \((\in \mathbb{R}^T)\) respectively contain nonzero elements of \( r_n \) and \( s_n \) in Eqs. (29) and (30). Furthermore, \( E_n \) and \( F_n \) \((\in \mathbb{R}^{L \times T})\) are extraction matrices for obtaining basis vectors, i.e., signal atoms, used for approximating \( x \) and \( y_n \), respectively. Specifically, the elements of the extraction matrices \( E_n \) and \( F_n \) are one or zero. If \( mth \) \((m = 1, 2, \cdots , T)\) nonzero element exists in \( f_{l,m} \) \((l = 1, 2, \cdots , L)\) element of \( x \), the \((l,m)\)-th element of \( E_n \) becomes one, and the other elements become zero. The extraction matrix \( F_n \) is also defined in the same way as \( E_n \). The calculation schemes of these extraction matrices are shown later. Then \( r_n = E_n p_n \) and \( s_n = F_n q_n \) are satisfied. Note that \( BE_n \) and \( B_n F_n \) correspond to \( B^k \) and \( B^k_n \), respectively, in the previous section. Since we do not use the clustering scheme in ASIP-DIMS based on sparse representation, \( k \) is removed in this subsection. In addition, since centering is not adopted in this sparse representation approach, we do not use \( \psi^k \) shown in the previous section.

From the above definitions, Eq. (12) based on sparse representation is rewritten as
\[
\| x_{n+1} - (I_{D \times D} - M_n) B_n (F_n^T B_n^T M_n B_n)^{-} F_n^T B_n^T x_n + M_n x_n \|
\]
\[
= \| I_{D \times D} - M_n \| z_n + M_n x_n \quad (n = 1, 2, \cdots , N),
\]
(33)

where \( z_n \) corresponding to Eq. (13) is defined as
\[
z_n = (I_{D \times D} - M_n) z_n + M_n x_n \quad (n = 1, 2, \cdots , N).
\]
(34)

It should be noted that in order to obtain Eq. (33), we have to calculate the two extraction matrices \( E_n \) and \( F_n \) \((n = 1, 2, \cdots , N)\). Since \( s_n = F_n q_n \) from Eqs. (30) and (32), \( F_n \) can be obtained by solving
\[
\min_{s_n} \| M_n (x_n - B_n s_n) \| \text{ subject to } \| s_n \| \leq T
\]
(35)

based on the OMP algorithm [69], [70]. On the other hand, we cannot calculate \( E_n \) in the same way as Eq. (35) since the elements in sub-component \( U_n \) are unknown. Therefore, the proposed method adopts the solution of
\[
\min_{E_n} \| M_n \left( I_{D \times D} - BE_n (F_n^T B_n^T M_n B_n)^{-} F_n^T B_n^T \right) x_n \| \text{ subject to } \| r_n \| \leq T
\]
(36)

from \( r_n = E_n p_n \). In Eq. (36), this criterion represents the error caused in the other component \( U_n \) by solving \( n \)-th subproblem. Therefore, the extraction matrix \( E_n \) is determined in
such a way that this error becomes minimum. In the proposed method, the solution of Eq. (36) can be obtained by the basis selection algorithm in [30].

In this way, the proposed method can estimate the missing components by ASIP-DIMS based on sparse representation. As described above, ASIP-DIMS based on sparse representation do not adopt the clustering scheme, and we do not have to use Eq. (14) for this. However, as shown in the following section, if each restored pixel has multiple estimation results, we have to calculate Eq. (14) for finding the final output from these results. Thus, Eq. (14) is calculated as

$$\tilde{C} = \sum_{i=1}^{N} \frac{||M_n(x_n - z_n)||^2}{\text{rank}(M_n)}.$$  \hspace{1cm} (37)

As described above, the derivation of ASIP-DIMS based on sparse representation becomes feasible. For the following explanation, we call ASIP-DIMS using sparse representation “SP-SIP-DIMS”. Since we do not have to perform clustering and adaptive selection of the optimal subspaces in this subsection, we use the notation SP-SIP-DIMS instead of SP-ASIP-DIMS. When N = 1, SP-SIP-DIMS become equivalent to our previously reported method (SP-SIP shown in the following section), inverse projection via sparse representation (IPVSR) [30]. Thus, the biggest difference from this method is the use of division into multiple sub-problems.

IV. EXPERIMENTAL RESULTS

In this section, we present results of application of the proposed method to two kinds of image processing tasks, i.e., image inpainting and SR, for verifying its effectiveness. Experiments on image inpainting and SR are described in IV-A and IV-B, respectively.

A. Results of Image Inpainting

Experimental results for image inpainting are presented in this subsection. Image inpainting is achieved by simply regarding known and unknown components as known original intensities and unknown missing intensities, respectively. Specifically, known and unknown intensities within the target patch $f$ correspond to $\mathcal{K}$ and $\mathcal{U}$, respectively, in the previous sections. Furthermore, training patches are clipped in the same interval from known parts within the target image. Then image inpainting based on ASIP-DIMS becomes feasible. We show the complete algorithm of image inpainting based on ASIP-DIMS in Algorithm 1. In Algorithm 1, $\Omega$ represents the whole missing areas within the target image, and $\partial \Omega$ represents their fill-fronts, these notations being on [4]. Furthermore, $p$ is the axis of a pixel. Note that when we adopt ASIP-DIMS using sparse representation, which does not need clustering, we can perform image inpainting by assuming $K = 1$, and this is the same for SR shown in the next subsection. In our method, the patch size was set to $15 \times 15$ pixels. In addition, we clipped patches $f$ including missing areas according to the patch priority determined by [4] and performed their reconstruction to recover all of the missing areas.

In this experiment, we first prepared eight test images shown in Fig. 2. For Images 1–3 in this figure, we added text regions, which corresponded to missing areas, to these test images as shown in Fig. 3 with the assumption that the positions of the missing areas had been previously known. For the corrupted test images, we applied the three proposed types of ASIP-DIMS, i.e., PCA-ASIP-DIMS, KPCA-ASIP-DIMS and SP-ASIP-DIMS. Furthermore, for comparison, we utilized the methods in [31], [33] and [36]. The method in [33] adopts neighboring embedding, and it can be regarded as a recently proposed method. The methods in [31] and [36] are state-of-the-art methods for image inpainting. Results of restoration obtained by the proposed methods, PCA-ASIP-DIMS, KPCA-ASIP-DIMS and SP-ASIP-DIMS, and the above previously reported methods are shown in Figs. 4–6. Due to the limitation of space, we show a comparison only with the state-of-the-art methods\(^2\). In PCA-ASIP-DIMS and KPCA-ASIP-DIMS, we simply set the number of clusters to four ($K = 4$). In KPCA-ASIP-DIMS, the parameter of the Gaussian kernel, $\sigma^2$, was simply determined as the variance of $||\phi(x^k) - \phi(x^{k,l})||$ ($i, j \in I, k = 1, 2, \ldots, K$). In SP-ASIP-DIMS, the clipping interval of known patches was set to values in such a way that $L$ became the closest to 3000. Furthermore, $D_k$ and $T$ were determined in such a way that the condition for calculating the pseudo-inverse was satisfied. The number of sub-problems, $N$, was set to four. Note that for color images, our methods and

\(^2\)Other inpainting examples obtained by the proposed method and comparative methods in [4], [6], [24], [29], [31], [33] and [36] for the eight test images in Fig. 2 are shown in the supplemental materials.

\begin{algorithm}
\textbf{Algorithm 1}: Complete image inpainting algorithm based on ASIP-DIMS
\begin{enumerate}
  \item Clip training known patches at the same interval from the input image to obtain their vectors.
  \item \textbf{while} $|\Omega| \neq \varnothing$
  \item  \hspace{1cm} $\forall p \in \partial \Omega$, compute patch priority $P_p$ based on [4].
  \item  \hspace{1cm} Select the target patch $f$ centered at $p$ whose patch priority has the maximum value.
  \item  \hspace{1cm} Calculate $\kappa$ containing only known intensities within the target patch $f$, and define $\mu$, whose elements correspond to missing intensities of $f$, $M$ and $M_\Omega$.
  \item \textbf{end while} \textbf{(Clustering Part)}
  \item  \hspace{1cm} while clustering results $x^{\ell}$ change \textbf{do}
  \item  \hspace{1cm} \hspace{1cm} Assign training patches to the optimal clusters based on Eq. (12).
  \item  \hspace{1cm} \hspace{1cm} Update the estimation result $x^\ell$ using cluster $k$ based on Eq. (12).
  \item  \hspace{1cm} \hspace{1cm} \textbf{end while} \textbf{(Missing Intensity Estimation Part)}
  \item  \hspace{1cm} \hspace{1cm} Select the final estimation result $x^{f}_{SN}$ of cluster $k^{f}$ minimizing $C^k$ in Eq. (14).
  \item  \hspace{1cm} \hspace{1cm} Interpolate missing pixels within the target patch $f$ from the estimation result $x^f_{SN}$.
  \item  \hspace{1cm} \hspace{1cm} Update the confidence factor of the target patch $f$ for the following patch priority calculation according to [4].
  \item \textbf{end while}
\end{enumerate}
\end{algorithm}
Fig. 2. Eight test images used for verifying the inpainting performance of our method. The sizes of Images 1–8 are 640 × 480 pixels, 480 × 360 pixels, 640 × 480 pixels, 640 × 480 pixels, 480 × 360 pixels, 640 × 480 pixels, 480 × 360 pixels, and 480 × 360 pixels, respectively.

Fig. 3. Corrupted images obtained by adding missing areas to Images 1-3 in Fig. 2, respectively.

Fig. 4. Results of inpainting obtained by the previously reported methods [33], [31], [36] and our method for Image 1.

the previously reported methods calculated vectors that contain RGB values within patches and performed their restoration. Note that in our method, the initial RGB values within the missing areas (\(\mathcal{U}\)) of the target patch \(f\) were respectively set to the average RGB values within the known areas (\(\mathcal{K}\)). In the experiment, we simply set the number of iterations for updating \(x^n_k\) (\(n = 1, 2, \cdots, N\)) in Eq. (12) to ten, and this was the same for SR.

The results presented in Figs. 4–6 show that the proposed methods enable restoration with a high level of image representation performance. The biggest contribution of our method is the introduction of division into multiple sub-problems, and this enables the use of higher-dimensional subspaces to improve image representation performance. Since we also perform adaptive selection of the optimal subspaces in this framework, each missing texture tends not to be affected by other different textures.

Next, we show results of quantitative evaluation. We used the eight test images shown in Fig. 2 and randomly added missing blocks of 8 × 8 pixels in size with changes in the ratio of missing pixels. Figures 7 and 8 show the relationship between the ratio of missing pixels and the SSIM index calculated from the restored image, the details of which are shown below. It is well known that the MSE (PSNR) and its variants cannot successfully reflect visual image quality [71]. Since the SSIM index [72] is one of the representative criteria for
measuring visual image quality, we adopted the SSIM index as the criterion for quantitative evaluation in this experiment. In addition to the previously reported methods in [31], [33], [36], we used several comparative methods that do not use “division into multiple sub-problems” or “adaptive selection of the optimal subspaces” (clustering scheme). As shown in Table I, the comparative methods we used were SIP (subspace-based inverse projection), SIP-DIMS (subspace-based inverse projections via division into multiple sub-problems) and ASIP (adaptive subspace-based inverse projections). The difference between ASIP-DIMS and SIP-DIMS is whether multiple clusters are used or not, the difference between ASIP and SIP being the same as the difference between ASIP-DIMS and SIP-DIMS. This means that when using SIP and SIP-DIMS, \( K = 1 \). Thus, we do not perform clustering of training patches, and only one subspace is calculated from all of the training patches. On the other hand, when using ASIP and ASIP-DIMS, we perform assignment of the training patches into \( K \) clusters and prepare \( K \) subspaces. Then the target patch including missing components is restored with adaptive selection of the optimal subspace among these \( K \) subspaces. Next, we explain the difference between ASIP-DIMS and ASIP, the difference between SIP-DIMS and SIP being the same as the difference between ASIP-DIMS and ASIP. The difference between ASIP-DIMS and ASIP is whether missing components \( \mathcal{U} \) are divided into sub-components \( \mathcal{U}_n (n = 1, 2, \cdots, N) \) or not. This means that when using SIP and ASIP, \( N = 1 \). Thus, we do not perform any division of missing components \( \mathcal{U} \). On the other hand, when using SIP-DIMS and ASIP-DIMS, the missing components \( \mathcal{U} \) are divided into \( N \)
sub-components $\mathcal{U}_n$, and restoration of these sub-components is performed. Note that when using sparse representation, we do not have to use the clustering scheme, and ASIP and ASIP-DIMS become equivalent to SIP and SIP-DIMS, respectively. Figure 7 shows a comparison of results obtained by using the proposed methods (PCA-ASIP-DIMS, KPCA-ASIP-DIMS and SP-SIP-DIMS) and the previously reported methods. From the obtained results, we can see that the performance of the proposed methods is better than that of the previously reported methods. Among the proposed methods, SP-SIP-DIMS tended to give better results since the optimal bases can be selected one-by-one more flexibly than they can with PCA-ASIP-DIMS and KPCA-ASIP-DIMS. In Fig. 8, we also show a comparison of results obtained by using the proposed ASIP-DIMS and the other three comparative methods, SIP, ASIP and SIP-DIMS, shown in Table I. From these results, we can see that division into multiple sub-problems and adaptive selection of the optimal subspaces enable successful image inpainting. Furthermore, the introduction of division into multiple sub-problems tends to result in greater improvement than that with adaptive selection of the optimal subspaces. In this way, our method realizes successful image inpainting subjectively and quantitatively.

3Results of a comparison with not only state-of-the-art methods in [31], [33] and [36] but also other traditional methods in [4], [6], [24] and [29] are also shown in the supplemental materials.

Fig. 7. Relationship between ratio of missing pixels and SSIM index of the restoration results obtained by each method: (a)–(h) respectively show the results obtained from Images 1–8 shown in Fig. 2.

Fig. 8. Performance comparison between SIP, ASIP, SIP-DIMS and ASIP-DIMS. These graphs show the relationship between ratio of missing pixels and SSIM index of the restoration results obtained by each method. These results are average values obtained from Images 1–8.

### Table I

<table>
<thead>
<tr>
<th>Single problem ($N=1$)</th>
<th>Non-clustering ($K=1$)</th>
<th>Clustering</th>
</tr>
</thead>
<tbody>
<tr>
<td>SIP</td>
<td>ASIP</td>
<td>ASIP-DIMS</td>
</tr>
<tr>
<td>Sub-problem division</td>
<td>SIP-DIMS</td>
<td>ASIP-DIMS</td>
</tr>
</tbody>
</table>

**B. Results of Super-resolution**

Super-resolution is achieved by regarding LR patches and their corresponding HR patches as $\mathcal{K}$ and $\mathcal{U}$, respectively, in the previous sections. Specifically, given a target image (Fig. 9(a)), we first regard patches clipped from this image as training HR patches. Next, patches clipped from the blurred target image (Fig. 9(b)) obtained by applying a low-pass filter to the target image (Fig. 9(a)) are regarded as training LR patches. We use the well-known Lanczos filter as a low-pass filter. Furthermore, by applying up-sampling to the target image (Fig. 9(a)), we obtain a blurred enlarged image (Fig.
Then, from target patches clipped from the blurred enlarged image (Fig. 9(c)), we perform estimation of their corresponding HR patches to obtain an image with enhanced resolution (Fig. 9(d)). The complete algorithm of SR based on ASIP-DIMS is shown in Algorithm 2. In our method, the patch size was set to $8 \times 8$ pixels, and SR was performed in a raster scanning order for which the sliding interval was set to half the size of the patches. Since multiple estimation results are obtained for each pixel, we output the optimal results that minimize the criterion shown in Eq. (14). Furthermore, in our method, $K = 8$. Other parameter settings of the proposed method were performed in the same way as that shown in the previous subsection.

In this experiment, we first prepared nine test images shown in Fig. 10. For these test images, we performed SR by using the proposed methods and the previously reported methods in [61], [62] and [64]. These methods were selected since they are state-of-the-art methods. Note that in all of the methods, SR was performed for only the luminance components since this scheme has been adopted in many studies in which the target is SR of color images. In our method, the initial intensity values of the HR patch ($\mu$) are the same as those of the target LR patch ($\kappa$). The results obtained by the proposed methods and the previously reported methods are shown in Figs. 11 and 12. In these figures, the magnification factor was set to four, i.e., we restored original size images from their quarter size images. Thus, the target images to be enlarged were $160 \times 120$ pixels. Furthermore, these images tended to include small objects, and we adopted such difficult SR problems to make the difference between the performance of our method and that of the other methods clearer. From the results, we can see that the proposed method enables successful SR with maintenance of sharpness and prevention of other artifacts. Compared to the problem of image inpainting, that of the SR is more difficult since the missing components tend to be larger. Therefore, the use of division into multiple sub-problems becomes important for solving this difficult problem.

Finally, we show quantitative evaluation results. In this experiment, we reduced the size of the nine images in Fig. 10 to a quarter size and restored their original HR images by the proposed methods, the previously reported methods in [54], [57], [58], [60], [61], [62] and [64] and the comparative methods shown in Table I. Table II shows results for the SSIM index obtained from the estimated HR images. From the obtained results, we can see that the proposed method enables successful SR, and a tendency similar to that shown in the previous subsection can be found. Specifically, the improvement obtained by division into multiple sub-problems is greater than that obtained by selection of the optimal cluster. On the other hand, in some results, the SSIM index does not perfectly reflect perceptual image quality, e.g., results for Image 2. This indicates the necessity of image quality measures that are suitable for verifying SR performance, and this is the same for image inpainting.
V. Conclusions

In this paper, we have presented ASIP-DIMS for missing image data restoration. The proposed method improves image representation performance by dividing the target problem into multiple sub-problems and solves these sub-problems by the projection into the subspaces. Furthermore, the proposed method enables selection of optimal subspaces for adaptively restoring missing image data. In this approach, we monitor errors caused by solving these sub-problems to realize the determination of optimal subspaces. Consequently, these approaches lead to successful restoration of missing image data.

In this paper, we present three types of ASIP-DIMS, i.e., PCA-ASIP-DIMS, KPCA-ASIP-DIMS and SP-SIP-DIMS, and verify the performance of each of these proposed methods by applying them to two image processing tasks, image inpainting and SR. From the obtained results, it can be seen that the proposed approaches achieve successful missing image data restoration.

Finally, we show the future work of our study. In this paper, we cannot mathematically prove the convergence of the proposed method. However, this is important for guaranteeing the reliability of the proposed method. Although degradation due to this problem did not occur in the results of our method in the experiments, it is necessary to mathematically show the condition of the convergence. Since the above point is the theoretical limitation of this paper, it should be addressed in our future work.

In this study, we manually set some parameters such as the number of sub-problems and the number of clusters. It is desirable for these values to be automatically determined from target images. Furthermore, since the proposed method needs to calculate several subspaces and perform the restoration for each patch, its computation cost is high. For example, when using PCA-ASIP-DIMS, KPCA-ASIP-DIMS and SP-SIP-DIMS, their average computation times for image inpaint-
The experiments were performed on a personal computer using Intel(R) Core(TM) i7 950 CPU 3.06 GHz with 8.0 Ggytes RAM. The implementation was performed by using Matlab. It is necessary to develop an algorithm with lower computation cost by replacing each procedure with a high-speed procedure. For example, it has been reported that the computation cost of the KSVD algorithm used in SP-SIP-DIMS is high, and this problem can be solved by much faster versions such as those in [73] and [74]. These issues will be the subject of subsequent reports.

**Appendix**

Since many mathematical notations are included in this paper, we show their brief explanations in this Appendix. The main mathematical symbols and their corresponding explanations are shown in Table III.
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TABLE II

<table>
<thead>
<tr>
<th>Image 1</th>
<th>Image 2</th>
<th>Image 3</th>
<th>Image 4</th>
<th>Image 5</th>
<th>Image 6</th>
<th>Image 7</th>
<th>Image 8</th>
<th>Image 9</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.7923</td>
<td>0.8131</td>
<td>0.6285</td>
<td>0.8275</td>
<td>0.7559</td>
<td>0.7551</td>
<td>0.8772</td>
<td>0.7006</td>
<td>0.7940</td>
<td>0.7716</td>
</tr>
<tr>
<td>0.8182</td>
<td>0.7675</td>
<td>0.7585</td>
<td>0.8172</td>
<td>0.7874</td>
<td>0.7620</td>
<td>0.8587</td>
<td>0.7591</td>
<td>0.7325</td>
<td>0.7804</td>
</tr>
<tr>
<td>0.7819</td>
<td>0.8238</td>
<td>0.6641</td>
<td>0.8629</td>
<td>0.7629</td>
<td>0.7828</td>
<td>0.8957</td>
<td>0.7570</td>
<td>0.8502</td>
<td>0.7979</td>
</tr>
<tr>
<td>0.7763</td>
<td>0.8029</td>
<td>0.6787</td>
<td>0.8574</td>
<td>0.7824</td>
<td>0.7650</td>
<td>0.8936</td>
<td>0.7762</td>
<td>0.8697</td>
<td>0.8002</td>
</tr>
<tr>
<td>0.8231</td>
<td>0.8420</td>
<td>0.6628</td>
<td>0.8714</td>
<td>0.7850</td>
<td>0.7874</td>
<td>0.9084</td>
<td>0.7531</td>
<td>0.8465</td>
<td>0.8086</td>
</tr>
<tr>
<td>0.8354</td>
<td>0.8519</td>
<td>0.6800</td>
<td>0.8743</td>
<td>0.8011</td>
<td>0.8037</td>
<td>0.9964</td>
<td>0.7621</td>
<td>0.8459</td>
<td>0.8182</td>
</tr>
<tr>
<td>0.8225</td>
<td>0.8410</td>
<td>0.6747</td>
<td>0.8726</td>
<td>0.7841</td>
<td>0.7770</td>
<td>0.9090</td>
<td>0.7573</td>
<td>0.8566</td>
<td>0.8105</td>
</tr>
<tr>
<td>0.7791</td>
<td>0.7655</td>
<td>0.6735</td>
<td>0.8338</td>
<td>0.7234</td>
<td>0.7025</td>
<td>0.8997</td>
<td>0.8094</td>
<td>0.8110</td>
<td>0.7504</td>
</tr>
<tr>
<td>0.7823</td>
<td>0.7912</td>
<td>0.6266</td>
<td>0.8110</td>
<td>0.7645</td>
<td>0.7457</td>
<td>0.8621</td>
<td>0.6995</td>
<td>0.8097</td>
<td>0.7660</td>
</tr>
<tr>
<td>0.7713</td>
<td>0.7723</td>
<td>0.6457</td>
<td>0.8421</td>
<td>0.7331</td>
<td>0.7140</td>
<td>0.8733</td>
<td>0.6931</td>
<td>0.8152</td>
<td>0.7629</td>
</tr>
<tr>
<td>0.8040</td>
<td>0.8141</td>
<td>0.6583</td>
<td>0.8367</td>
<td>0.7879</td>
<td>0.7558</td>
<td>0.8839</td>
<td>0.7322</td>
<td>0.8368</td>
<td>0.7922</td>
</tr>
<tr>
<td>0.8232</td>
<td>0.8341</td>
<td>0.6754</td>
<td>0.8663</td>
<td>0.7909</td>
<td>0.7846</td>
<td>0.8998</td>
<td>0.7428</td>
<td>0.8291</td>
<td>0.8051</td>
</tr>
<tr>
<td>0.8023</td>
<td>0.8241</td>
<td>0.6523</td>
<td>0.8263</td>
<td>0.7753</td>
<td>0.7774</td>
<td>0.8768</td>
<td>0.7068</td>
<td>0.7782</td>
<td>0.7797</td>
</tr>
<tr>
<td>0.8251</td>
<td>0.8353</td>
<td>0.6795</td>
<td>0.8672</td>
<td>0.7955</td>
<td>0.7874</td>
<td>0.9003</td>
<td>0.7452</td>
<td>0.8301</td>
<td>0.8071</td>
</tr>
<tr>
<td>0.8231</td>
<td>0.8481</td>
<td>0.6817</td>
<td>0.8580</td>
<td>0.8014</td>
<td>0.8034</td>
<td>0.8970</td>
<td>0.7452</td>
<td>0.8127</td>
<td>0.8085</td>
</tr>
<tr>
<td>0.8354</td>
<td>0.8341</td>
<td>0.6754</td>
<td>0.8663</td>
<td>0.7909</td>
<td>0.7846</td>
<td>0.8998</td>
<td>0.7428</td>
<td>0.8291</td>
<td>0.8051</td>
</tr>
<tr>
<td>0.8251</td>
<td>0.8353</td>
<td>0.6795</td>
<td>0.8672</td>
<td>0.7955</td>
<td>0.7874</td>
<td>0.9003</td>
<td>0.7452</td>
<td>0.8301</td>
<td>0.8071</td>
</tr>
</tbody>
</table>

TABLE III

<table>
<thead>
<tr>
<th>Main math symbols used in our paper and their brief explanations</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>B</strong> Basis matrix optimal for representing ( x^{f,j} ) of cluster ( k ) (corresponding to ( B ) in III-B)</td>
</tr>
<tr>
<td><strong>B^k</strong> Basis matrix optimal for representing ( M_{ij}^{k,j} ) of cluster ( k ) (corresponding to ( B_k ) in III-B)</td>
</tr>
<tr>
<td><strong>C</strong> Criterion for clustering training patches</td>
</tr>
<tr>
<td><strong>C^f</strong> Criterion for classifying a target patch ( f ) into the optimal cluster (corresponding to ( C ) in III-B)</td>
</tr>
<tr>
<td><strong>D</strong> Dimension of ( f ) Target patch including missing components</td>
</tr>
<tr>
<td><strong>p</strong> ( j )th training patches belonging to cluster ( k ) Identity matrix of size ( \times \times )</td>
</tr>
<tr>
<td><strong>M</strong> Diagonal matrix removing elements corresponding to ( U ) Diagonal matrix removing elements corresponding to sub-component ( U_{kj} )</td>
</tr>
<tr>
<td><strong>q^j</strong> Coefficient vector for representing ( x ) using ( B^j ) (corresponding to ( q_k ) in II-B)</td>
</tr>
<tr>
<td><strong>r^k</strong> Coefficient vector for representing ( y_k ) using ( B^k ) (corresponding to ( q_{kj} ) in III-B)</td>
</tr>
<tr>
<td><strong>x</strong> Original vector of ( f )</td>
</tr>
<tr>
<td><strong>y</strong> Corrupted vector (( \times M_{ij} )) of ( f )</td>
</tr>
<tr>
<td><strong>y_k</strong> Corrupted vector (( \times M_{ij} )) of ( f )</td>
</tr>
<tr>
<td><strong>K</strong> Known components in ( f )</td>
</tr>
<tr>
<td><strong>K^f</strong> Vector of ( K ) in ( f )</td>
</tr>
<tr>
<td><strong>k^{f,j}</strong> Vector corresponding to ( K ) in ( f^{k,j} )</td>
</tr>
<tr>
<td><strong>U</strong> Unknown components in ( f )</td>
</tr>
<tr>
<td><strong>U_{kj}</strong> ( n )th sub-components of ( U )</td>
</tr>
<tr>
<td><strong>\mu^j</strong> Vector of ( U ) in ( f^j )</td>
</tr>
<tr>
<td><strong>\mu^j_k</strong> Vector corresponding to ( U ) in ( f^{k,j} )</td>
</tr>
<tr>
<td><strong>\gamma</strong> Mean vector of ( x^{f,j} ) (( j \in {j_k} )</td>
</tr>
<tr>
<td><strong>\theta</strong> ( \bullet )-dimensional vector whose elements are one</td>
</tr>
<tr>
<td><strong>\zeta</strong> ( \bullet )-dimensional zero vector</td>
</tr>
</tbody>
</table>
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