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Abstract

The rapidly increasing demand for wireless communication can be met using orthogonal frequency division multiplexing (OFDM) transmission. OFDM transmission is reliable, is suited to the wideband technology, and has already been implemented in various fields. Unfortunately, multipath fading is an unavoidable phenomenon in mobile communication. Nevertheless, it can be mitigated through the estimation of and compensation for the fading channel. Thus, improving channel estimation accuracy is essential for improving radio capacity. This thesis aims to improve wireless OFDM channel estimation using a powerful stochastic approach that can cope with the ambiguity. In particular, accurate channel estimation requires channel statistics to assess the effects of averaging. This thesis proposes novel methods that appropriately consider time-variable channel statistics in order to significantly improve the channel estimation accuracy. Furthermore, this thesis, for the first time, clarifies the practical difference between batch and sequential estimation processing, which are theoretically equivalent, for stationary processes.

This thesis is organized as follows. Chapter 1 provides an introduction and presents the background, purpose, and structure of the thesis. Chapter 2 provides the preliminary background of the study, including the investigatory assumptions, formulation of OFDM transmission, and fundamentals of stochastic filtering. Chapter 3 proposes a modeling scheme that appropriately reflects the channel statistics. This scheme comprises two methods: one for improving estimation accuracy and the other for reducing computational complexity. The first method is based on a state-space model and considers frequency correlation. The second method is based on the first one and forces the observation matrix into a sparse bidiagonal matrix to decrease the number of mathematical processes. The effectiveness of the proposed scheme is verified using numerical analysis. The coding gain achieved via the first method is up to 3 dB higher than that achievable via a conventional Kalman filter. The second method suppresses increased complexity by up to 2% compared with a conventional Kalman filter.

Chapter 4 proposes a joint channel and its statistics estimation method to track time-varying channel statistics. The channel frequency responses of the pilot subcarrier and its fixed hyperparameters (channel statistics) are estimated using a Liu and West filter (LWF), which is based on the state-space model and the sequential Monte Carlo method. To the best of our knowledge, for the first time, we demonstrate that a conventional LWF biases the hyperparameters because of its poor estimation of the likelihood caused by overfitting in noisy environments. Moreover, this prob-
lem cannot be solved using conventional smoothing techniques. Therefore, we modify the conventional LWF and regularize the likelihood using a Kalman smoother. The effectiveness of the proposed method is confirmed via numerical analysis. When both the Doppler frequency and the delay spread hyperparameters are unknown, the conventional LWF significantly degrades the performance, sometimes below that obtained by the least-squares estimation. By avoiding the failure of hyperparameter estimation, our method outperforms the conventional approach and achieves good performance near the lower bound. The coding gain in our proposed method is up to 10 dB higher than that in the conventional LWF.

Chapter 5 proposes a change-detection method to track abruptly changing channel statistics. Any such change should be immediately followed by channel estimation in order to retain a high estimation accuracy. This immediate follow-up can be achieved by resetting the channel estimation process according to adequate detection of the abrupt change. To this end, we investigate a method for detecting abrupt changes in the channel statistics using innovations obtained through a Kalman filter. We confirm the effectiveness of the method via computer simulations using delay spread as an example of channel statistics. The proposed method relies on the state-space model and enables detection on the basis of statistical theory.

Chapter 6 presents another novel investigation that clarifies characteristics based on estimation processing and practically compares the Wiener and Kalman filters for stationary processes. Under fair conditions, the performance and complexity of each method are numerically investigated. Comparison results show that the performance of the Wiener smoother is slightly better than that of the Kalman one; the former avoids cumulative errors in its sequential processing, while the complexity of the latter is always lower because there is no large matrix operation. Finally, a summary of the discussions in the preceding chapters is given in Chapter 7.

In wireless OFDM channel estimation, channel statistics have not been considered sufficiently until now, having been assumed to be either known or extractable. Our precise and pragmatic proposed methods should considerably improve the quality of mobile communication. Moreover, our proposal is mathematically formulated and is applicable to not only wireless technology but also related areas such as artificial intelligence and econometrics.
Contents

Nomenclature iv

1 Introduction 1
   1.1 Thesis Background 1
   1.2 Thesis Purpose 4
   1.3 Thesis Structure 5
   Bibliography 6

2 Preliminary Background 9
   2.1 Assumptions 9
   2.2 OFDM Transmission 10
   2.3 Stochastic Filtering 12
      2.3.1 State-Space Model 12
      2.3.2 Linear Filtering 13
      2.3.3 Nonlinear Filtering 14
   Bibliography 18

3 State-Space Modeling 21
   3.1 Preliminary Remarks 21
   3.2 Problem Formulation 21
   3.3 Method 1: State-Space Model that Appropriately Considers
      Frequency Correlation 22
      3.3.1 Formulation Using the State-Space Model 22
      3.3.2 Specification of Hyperparameters 23
   3.4 Method 2: Approximation Approach to Reduce Computational
      Complexity 24
      3.4.1 Estimation of Computational Complexity 25
      3.4.2 Approximating the Observation Matrix into a Sparse
         Upper/Lower Bidiagonal Matrix 29
   3.5 Numerical Analysis 30
      3.5.1 Effects of Appropriately Considering Frequency Correlation 30
      3.5.2 Effects of Reducing Computational Complexity 40
## CONTENTS

3.6 Summary ................................................. 42  
Bibliography ............................................. 44  

4 Joint Estimation 47  
4.1 Preliminary Remarks ......................... 47  
4.2 Background ........................................... 48  
4.2.1 Problem Formulation ............................ 48  
4.2.2 Simulation Configuration ......................... 50  
4.3 Theory ................................................. 51  
4.3.1 Primitive Method Based on Multi-Model ........ 51  
4.3.2 Modern Method Based on Sequential Monte Carlo 52  
4.4 Methods ............................................... 56  
4.4.1 Why Should LWF be Improved? ................. 56  
4.4.2 Conventional Particle Smoothing ............... 57  
4.4.3 Novel Proposed Smoothing ....................... 58  
4.5 Numerical Results and Discussion ............. 62  
4.5.1 The Case of a Single Unknown Hyperparameter (Velocity) 62  
4.5.2 The Case of Two Unknown Hyperparameters (Velocity and Delay Spread) 67  
4.6 Summary ............................................... 73  
Bibliography ............................................. 74  

5 Detecting Abrupt Changes 79  
5.1 Preliminary Remarks ......................... 79  
5.2 Background ........................................... 80  
5.2.1 Problem Formulation ............................ 80  
5.3 Theory and Method ................................. 81  
5.4 Numerical Results and Discussion ............. 81  
5.4.1 Simulation Configuration ......................... 81  
5.4.2 Extreme Change in Delay Spread ............... 84  
5.4.3 Moderate Change in Delay Spread ............... 86  
5.5 Summary ............................................... 88  
Bibliography ............................................. 89  

6 Wiener and Kalman Filters: Practical Comparison 91  
6.1 Preliminary Remarks ......................... 91  
6.2 Background ........................................... 92  
6.2.1 Problem Formulation ............................ 92  
6.3 Conditions for Fair Comparison ................. 93  
6.3.1 Type of Estimation .............................. 93  
6.3.2 Fixed Time Lag $L$ ................................. 94  
6.4 Numerical Analysis ................................. 97  
6.4.1 Performance Comparison ....................... 97
CONTENTS

6.4.2 Complexity Comparison ........................................ 100
6.5 Summary .......................................................... 101
Bibliography .......................................................... 102

7 Conclusions .......................................................... 105
Bibliography .......................................................... 109

Appendix A Derivation of Covariance W in State Noise .... 111
Appendix B Kalman Filter: Another Representation for Complexity Investigation .... 113
Appendix C How to Derive the Nearest Positive Definite Matrix for a Forced Tridiagonal Correlation Matrix .... 115
Bibliography .......................................................... 117

Appendix D RB-APF .................................................... 119
Appendix E RB-APF with the Kernel Smoothing Technique .... 121
Appendix F Throughput Efficiency ................................ 123
Bibliography .......................................................... 126

Acknowledgements ..................................................... 127
Publications ........................................................... 129
Nomenclature

Acronyms

3GPP  3rd Generation Partnership Project
APF  auxiliary particle filter
AR  autoregressive
ARQ  automatic repeat request
BER  bit error rate
CFR  channel frequency response
CIR  channel impulse response
CRSs  cell-specific reference signals
DC  direct current
FFT  fast Fourier transform
GI  guard interval
IMM  interacting multiple model
LMMSE  linear minimum mean squared error
LS  least-squares
LTE  Long Term Evolution
LWF  Liu and West filter
LWS  Liu and West smoother
MAP  maximum a posteriori probability
MCMC  Markov chain Monte Carlo
MIMO  multiple-input multiple-output
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## NOMENCLATURE

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ML</td>
<td>maximum likelihood</td>
</tr>
<tr>
<td>MMSE</td>
<td>minimum mean squared error</td>
</tr>
<tr>
<td>NMSE</td>
<td>normalized mean squared error</td>
</tr>
<tr>
<td>OFDM</td>
<td>orthogonal frequency division multiplexing</td>
</tr>
<tr>
<td>PF</td>
<td>particle filter</td>
</tr>
<tr>
<td>QPSK</td>
<td>quadrature phase-shift keying</td>
</tr>
<tr>
<td>RB</td>
<td>Rao–Blackwellisation</td>
</tr>
<tr>
<td>RB-APF</td>
<td>Rao–Blackwellised auxiliary particle filter</td>
</tr>
<tr>
<td>RB-LWF</td>
<td>Rao–Blackwellised Liu and West filter</td>
</tr>
<tr>
<td>RB-LWS</td>
<td>Rao–Blackwellised Liu and West smoother</td>
</tr>
<tr>
<td>RB-PF</td>
<td>Rao–Blackwellised particle filter</td>
</tr>
<tr>
<td>RBs</td>
<td>resource blocks</td>
</tr>
<tr>
<td>RLS</td>
<td>recursive least-squares</td>
</tr>
<tr>
<td>RTS</td>
<td>Rauch–Tung–Striebel</td>
</tr>
<tr>
<td>SIR</td>
<td>sequential importance resampling</td>
</tr>
<tr>
<td>SIS</td>
<td>sequential importance sampling</td>
</tr>
<tr>
<td>SVD</td>
<td>singular value decomposition</td>
</tr>
<tr>
<td>WSSUS</td>
<td>wide-sense stationary uncorrelated scattering</td>
</tr>
<tr>
<td>ZF</td>
<td>zero forcing</td>
</tr>
</tbody>
</table>

### General Notation

<table>
<thead>
<tr>
<th>Symbol(s)</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a, \lambda, \ldots$</td>
<td>Scalar</td>
</tr>
<tr>
<td>$\mathbf{a}, \mathbf{\lambda}, \ldots$</td>
<td>Column vector</td>
</tr>
<tr>
<td>$A, \Lambda, \ldots$</td>
<td>Matrix</td>
</tr>
</tbody>
</table>
Chapter 1

Introduction

1.1 Thesis Background

The use of wireless communication devices such as mobile phones has increased in recent years, demanding greater wireless speed and capacity. These demands can be fulfilled by orthogonal frequency division multiplexing (OFDM) transmission. OFDM efficiently divides wideband (high-rate) signals into orthogonal narrowband (low-rate) signals, as shown in Figure 1.1 [1.1]. OFDM transmission is reliable and well suited to wideband technology, even in mobile environments. Thus, it has already been implemented in 3rd Generation Partnership Project Long Term Evolution (3GPP LTE), wireless local area networks, and terrestrial digital broadcasting.

Unfortunately, multipath fading is unavoidable in mobile communications. One solution to this problem is estimating and compensating for the fading channel. While differential detection does not necessarily re-
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quire channel estimation and compensation [1.2, 1.3], coherent detection is currently very popular for accurate communication and requires channel estimation and compensation. Improving the channel estimation accuracy is essential for improving radio capacity. This thesis investigates this improvement using a stochastic approach. Stochastic theory is a universal and powerful tool capable of addressing ambiguity and has been successfully applied in the fields of artificial intelligence and econometrics; however, its potential applications in the communications field are far from fully realized.

Figure 1.2 illustrates the classification of channel estimation methods. Referring to this classification scheme, in viewpoint 1, the transmitter side makes the sending signal pre-distorted according to the channel information fed back from the receiver side [1.4]; rapid time selectivity degrades the estimation accuracy because of the feedback delay. In viewpoint 2, blind estimation must estimate the data symbols as well as channel [1.5, 1.6]. Such a simultaneous estimation is more difficult than other channel estimations that use auxiliary information, and the estimation accuracy is usually insufficient. Decision-directed estimation iteratively improves the provisional channel by using its detection output [1.7, 1.8]. However, this approach actually supposes data coding for accurate estimation and suffers from decoding delays including de-interleaving. Meanwhile, pilot-assisted estimation estimates the channel using a pre-determined specific signal called the pilot. Figure 1.3 shows an example of pilot allocation. Block allocation [1.9] cannot accommodate rapid time selectivity. In viewpoint 3, the delay- and frequency-domain channels correspond to the channel impulse response (CIR) and channel frequency response (CFR), respectively. Figure 1.4 depicts these two essentially equivalent domain channels [1.10]. The principle of OFDM naturally enables frequency-
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Figure 1.3: Pilot allocation example.

Figure 1.4: Relationship between CIR and CFR.

domain signal processing [1.11]. In viewpoint 4, the batch processing considers multiple received symbols simultaneously [1.12,1.13] and is suitable for off-line analysis — principally for unavoidable process delays. Conversely, sequential processing [1.14–1.17] considers each received symbol individually and is suitable for real-time processing. This thesis supposes the following combination for application to a real OFDM communication device with high estimation performance.

1. Receiver side
2. Pilot-assisted and scattered allocation
3. Frequency-domain
4. Sequential processing

Stochastic estimation for sequentially correlated data such as a channel has a rich history. Kolmogorov and Wiener are widely regarded as the first to solve this problem for linear stationary processes in the late 1930s.
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Wiener filter

\[ \text{Non-stationary process} \]

Kalman filter

\[ \text{Nonlinear process} \]

Extended Kalman filter
Unscented Kalman filter
Ensemble Kalman filter
Particle filter

Figure 1.5: History of the stochastic filter.

and early 1940s [1.18]. Kalman then solved this problem for linear non-stationary processes using the state-space model [1.19]. Further efforts to overcome nonlinearity have succeeded the Kalman filter. Figure 1.5 summarizes the historical development of these filters. The Wiener filter [1.20] is typically used for batch processing and can be applied to linear stationary processes. In contrast, the Kalman filter is typically used for sequential processing and can be applied to linear non-stationary processes. The extended Kalman filter [1.21] approximates a nonlinear function in a state-space model as a linear function by Taylor expansion. Meanwhile, the unscented Kalman filter [1.22] approximates the posterior density of state as a normal distribution by a transformation using representative so-called “sigma points.” The ensemble Kalman filter [1.23] approximates the state in the state-space model to its many discrete instances. In contrast, the particle filter [1.24, 1.25] approximates the posterior density of state by its many pairs of realizations and weights. This thesis applies the celebrated Kalman filter for linear processes owing to its applicability for sequential processing and the simple but powerful particle filter for nonlinear processes owing to no principal limitations.

1.2 Thesis Purpose

Based on the information presented above, this thesis aims to improve the channel estimation accuracy for the CFR of scatter allocated pilot in sequential processing on the receiver side using Kalman and particle filters. Accurate channel estimation requires channel statistics to obtain the averaging effects; thus, this thesis proposes novel methods for appropriately considering the time-variable channel statistics to dramatically improve the channel estimation accuracy. This effort also clarifies the practical difference between batch and sequential estimation processing for stationary processes for the first time. All our proposals are mathematically formulated and applicable to not only wireless technology but also a broad range of related fields such as artificial intelligence and econometrics.
1.3 Thesis Structure

The remainder of this thesis is structured as shown in Figure 1.6. Chapter 2 provides the preliminary thesis background, including the investigation assumptions, formulation in OFDM transmission, and fundamentals of stochastic filtering. Chapters 3–5 present novel investigations aimed at improving the channel estimation accuracy. First, Chapter 3 proposes a modeling for including the channel statistics in a state-space model and its approximation modeling for complexity reduction. Chapter 4 proposes a joint channel and its statistics estimation method to follow time-varying channel statistics. Chapter 5 proposes a change detection method for following abruptly changing channel statistics. The effectiveness of these proposals is verified through a computer simulation based on LTE downlink. Next, Chapter 6 describes a novel investigation intended to clarify the characteristics based on estimation processing, wherein a practical comparison between Wiener and Kalman filters for stationary processes reveals a trade-off between the estimation accuracy and computational complexity. This comparison is also confirmed through computer simulation based on LTE downlink. Finally, Chapter 7 summarizes the findings of this thesis as a whole.

Figure 1.6: Thesis structure.
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Chapter 2

Preliminary Background

2.1 Assumptions

To estimate the sequential OFDM channel, we estimate the CFR (that is narrow-band channel gain) of the pilot subcarriers and interpolate these gains for the non-pilot subcarriers. The interpolation procedure is beyond the scope of this study, as various methods already exist [2.1]. A small-scale fading channel for known pilot signals is sequentially estimated on the receiver side in an OFDM transmission environment. The frequency interval between the OFDM subcarriers is designed sufficiently wide to ignore inter-subcarrier interferences caused by the Doppler effect. The pilot subcarrier is not coded and is scattered in a comb pattern [2.2] in the time and frequency domains. We denote the time and frequency intervals between adjacent pilot subcarriers by $dt$ and $df$, respectively. Except for the temporal change of channel statistics, multipath wave characteristics are determined by wide-sense stationary uncorrelated scattering (WSSUS) [2.3] and are invariant over the OFDM symbol duration. The maximum multipath wave delay is shorter than the OFDM guard interval (GI). Although modeling the time and frequency selectivity requires many independent measurements, we adopt typical models of land mobile communications [2.4, 2.5] for simplicity. Specifically, we base time selectivity on the Jakes’ model [2.6] and frequency selectivity on the exponential delay profile [2.6]. The nonlinearity of the employed analog radio circuit and imperfections in time, phase, and frequency are negligible in coherent detections. We consider only a single-input, single-output environment.

We now define some essential notations. $E_k$ denotes the $k \times k$ identity matrix. The transpose and complex-conjugate transpose of any matrix $A$ are denoted by $A^\dagger$ and $A^H$, respectively. Determinant and inverse of square matrix $A$ are denoted by $\det(A)$ and $A^{-1}$, respectively. For Hermitian positive semidefinite matrix $A$, its square root matrix is denoted by $A^{1/2}$ which satisfies $A = A^{1/2}(A^{1/2})^H$. The matrix $\text{diag}(A_0, A_1, \ldots)$ con-
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tains the elements $A_0, A_1, \ldots$ in its sequential diagonal entries. $(A)_{\text{row, col}}$ denotes the row-th and column-th entry of $A$. $\otimes$ denotes the Kronecker product. $\mathbf{0}_k$ denotes the $k \times 1$ zero vector. A random vector $r$ having an independent complex normal distribution with mean vector $\mu$ and covariance matrix $\Gamma$ is expressed as $r \sim \mathcal{CN}(\mu, \Gamma)$. $\mathcal{CN}(r; \mu, \Gamma)$ denotes the density of the complex normal distribution at point $r$. $P()$ denotes probability densities or distributions, whereas $p()$ denotes probability. $\propto$ denotes proportionality. The expectation, weighted sample mean, covariance and weighted sample covariance of a quantity $\cdot$ are denoted by $E[\cdot], E_s[\cdot], \text{Var}[\cdot]$, and $\text{Var}_s[\cdot]$, respectively. The estimator, absolute value, argument, and complex conjugate value of $\cdot$ are expressed as $\hat{\cdot}, |\cdot|, \text{arg}(\cdot)$, and $\cdot^*$, respectively. $\{\}$ indicates a set, and $t:t+L$ denotes a discrete time duration $\{t, t+1, \ldots, t+(L-1), t+L\}$. $j$ is the imaginary unit $\sqrt{-1}$. $O(u)$ denotes that complexity is proportional to $u$.

2.2 OFDM Transmission

Figure 2.1 shows the OFDM transmitter and receiver in an equivalent baseband system [2.7]. On the transmitter side, information bits are parallelized and modulated to the symbols of each subcarrier. An inverse fast Fourier transform is applied to these symbols, which are then serialized. A GI is appended to the output before the OFDM signal is transmitted. On the receiver side, the GI is removed from the received OFDM signal, the output is parallelized, and a fast Fourier transform is applied to the symbols of each subcarrier. These symbols are demodulated and serialized to detect information bits. The relationship between the received and transmitted symbols is expressed as

$$Fy(t) = FS(t)FBh(t) + Fv(t),$$

(2.1)

Figure 2.1: Diagram of the OFDM transmitter and receiver in an equivalent baseband system.
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where left superscript “F” means “full subcarrier representation,” $^{F}y(t)=[y_{0}(t),\ldots,y_{n}(t),\ldots,y_{N-1}(t)]^{T}$ denotes the $N$-by-1 received symbol vector at the $t$-th symbol, and its subscript denotes a subcarrier index in the frequency domain. $N$ corresponds to the maximum number of subcarriers in one symbol duration. $^{F}\mathbf{S}(t)={\text{diag}}(s_{0}(t),\ldots,s_{n}(t),\ldots,s_{N-1}(t))$ denotes the $N$-by-$N$ transmitted symbol matrix at the $t$-th symbol. $^{F}\mathbf{B}=[b_{0},\ldots,$ $b_{n},\ldots,b_{N-1}]^{T}$ denotes the $N$-by-$D$ Fourier transform matrix, and $\mathbf{b}_{n}=[\exp(-j2\pi n0/N),\exp(-j2\pi nd/N),\ldots,\exp(-j2\pi n(D-1)/N)]^{T}$. $\mathbf{h}(t)=\begin{bmatrix}h_{0}(t),\ldots,h_{d}(t),\ldots,h_{D-1}(t)\end{bmatrix}^{T}$ denotes a $D$-by-1 wideband channel impulse response vector at the $t$-th symbol, and its subscript denotes the normalized delay of a multipath element wave. $D-1$ corresponds to the maximum delay of the multipath element wave. $^{F}\mathbf{v}(t)\sim\mathcal{CN}(\mathbf{0}_{N},^{F}\mathbf{V})$ denotes the $N$-by-1 additive white Gaussian noise vector at the $t$-th symbol, and when $\sigma^{2}$ is assumed to be the average noise power of each subcarrier, $^{F}\mathbf{V}$ can be expressed as $^{F}\mathbf{V}=\sigma^{2}\mathbf{E}_{N}$.

Setting $^{F}\tilde{\mathbf{h}}(t)=^{F}\mathbf{B}\mathbf{h}(t)$ leads to the following equation:

$$^{F}y(t)=^{F}\mathbf{S}(t)^{F}\tilde{\mathbf{h}}(t)+^{F}\mathbf{v}(t), \quad (2.2)$$

where

$$^{F}\tilde{\mathbf{h}}(t)=^{F}\mathbf{B}\mathbf{h}(t)$$

$$=\begin{bmatrix}
\sum_{d=0}^{D-1}h_{d}(t)\exp(-j2\pi 0d/N),
\ldots,
\sum_{d=0}^{D-1}h_{d}(t)\exp(-j2\pi nd/N),
\ldots,
\sum_{d=0}^{D-1}h_{d}(t)\exp(-j2\pi (N-1)d/N)
\end{bmatrix}^{T}$$

$$=\begin{bmatrix}h_{0}(t),\ldots,h_{n}(t),\ldots,h_{N-1}(t)\end{bmatrix}^{T}. \quad (2.3)$$

$\tilde{h}_{n}(t)$ in Equation (2.3) denotes the narrow-band channel gain of the $n$-th subcarrier at the $t$-th symbol. There are two approaches for deriving $^{F}\tilde{\mathbf{h}}(t)$.

One approach (“CIR approach”) [2.2,2.8] derives $^{F}\tilde{\mathbf{h}}(t)$ via $h_{d}(t)$, and thus, directly estimates the wideband channel impulse responses. The other approach (“CFR approach”) [2.9,2.10] derives $^{F}\tilde{\mathbf{h}}(t)$ via $\tilde{h}_{n}(t)$, and thus, estimates the narrow-band channel gain for multiple subcarriers. These two approaches are essentially equivalent, but each approach has its own features. For CIR approach, a typical accuracy-improving technique is to avoid unnecessary $h_{d}(t)$ estimation by limiting the maximum delay or path position of a multipath wave [2.11]; CFR approach does not need such consideration. For CFR approach, however, the frequency correlation between elements from Equation (2.3) should be adequately considered in
order to improve estimation accuracy. Such a consideration of frequency correlation leads to an averaging effect in the frequency domain; conventional methods based on CFR approach do not sufficiently consider this point. This thesis applies the CFR approach based on the OFDM features described in Chapter 1 and further considers the frequency correlation in an appropriate manner.

Because the main scope of this thesis is limited to channel estimation for pilot subcarriers, the above expression for full subcarriers should be modified to that for pilot subcarriers only, as in (2.10). For this purpose, superscript $F$ is removed from vector/matrix variables and the subscript of its element is labeled $i = 0, \ldots, I_1$ for pilot subcarriers, instead of $n = 0, \ldots, N_1$ for full subcarriers. $I$ corresponds to the maximum number of pilot subcarriers in one symbol duration. Thus, Equation (2.2) is modified as

$$y(t) = S(t) \tilde{h}(t) + v(t) = [y_0(t), \ldots, y_i(t), \ldots, y_{I_1}(t)]^T, \quad (2.4)$$

where

$$S(t) = \text{diag}(s_0(t), \ldots, s_i(t), \ldots, s_{I_1}(t)),$$

$$\tilde{h}(t) = [\tilde{h}_0(t), \ldots, \tilde{h}_i(t), \ldots, \tilde{h}_{I_1}(t)]^T,$$

$$v(t) \sim \mathcal{CN}(0_t, V), \quad V = \sigma^2 E_I.$$

Recall that our aim is to estimate $\tilde{h}(t)$ from the received $y(t)$ with known $S(t)$.

\section*{2.3 Stochastic Filtering}

\subsection*{2.3.1 State-Space Model}

A state-space model [2.12] is a flexible framework that enables sequential Bayesian inference for the latent variable (state).

The linear Gaussian state-space model discussed in this thesis consists of the observation equation (Equation (2.5)) and the state equation (Equation (2.6)), and the Kalman filter [2.13] provides the optimal solution for such a state-space model:

$$y(t) = F(t) \theta(t) + v(t), \quad (2.5)$$

$$\theta(t) = G(t) \theta(t - 1) + w(t), \quad (2.6)$$

where $y(t)$ denotes the $I$-by-1 observation vector for pilot subcarriers at the $t$-th symbol (as in Equation (2.4)), $F(t)$ denotes the $I$-by-$I$ observation matrix for pilot subcarriers at the $t$-th symbol, $\theta(t) = [\theta_0(t), \ldots, \theta_i(t),$
\[ \ldots, \theta_{t-1}(t) \] denotes the \( I \)-by-1 linear Gaussian state vector for pilot subcarriers at the \( t \)-th symbol, and \( G(t) \) denotes the \( I \)-by-1 transition matrix for pilot subcarriers at the \( t \)-th symbol. \( v(t) \sim \mathcal{CN}(0, V) \) denotes the \( I \)-by-1 observation noise vector for pilot subcarriers at the \( t \)-th symbol; its covariance matrix is set to \( V = \text{diag}(V_0, \ldots, V_t, \ldots, V_{t-1}) \) (as in Equation (2.4)). \( w(t) \sim \mathcal{CN}(0, W) \) denotes the \( I \)-by-1 state noise vector for pilot subcarriers at the \( t \)-th symbol; its covariance matrix is set to \( W = \text{diag}(W_0, \ldots, W_t, \ldots, W_{t-1}) \).

Furthermore, the general (for example, nonlinear or non-Gaussian) state-space model discussed in this thesis comprises the observation equation (Equation (2.7)) and the state equation (Equation (2.8)), and the particle filter \([2.14, 2.15]\) provides the approximate optimal solution for such a general state-space model:

\[
\begin{align*}
y(t) &\sim p(y(t) \mid x(t)), \\
x(t) &\sim p(x(t) \mid x(t-1)),
\end{align*}
\]

where \( y(t) \) is the same as that in Equation (2.5), \( p() \) in Equation (2.7) denotes the observation probability density for pilot subcarriers at the \( t \)-th symbol, \( x(t) = [x_0(t), \ldots, x_i(t), \ldots, x_{t-1}(t)]^T \) denotes the \( I \)-by-1 general state vector for pilot subcarriers at the \( t \)-th symbol, and \( p() \) in Equation (2.8) denotes the transition probability density for pilot subcarriers at the \( t \)-th symbol.

### 2.3.2 Linear Filtering

#### 2.3.2.1 Kalman Filter

Algorithm 2.1 shows the recursion process of the Kalman filter at the \( t \)-th symbol. In Algorithm 2.1, \( a(t) = E[\theta(t) \mid y(1 : t-1)], R(t) = \text{Var[}\theta(t) \mid y(1 : t-1)], f(t) = E[y(t) \mid y(1 : t-1)], Q(t) = \text{Var}[y(t) \mid y(1 : t-1)], m(t) = E[\theta(t) \mid y(1 : t)], \text{and } C(t) = \text{Var[}\theta(t) \mid y(1 : t)]. \) Note that the initial values of \( m(t) \) and \( C(t) \) can be set to any finite value through prior knowledge. The filtered state at the \( t \)-th symbol (that is \( \theta(t) \mid y(1 : t) \)) has density \( \mathcal{CN}(m(t), C(t)) \).

#### 2.3.2.2 Kalman Smoother

The Kalman smoothing process comprises forward filtering and backward smoothing. The forward filtering uses the forward recursion process described in Algorithm 2.1. Algorithm 2.2 shows a backward recursion process at the \( t \)-th symbol, which uses the popular RTS algorithm \([2.16]\). The RTS algorithm implicitly assumes that the forward filtering has been swept in advance, so \( m(t), C(t), a(t), \text{and } R(t) \) are assumed to be already calculated and stored via the advanced Kalman filter. In Algorithm 2.2, \( u(t) = \)
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Algorithm 2.1 Kalman filter
0. Filtered state at the \( t-1 \)-th symbol: \( m(t-1), C(t-1) \)
1. Update process at the \( t \)-th symbol
   • One-step-ahead prediction of state
     (Mean) \( a(t) \leftarrow G(t)m(t-1) \)
     (Covariance) \( R(t) \leftarrow G(t)C(t-1)G(t)\text{H} + W \)
   • One-step-ahead prediction of observation / Likelihood
     (Mean) \( f(t) \leftarrow F(t)a(t) \)
     (Covariance) \( Q(t) \leftarrow F(t)R(t)F(t)\text{H} + V \)
   • Kalman gain
     \( K(t) \leftarrow R(t)F(t)Q(t)\text{H}^{-1} \)
   • Filtered state
     (Mean) \( m(t) \leftarrow a(t) + K(t) [y(t) - f(t)] \)
     (Covariance) \( C(t) \leftarrow [E_{I} - K(t)F(t)] R(t) \)
2. Filtered state at the \( t \)-th symbol: \( m(t), C(t) \)

Algorithm 2.2 Kalman smoother
0. Smoothed state at the \( t+1 \)-th symbol: \( u(t+1), U(t+1) \)
1. Update process at the \( t \)-th symbol
   • Smoothing gain
     \( A(t) \leftarrow C(t)G(t+1)\text{H}R(t+1)^{-1} \)
   • Smoothed state
     (Mean) \( u(t) \leftarrow m(t) + A(t) [u(t+1) - a(t+1)] \)
     (Covariance) \( U(t) \leftarrow C(t) + A(t) [U(t+1) - R(t+1)] A(t)\text{H} \)
2. Smoothed state at the \( t \)-th symbol: \( u(t), U(t) \)

\[
E [\theta(t) \mid y(1:t+L)] \text{ and } U(t) = \text{Var} [\theta(t) \mid y(1:t+L)], \text{ where } L \text{ is the fixed time lag value. Note that the initial values of } u(t) \text{ and } U(t) \text{ are set to } m(t) \text{ and } C(t), \text{ respectively. The smoothed state at the } t \text{-th symbol (that is } \theta(t) \mid y(1:t+L) \text{) has density } \mathcal{CN}(u(t), U(t)).
\]

2.3.3 Nonlinear Filtering

The particle filter discretely approximates the target distribution by \( N \) particles corresponding to combined realizations and weights (Figure 2.2). The notation \( \{(n)\}_{n=1}^{N} \) hereafter defines a set of indexed particles \( \cdot(n) \). For ideal performance, particle filters require an infinite number of particles. To enhance the performance with finitely many particles, researchers have developed the auxiliary particle filter (APF) [2.17] and the Rao–Blackwellised particle filter (RB-PF) [2.18, 2.19].
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2.3.3 Basic Particle Filter

Algorithm 2.3 presents the recursion process for the basic particle filter at the $t$-th symbol, where the target distribution is the filtered distribution $p(x(t) \mid y(1:t))$.

2.3.3.2 Auxiliary Particle Filter

APF first resamples based on the one-step-ahead best guess of the state. The pre-selected state from the prior distribution likely yields data consistent results and can enhance the finite-particle performance of the filter. Algorithm 2.4 presents the recursion process of APF at the $t$-th symbol, where the target distribution is the filtered distribution $p(x(t) \mid y(1:t))$.

2.3.3.3 Rao–Blackwellised Particle Filter

When the general state $x(t)$ can be divided into the linear and Gaussian part $\theta(t)$ and nonlinear and non-Gaussian part $\psi(t)$, RB-PF hybridizes the Kalman and particle filters and enhances the finite-particle performance by applying an analytical Kalman filter to the linear and Gaussian state $\theta(t)$. The target filtered distribution is decomposed as $p(x(t) \mid y(1:t)) = p(\psi(t), \theta(t) \mid y(1:t)) = p(\psi(t) \mid y(1:t)) \cdot p(\theta(t) \mid y(1:t), \psi(t))$, and the particle and Kalman filters are applied to $p(\psi(t) \mid y(1:t))$ and $p(\theta(t) \mid y(1:t), \psi(t)) = \mathcal{CN}(\mathbf{m}(t), \mathbf{C}(t))$, respectively. This scheme leads to $\theta(t)^{(n)} = \left\{ \mathbf{m}(t)^{(n)}, \mathbf{C}(t)^{(n)} \right\}$.
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Algorithm 2.3 Basic particle filter

0. Filtered state at the $t-1$-th symbol:
\[ \begin{bmatrix} \text{Realization } & x(t-1)^{(n)}, & \text{Weight } & \omega(t-1)^{(n)} \end{bmatrix}_{n=1}^N \]

1. Update process at the $t$-th symbol
   • for $n = 1$ to $N$ do
     a. Realization
        Draw $x(t)^{(n)}$ from
        proposal distribution $p \left( x(t) \mid x(t-1)^{(n)}, y(t) \right)$.
     b. Weight
        \[ \omega(t)^{(n)} \leftarrow \omega(t-1)^{(n)} \cdot \frac{p \left( x(t)^{(n)} \mid x(t-1)^{(n)} \right) p \left( y(t) \mid y(1:t-1), x(t)^{(n)} \right)}{p \left( x(t)^{(n)} \mid x(t-1)^{(n)}, y(t) \right)} \]
   end for
   • Normalization of the weights: $\omega(t)^{(n)} \leftarrow \omega(t)^{(n)} / \sum_{n=1}^{N} \omega(t)^{(n)}$.
   • Resampling
      Draw resampling index $k_n$ from a set $\{1, \ldots, N\}$ with $P(k_n = n) \propto \omega(t)^{(n)}$.
      Reselect $x(t)^{(n)}$ along with the $k_n$ and reset $\omega(t)^{(n)}$ to $1/N$.

2. Filtered state at the $t$-th symbol:
\[ \begin{bmatrix} \text{Realization } & x(t)^{(n)}, & \text{Weight } & \omega(t)^{(n)} \end{bmatrix}_{n=1}^N \]
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Algorithm 2.4 Auxiliary particle filter

0. Filtered state at the \( t - 1 \)-th symbol:
\[
\left\{ \text{Realization } x(t-1)^{(n)}, \text{Weight } \omega(t-1)^{(n)} \right\}_{n=1}^{N}
\]

1. Update process at the \( t \)-th symbol
   • **Resampling**
     Draw auxiliary index \( k_n \) from a set \( \{1, \ldots, N\} \) with \( P(k_n = n) \propto \omega(t-1)^{(n)} p \left( y(t) \mid y(1:t-1), \hat{x}(t)^{(n)} \right) \), where the one-step-ahead best guess is
     \[
     \hat{x}(t)^{(n)} = E[x(t) \mid x(t-1)^{(n)}].
     \]
   • **for** \( n = 1 \) **to** \( N \) **do**
     a. **Realization**
        Draw \( x(t)^{(n)} \) from transition distribution \( p \left( x(t) \mid x(t-1)^{(k_n)} \right) \).
     b. **Weight**
        \[
        \omega(t)^{(n)} \leftarrow \frac{p \left( y(t) \mid y(1:t-1), x(t)^{(n)} \right)}{p \left( y(t) \mid y(1:t-1), \hat{x}(t)^{(k_n)} \right)}.
        \]
   • **Normalization of the weights**: \( \omega(t)^{(n)} \leftarrow \omega(t)^{(n)} / \sum_{n=1}^{N} \omega(t)^{(n)} \).

2. Filtered state at the \( t \)-th symbol:
\[
\left\{ \text{Realization } x(t)^{(n)}, \text{Weight } \omega(t)^{(n)} \right\}_{n=1}^{N}
\]
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Chapter 3

State-Space Modeling

3.1 Preliminary Remarks

This chapter proposes a novel state-space modeling scheme. The scheme comprises two methods. On the basis of a state-space model, the first method (hereafter “Method 1”) appropriately considers the frequency correlation between pilot signals. The second method (hereafter “Method 2”) is an approximation method based on the first and reduces computational complexity in order to gain pragmatic channel estimation.

The rest of this chapter is structured as follows. Section 3.2 describes the problem formulation. Sections 3.3 and 3.4 describe Methods 1 and 2, respectively. Section 3.5 presents numerical analysis results and verifies the proposed scheme. Section 3.6 summarizes the discussion.

3.2 Problem Formulation

As previously described in Section 2.2, conventional methods based on CFR approach do not sufficiently consider frequency correlation. For example, [3.1] does not consider frequency correlation itself. Although [3.2] considers frequency correlation together with time correlation in the state equation (described later), this approach is just an approximation; the WSSUS condition means that the time correlation is independent of the frequency correlation, yet the formulation of [3.2] implies that each temporal variation is related with the other along the subcarrier direction, consequently making the time correlation dependent on the frequency correlation. For consistency with the WSSUS condition, instantaneous channel gain must have the frequency correlation. Reference [3.2] also proposes considering frequency correlation during the post-processing phase after the Kalman filter has been applied to each subcarrier, but such an external coupling approach cannot achieve optimal estimation. To overcome these concerns, we propose a novel scheme that adequately considers frequency correlation.
correlation based on a state-space model and reduces computational complexity.

### 3.3 Method 1: State-Space Model that Appropriately Considers Frequency Correlation

#### 3.3.1 Formulation Using the State-Space Model

The formulation of the state-space model consists of the observation equation, the state equation, and their associated equations.

#### 3.3.1.1 The Observation Equation

The observation equation for the state-space model discussed in this thesis corresponds to Equation (2.4). \( \hat{h}(t) \) has a complex Gaussian density with mean 0, according to the central limit theorem (sum of many multipath element waves) and based on the assumption of the Jakes model. It is also correlated to other elements due to the frequency correlation. Considering these characteristics, \( \hat{h}(t) \) can be expressed in a way that explicitly explains the correlation between each element in the equation, based on a common method for adding the correlation to independent multivariate Gaussian variables [3.3]:

\[
\hat{h}(t) = \Sigma \theta(t),
\]

where \( \Sigma \) is an \( I \)-by-\( I \) matrix, as shown in Equation (3.2).

\[
\Sigma = \begin{bmatrix}
1 & \rho(\Delta t=0, \Delta f=1df) & \rho(\Delta t=0, \Delta f=2df) & \cdots & \rho(\Delta t=0, \Delta f=(1-2)df) & \rho(\Delta t=0, \Delta f=(1-1)df) \\
\rho^*(\Delta t=0, \Delta f=1df) & 1 & \rho(\Delta t=0, \Delta f=3df) & \cdots & \rho(\Delta t=0, \Delta f=(1-3)df) & \rho(\Delta t=0, \Delta f=(1-2)df) \\
\rho^*(\Delta t=0, \Delta f=2df) & \rho^*(\Delta t=0, \Delta f=3df) & 1 & \cdots & \rho(\Delta t=0, \Delta f=(1-4)df) & \rho(\Delta t=0, \Delta f=(1-3)df) \\
\rho^*(\Delta t=0, \Delta f=(1-2)df) & \rho^*(\Delta t=0, \Delta f=(1-3)df) & \rho^*(\Delta t=0, \Delta f=(1-4)df) & \cdots & 1 & \rho(\Delta t=0, \Delta f=(1-3)df) \\
\rho^*(\Delta t=0, \Delta f=(1-1)df) & \rho^*(\Delta t=0, \Delta f=(1-2)df) & \rho^*(\Delta t=0, \Delta f=(1-3)df) & \cdots & \rho^*(\Delta t=0, \Delta f=(1-4)df) & 1
\end{bmatrix}^{1/2}
\]

Equation (3.2)

\( \Sigma \) results in the square root matrix of a correlation matrix that expresses the frequency correlation between pilot subcarriers, and \( \theta(t) \) results in a complex Gaussian vector whose element is independent of other elements. Thus, Equation (2.4) is accordingly rewritten as

\[
y(t) = S(t) \Sigma \theta(t) + v(t) = F(t) \theta(t) + v(t),
\]

where the observation matrix is set as \( F(t) = S(t) \Sigma \). \( \rho(\Delta t = 0, \Delta f) \) denotes the frequency correlation coefficient of the narrow-band channel gain, \( \Delta t \) denotes the time difference, and \( \Delta f \) denotes the frequency difference. \( \rho(\Delta t = 0, \Delta f) \) should be a complex value in general [3.4]. Its real part denotes either the correlation between in-phase components or...
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that between quadrature-phase components. Its imaginary part denotes
the correlation between an in-phase and quadrature-phase component (or
between a quadrature-phase and in-phase component). The assumption
of an exponential delay profile in this thesis leads us from the frequency
correlation coefficient to the following equation [3.5]:

\[
\rho(\Delta t = 0, \Delta f) = \frac{1 + j2\pi f_D \sigma_t}{1 + (2\pi f_D \sigma_t)^2},
\]

(3.4)

where \(\sigma_t\) denotes the channel delay spread.

3.3.1.2 The State Equation

The temporal dynamics of state vector \(\theta(t)\) are often set to the autore-
gressive (AR) model [3.1, 3.2]. However, [3.6] shows that the optimum
dynamics obey the zero-th order polynomial under optimum-weighted
recursive least-squares (RLS) channel estimation. The Kalman filter is con-
sidered equivalent to the optimum-weighted RLS, so this thesis adopts
the random walk model [3.7]. The transition matrix is consequently set to
\(G(t) = E_I\). Accordingly, the state equation is as follows:

\[
\theta(t) = \theta(t - 1) + w(t),
\]

(3.5)

where a covariance matrix of the state noise vector is \(W = 2l^2 (1 - \rho(\Delta t = 1dt, \Delta f = 0))E_I\). \(l^2\) denotes the average power of the narrow-band channel
gain for each pilot subcarrier, and \(\rho(\Delta t, \Delta f = 0)\) denotes the time corre-
lation coefficient of the narrow-band channel gain. See Appendix A for
a detailed derivation of \(W\). \(\rho(\Delta t, \Delta f = 0)\) should be a complex value in
general. Because the Jakes model is assumed in this thesis, the time cor-
relation coefficient is replaced with the following real Bessel functions of
the first kind of order zero [3.5]:

\[
\rho(\Delta t, \Delta f = 0) = J_0(2\pi f_D \Delta t),
\]

(3.6)

where \(f_D\) denotes the channel maximum Doppler frequency.

3.3.2 Specification of Hyperparameters

It is difficult to treat hyperparameters \(V, \Sigma, \text{ and } W\) as they are known in
real environments. These parameters, however, must be specified before
channel estimation. In the proposed method outlined in this chapter, such
parameter specification is achieved via a short training period before chan-
nel estimation, assuming these hyperparameters do not change. In Sec-
tion 2.1, a frequency/time selectivity model related to \(\Sigma\) or \(W\) is assumed;
this assumption can reduce the number of hyperparameters to be specified
at the same time. Thus, the maximum likelihood (ML) method [3.7] for the
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state-space model can be practically applied to the training process. This ML method implies that the Kalman filter with different hyperparameters is applied multiple times during the training period. The log-likelihood for the whole training period can be written as

$$\ell(V, \Sigma, W) = -\frac{1}{2} \sum_t \log \det \left( Q(t) \right)$$

$$-\frac{1}{2} \sum_t \left( y(t) - f(t) \right)^H Q(t)^{-1} \left( y(t) - f(t) \right), \quad (3.7)$$

where $Q(t)$ is a covariance matrix for one-step-ahead prediction [3.7] of observation vector $y(t)$, and $f(t)$ is the mean vector for one-step-ahead prediction of observation vector $y(t)$. $Q(t)$ and $f(t)$ implicitly depend on $V$, $\Sigma$, and $W$. The explicit definition of $Q(t)$ and $f(t)$ in Algorithm 2.1 makes it clear that log-likelihood is described in closed forms of the hyperparameters. Equation (3.7) is numerically maximized to obtain the ML estimator of hyperparameters as $(\hat{V}, \hat{\Sigma}, \hat{W})_{ML} = \arg \max_{V, \Sigma, W} \ell(V, \Sigma, W)$.

The feature of each hyperparameter is briefly reconfirmed as follows.

$V$ is related to $E_b/N_0$. This value is formulated through $\sigma^2$ (the average noise power of each pilot subcarrier) in this thesis, but may sometimes be treated as known via other possible alternative methods [3.1].

$\Sigma$ is related to the frequency correlation between pilot subcarriers. This value depends on wideband channel impulse response $h(t)$, but can be formulated through channel delay spread $\sigma_t$, assuming an exponential delay profile (see also Equation (3.4)).

$W$ is related to the time correlation between each pilot subcarrier. This value can be formulated through the channel maximum Doppler frequency $f_D$, assuming the Jakes model as in this thesis (see also Equation (3.6)). The ML method discussed in this chapter specifies whole $2l^2 \left( 1 - \rho(\Delta t = 1 dt, \Delta f = 0) \right)$ in $W$ as one hyperparameter. Simple alternative methods that use either forgetting or discount factors [3.8] have also been proposed, but such methods impair estimation accuracy.

3.4 Method 2: Approximation Approach to Reduce Computational Complexity

The scope of this thesis is to enhance OFDM channel estimation accuracy in real time on the receiving side. Method 1, described in Section 3.3, achieves this purpose. Computational complexity, however, is often a critical issue in actual real-time processing; thus, this section discusses an approach that reduces Method 1’s computational complexity. For the purposes of this thesis, “computational complexity” refers to the number of multiplication and division processes occurring during sequential processing when a pilot subcarrier is newly received.
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3.4.1 Estimation of Computational Complexity

The Kalman filter provides optimal estimators for the linear Gaussian state-space model described in Section 3.3, so a method that reduces Method 1’s computational complexity will also do the same for the Kalman filter. Various techniques to reduce the Kalman filter’s computational complexity — such as the fast Kalman filter [3.9] or the steady-state Kalman filter [3.7] — have been proposed. These methods, however, have their own restrictions: the fast Kalman filter cannot be applied to the formulation in this thesis because its observation matrix must be a Toeplitz matrix, and the steady-state Kalman filter cannot be extended to a situation where a hyperparameter is time-variant. Therefore, a novel method is proposed. Before proceeding further with detailed discussion, the baseline for computational complexity should be clarified. The serial processing of multivariates [3.10] is already known to be quite effective at reducing the computational complexity of the multivariate Kalman filter, which is applied to the proposed formulation (see Section 3.3), so this approach is set as the starting point for Method 2. Tables 3.1 and 3.2 give the computational complexity for pure matrix operations (see Appendix B) and for the serial processing of multivariates, respectively. The tables also describe the vector/matrix size set over the variables as well as each step in the sequential process at $t$. Compared with Table 3.1, the complexity of Table 3.2 can be reduced when $I \geq 1$, according to $(5I^3 + 2I^2) > (2I^3 + 4I^2)$. 

\[ (5I^3 + 2I^2) > (2I^3 + 4I^2) \]
### Table 3.1: Computational complexity for pure matrix operations (complexity of the inverse matrix is assumed to be $I^3$)

<table>
<thead>
<tr>
<th>Each step in sequential process at $t$</th>
<th>Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. One-step-ahead prediction of state</td>
<td></td>
</tr>
<tr>
<td>(Mean) $a(t) \leftarrow G(t)m(t-1) = m(t-1)$</td>
<td>0</td>
</tr>
<tr>
<td>(Variance) $R(t) \leftarrow G(t)C(t-1)G(t)^H + W$</td>
<td>$I^3$</td>
</tr>
<tr>
<td>$\quad = C(t-1) + W$</td>
<td>0</td>
</tr>
<tr>
<td>2. One-step-ahead prediction of observation</td>
<td></td>
</tr>
<tr>
<td>(Variance) $q(t) \leftarrow R(t)F(t)^H$</td>
<td>$I^3$</td>
</tr>
<tr>
<td>$\quad Q(t) \leftarrow F(t)q(t) + V$</td>
<td>$I^3$</td>
</tr>
<tr>
<td>3. Kalman gain</td>
<td>$I^3 + I^3$</td>
</tr>
<tr>
<td>$K(t) \leftarrow q(t)Q(t)^{-1}$</td>
<td>$I^3 + I^3$</td>
</tr>
<tr>
<td>4. Filtered state</td>
<td></td>
</tr>
<tr>
<td>(Mean) $m(t) \leftarrow a(t) + K(t)[y(t) - F(t)a(t)]$</td>
<td>$I^2 + I^2$</td>
</tr>
<tr>
<td>(Variance) $C(t) \leftarrow R(t) - K(t)q(t)^H$</td>
<td>$I^3$</td>
</tr>
<tr>
<td>5. Go to Step 1 at $t + 1$</td>
<td>0</td>
</tr>
</tbody>
</table>

**Sum:** $5I^3 + 2I^2$
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Table 3.2: Computational complexity for the serial processing of multivariates ($F_i(t)$ denotes the $i$-th row of $F(t)$)

<table>
<thead>
<tr>
<th>Each step in sequential process at $t$</th>
<th>Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. One-step-ahead prediction of state</td>
<td></td>
</tr>
<tr>
<td>(Mean) $a(t) \leftarrow G(t)m(t-1) = m(t-1)$</td>
<td>0</td>
</tr>
<tr>
<td>(Variance) $R(t) \leftarrow G(t)C(t-1)G(t)^H + W$</td>
<td></td>
</tr>
<tr>
<td>$= C(t-1) + W$</td>
<td>0</td>
</tr>
</tbody>
</table>

for $i \leftarrow 0$ to $I-1$ do

2. One-step-ahead prediction of observation

<table>
<thead>
<tr>
<th>Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
</tr>
<tr>
<td>$q(t) \leftarrow R(t)F_i(t)^H$</td>
</tr>
<tr>
<td>$Q(t) \leftarrow F_i(t)q(t) + V_i$</td>
</tr>
</tbody>
</table>

3. Kalman gain

$K(t) \leftarrow q(t)Q(t)^{-1}$ | $I$ |

4. Filtered state

<table>
<thead>
<tr>
<th>Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I+I$</td>
</tr>
<tr>
<td>$a(t) \leftarrow a(t) + K(t)[y_i(t) - F_i(t)a(t)]$</td>
</tr>
<tr>
<td>$R(t) \leftarrow R(t) - K(t)q(t)^H$</td>
</tr>
</tbody>
</table>

end for

5. Conclusion of the loop for $i \Rightarrow$ Go to Step 1 at $t + 1$

<table>
<thead>
<tr>
<th>Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
</tr>
<tr>
<td>$m(t) \leftarrow a(t)$</td>
</tr>
<tr>
<td>$C(t) \leftarrow R(t)$</td>
</tr>
</tbody>
</table>

Sum: $2I^3+4I^2$

Method 2 forces observation matrix $F(t)$ into a sparse upper/lower bidiagonal matrix in order to decrease the number of multiplication and division processes. Before details regarding Method 2’s validity and implementation are described (in the next subsection), its computational complexity is compared with that of the conventional method. Table 3.3 shows the computational complexity of Method 2 based on the serial processing of multivariates. Upper/lower bidiagonalized observation matrix $F_i(t)$ with this proposal can reduce the number of non-zero elements in any row to at most two; thus, the computational complexity regarding $F_i(t)$ decreases. Compared with Table 3.2, the complexity of Table 3.3 can be reduced when $I \geq 2$, according to $(2I^3 + 4I^2) > (I^3 + 4I^2 + 4I)$. 
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### Table 3.3: Computational complexity of Method 2

<table>
<thead>
<tr>
<th>Each step in sequential process at $t$</th>
<th>Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. One-step-ahead prediction of state</td>
<td></td>
</tr>
<tr>
<td>(Mean) $\mathbf{a}(t) \leftarrow \mathbf{G}(t)\mathbf{m}(t-1) = \mathbf{m}(t-1)$</td>
<td>$0$</td>
</tr>
<tr>
<td>(Variance) $\mathbf{R}(t) \leftarrow \mathbf{G}(t)\mathbf{C}(t-1)\mathbf{G}(t)^H + \mathbf{W}$</td>
<td></td>
</tr>
<tr>
<td>$= \mathbf{C}(t-1) + \mathbf{W}$</td>
<td></td>
</tr>
<tr>
<td>for $i \leftarrow 0$ to $I-1$ do</td>
<td></td>
</tr>
<tr>
<td>2. One-step-ahead prediction of observation</td>
<td></td>
</tr>
<tr>
<td>(Mean) $\mathbf{q}(t) \leftarrow \mathbf{R}(t)\mathbf{F}_i(t)^H$</td>
<td>$2I$</td>
</tr>
<tr>
<td>(Variance) $\mathbf{Q}(t) \leftarrow \mathbf{F}_i(t)\mathbf{q}(t) + \mathbf{V}_i$</td>
<td>$2$</td>
</tr>
<tr>
<td>3. Kalman gain</td>
<td>$I$</td>
</tr>
<tr>
<td>$\mathbf{K}(t) \leftarrow \mathbf{q}(t)\mathbf{Q}(t)^{-1}$</td>
<td></td>
</tr>
<tr>
<td>4. Filtered state</td>
<td></td>
</tr>
<tr>
<td>(Mean) $\mathbf{a}(t) \leftarrow \mathbf{a}(t) + \mathbf{K}(t)[\mathbf{y}_i(t) - \mathbf{F}_i(t)\mathbf{a}(t)]$</td>
<td>$I+2$</td>
</tr>
<tr>
<td>(Variance) $\mathbf{R}(t) \leftarrow \mathbf{R}(t) - \mathbf{K}(t)\mathbf{q}(t)^H$</td>
<td>$I^2$</td>
</tr>
<tr>
<td>end for</td>
<td></td>
</tr>
<tr>
<td>5. Conclusion of the loop for $i \Rightarrow$ Go to Step 1 at $t+1$</td>
<td></td>
</tr>
<tr>
<td>(Mean) $\mathbf{m}(t) \leftarrow \mathbf{a}(t)$</td>
<td>$0$</td>
</tr>
<tr>
<td>(Variance) $\mathbf{C}(t) \leftarrow \mathbf{R}(t)$</td>
<td>$0$</td>
</tr>
</tbody>
</table>

Sum: $I^3 + 4I^2 + 4I$
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3.4.2 Approximating the Observation Matrix into a Sparse Upper/Lower Bidiagonal Matrix

Approximating observation matrix $F(t) = S(t) \Sigma$ into a bidiagonal matrix corresponds to approximating $\Sigma$ into a bidiagonal matrix because the transmitted symbol matrix $S(t)$ is diagonal. $\Sigma$ is a square root matrix of the pilot subcarrier frequency correlation matrix. Forcing the original frequency correlation matrix into a sparse matrix \[3.11\] requires some discussion.

When a pilot subcarrier is scattered in a comb pattern in the time and frequency domains, the pilot interval in the frequency domain should be, as long as possible, taking transmission efficiency into consideration; however, to make interpolation easier, the pilot interval in the frequency domain should not last so long that frequency correlation significantly decreases. Therefore, it is generally supposed that the frequency correlation between adjacent pilot subcarriers is more important than that between beyond-adjacent pilot subcarriers. This consideration implies that the approximation leaves only a frequency correlation between adjacent pilot subcarriers and neglects the correlation between beyond-adjacent pilot subcarriers. Consequently, the frequency correlation matrix can be forced into a tridiagonal matrix, which means that Equation \[3.2\] can be approximated as

$$
\Sigma \approx \begin{bmatrix}
1 & g & & \\
g^* & 1 & g & \\
& g^* & 1 & \cdots \\
& & \cdots & \ddots & g \\
& & & g^* & 1
\end{bmatrix}^{1/2},
$$

(3.8)

where $g$ is a frequency correlation coefficient between adjacent pilot subcarriers.

Deriving $\Sigma$, the sparseness of such a forced frequency correlation matrix is not always maintained, depending on the process of the square root matrix. Here, Cholesky factorization \[3.3\] is applied to the matrix square root process in order to retain sparseness. Note that Cholesky factorization may not be applicable to such a forced matrix when it is not positive definite; if the forced correlation matrix is not positive definite, it is further restricted to the nearest positive definite matrix. Several approaches have been proposed for deriving the nearest positive definite matrix \[3.12,3.13\]. This thesis proposes an analytical approach, making use of the tridiagonal feature; see Appendix C for more details.

In short, forcing a frequency correlation matrix into a tridiagonal matrix is followed by Cholesky factorization in order to achieve a bidiagonal $\Sigma$ (if the forced correlation matrix is not positive definite, it is first restricted to the nearest positive definite matrix). The observation matrix
finally becomes upper/lower bidiagonal.

3.5 Numerical Analysis

3.5.1 Effects of Appropriately Considering Frequency Correlation

To verify the benefits of appropriately considering frequency correlation, a computer simulation is performed using 3GPP LTE with a 5 MHz bandwidth. The frequency interval between each subcarrier is 15 kHz, and the symbol length (except for the GI) corresponds to 66.7 $\mu$s. The fast Fourier transform (FFT) size is 512, wherein 300, 1, and 211 are the sizes for the active, direct current (DC), and guard subcarriers, respectively. The guard band is $5 - (300 + 1) \times 0.015 = 0.485$ MHz. Cell-specific reference signals (CRSs) [3.14] are regarded as pilot subcarriers. Figure 3.1 shows the CRS allocation. In the figure, CRSs at timeslots 4, 11, $\cdots$ are not used in the simulation, $dt = 0.5$ ms, $df = 90$ kHz, and a specific pseudorandom sequence for the CRSs is modulated by QPSK. There are 250 data subcarriers and 50 pilot subcarriers for one symbol duration. An isolated cell and single-user environment without inter-cell interference and multiple access are assumed. Table 3.4 shows the other assumptions used for the computer simulation.

![Figure 3.1: Scattered pilot subcarrier allocation.](image)
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Table 3.4: Computer simulation assumptions

<table>
<thead>
<tr>
<th>Carrier frequency</th>
<th>2 GHz</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum Doppler frequency: $f_D$</td>
<td>14, 140 Hz (i.e., 7.6, 76 km/h)</td>
</tr>
</tbody>
</table>
| Delay profile | • 24-path exponential  
   - Delay spread: 1 µs  
   - Maximum delay: 4.7 µs (within GI) |
| ML specification of hyperparameters | Training period is 0.1 s just before the estimated symbol.  
The $\Sigma$ in Method 2 is specified through the truncation for $\Sigma$ in Method 1. |
| Numerical computation of Kalman filter | A square root Kalman filter based on singular value decomposition [3.15] is applied to Method 1, Method 2, and conventional Kalman filter for the avoidance of degradation in numerical accuracy. |

3.5.1.1 Channel Estimation Example at $E_b/N_0 = 8$ dB and $f_D = 14$ Hz

Table 3.5 shares example results from the hyperparameter specification ($f_D$ is derived with the true average power, $I^2$, of the narrow-band channel gain for each pilot subcarrier). Using the ML method for the state-space model, the hyperparameters in Table 3.5 are specified close to each true value, but a certain error is recognized — especially for $f_D$. Although these results imply that the pure ML method is limited and should ultimately be improved, the specifications are sufficiently accurate and useful for channel estimation [3.16]. Such hyperparameter specifications are used in the following analysis. Figures 3.2 and 3.3 show example channel estimation results for pilot subcarrier index $i = 24$. The X-axes denote the time elapsed since beginning channel estimation (one slot corresponds to one $dt$), and the Y-axes denote the amplitude of the narrow-band channel gain.

Table 3.5: Example results of hyperparameter specification

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>True value</th>
<th>Specified value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_b/N_0$[dB]</td>
<td>8</td>
<td>8.5</td>
</tr>
<tr>
<td>$\sigma_t$[µs]</td>
<td>1</td>
<td>1.0</td>
</tr>
<tr>
<td>$f_D$[Hz]</td>
<td>14</td>
<td>42.3</td>
</tr>
</tbody>
</table>
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Figure 3.2: Example results of channel estimation (in-phase).

Figure 3.3: Example results of channel estimation (quadrature-phase).
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As shown in Figures 3.2 and 3.3, Method 1 with specified hyperparameters can estimate true values better than the least-squares (LS) estimator $y_i(t)/s_i(t)$.

3.5.1.2 NMSE Performance

Figures 3.4 and 3.5 compare various channel estimation results. The X-axes denote $E_b/N_0$ and the Y-axes denote the normalized mean squared error (NMSE) $= \sum_{i=0}^{I-1} E[|h_i(t) - \hat{h}_i(t)|^2] / \sum_{i=0}^{I-1} E[|h_i(t)|^2]$. The NMSE performances with both specified and true hyperparameters are plotted in Figures 3.4 and 3.5.
Figure 3.4: Comparison of various channel estimation results ($f_D = 14$ Hz).

Figure 3.5: Comparison of various channel estimation results ($f_D = 140$ Hz).
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Specified hyperparameter NMSE performance  When specified hyperparameters are used, as shown in Figures 3.4 and 3.5, the NMSE improves in order of \( \frac{y_i(t)}{s_i(t)} \), the conventional Kalman filter (which does not consider frequency correlation), Method 2, and Method 1. Method 2 does not improve the NMSE as much as Method 1 because Method 2 approximates the frequency correlation matrix in order to reduce computational complexity. Consideration of frequency correlation in Methods 1 and 2 effectively improves the NMSE. In particular, the lower \( \frac{E_b}{N_0} \) becomes, the more effective Methods 1 and 2 become at improving the NMSE. For example, at \( \frac{E_b}{N_0} = 0 \) dB, Method 1 improves the NMSE by 39% for \( f_D = 14 \) Hz and 49% for \( f_D = 140 \) Hz, compared with using the conventional Kalman filter. This improvement occurs because the lower \( \frac{E_b}{N_0} \) becomes, the harder it is to obtain accurate channel estimators, thus making the averaging effect in the frequency domain (which is achieved by considering frequency correlation) more desirable. However, the NMSEs for all methods are almost the same when \( f_D = 140 \) Hz and \( \frac{E_b}{N_0} \geq 8 \) dB. In such a situation, the averaging effect in the time and frequency domains, which is yielded by the Kalman filter, is unattractive for two reasons: a) the higher \( f_D \) becomes, the more frequent channel temporal variations become, which means that the wider the relative \( dt \) becomes, the fewer the equivalent averaging samples become; and b) the higher \( \frac{E_b}{N_0} \) becomes, the easier it becomes to obtain an accurate channel estimator.

True hyperparameter NMSE performance  True hyperparameters (as compared with specified hyperparameters) improve NMSE performance to some extent for all methods — Methods 1 and 2 and the conventional Kalman filter — because the specification error is eliminated. By comparing Figures 3.4 and 3.5, we see that the higher \( f_D \) becomes, the greater the improvement in performance becomes. This improvement occurs because hyperparameter specification errors increase with higher \( f_D \) values. As previously mentioned, the averaging effect in the time domain, which is yielded by the Kalman filter, becomes less attractive for higher \( f_D \) values. Thus, the higher \( f_D \) becomes, the harder it is to perform ML specifications of hyperparameters based on the Kalman filter.

3.5.1.3 Bit Error Rate Performance

Figure 3.6 shows example results of the bit error rate (BER) performance for \( f_D = 14 \) Hz using the data subcarrier assumptions given in Table 3.6. The BER and \( \frac{E_b}{N_0} \) are denoted on the Y-axis and X-axis, respectively. The BER performances with both specified and true hyperparameters are plotted in Figure 3.6. Regarding the lower bound, two types of BER performance are plotted: Lower bounds 0 and 1. These two bounds are differentiated depending on whether the channel value is interpolated for data
subcarriers or not. The Lower bound 1 is hereafter used to refer to the comparison with other methods in order to match the the interpolation condition.
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Figure 3.6: Example results of BER performance.

**Specified hyperparameter BER performance** According to Figure 3.6, the BER performance improves in order of $y_i(t)/s_i(t)$, the conventional Kalman filter, Method 2, and Method 1 — similarly to the NMSE results in Figures 3.4 and 3.5. Table 3.7 gives the $E_b/N_0$ values that achieve the required BER ($10^{-3}$ and $10^{-4}$) for each method with specified hyperparameters. Based on these results, the following conclusions regarding coding gain with specified hyperparameters are drawn.

- Coding gain improvements using Methods 1 and 2 are larger than those for $y_i(t)/s_i(t)$.
- Coding gain improvements using Method 2 are slighter than those for the conventional Kalman filter.
- Coding gain improvements using Method 1 are acceptable compared with those for the conventional Kalman filter.
- The coding gain difference between Method 1 and Lower bound 1 is wide.
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Table 3.7: $E_b/N_0$ values that achieve required BER (with specified hyperparameters)

<table>
<thead>
<tr>
<th>Required BER</th>
<th>$\frac{y_i(t)}{s_i(t)}$</th>
<th>$E_b/N_0$</th>
<th>Conventional Kalman filter</th>
<th>Method 2</th>
<th>Method 1</th>
<th>Lower bound 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^{-3}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19.36</td>
<td>15.46</td>
<td>15.15</td>
<td>14.65</td>
<td>13.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$10^{-4}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>24.99</td>
<td>22.31</td>
<td>21.96</td>
<td>21.16</td>
<td>17.23</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**True hyperparameter BER performance**

True hyperparameters (rather than specified ones) improve the BER performance to some extent for all methods — Methods 1 and 2 and the conventional Kalman filter — because the specification error is eliminated. Table 3.8 gives the $E_b/N_0$ values that achieve the required BER ($10^{-3}$ and $10^{-4}$) for each method with true hyperparameters. Views on coding gain with true hyperparameters basically do not change from those with specified hyperparameters.

**BER performance comparison with Lower bound 1**

We now consider the difference in BER performance between the proposed methods and the Lower bound 1. This difference in BER performance is caused by estimation errors for pilot subcarriers, which are related to hyperparameter specification errors and the averaging effect yielded by the Kalman filter. When specification errors are eliminated, BER performance improves to some extent (Table 3.8). The averaging effect is generally improved by increasing averaging samples; thus, the averaging effect in this thesis is improved by decreasing time interval $dt$ (which is equivalent to maximum Doppler frequency $f_D$) or frequency interval $df$ (which is equivalent to channel delay spread $\sigma_t$). Such improvements in the averaging effect in the time domain are confirmed through the fact that NMSE performance with true hyperparameters in Figure 3.4 is lower than that in Figure 3.5. Note that these improvements in the time domain are applicable to both

Table 3.8: $E_b/N_0$ values that achieve required BER (with true hyperparameters)

<table>
<thead>
<tr>
<th>Required BER</th>
<th>$\frac{y_i(t)}{s_i(t)}$</th>
<th>$E_b/N_0$</th>
<th>Conventional Kalman filter</th>
<th>Method 2</th>
<th>Method 1</th>
<th>Lower bound 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^{-3}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19.36</td>
<td>15.12</td>
<td>14.82</td>
<td>14.43</td>
<td>13.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$10^{-4}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Figure 3.7: Example results of BER performance (with different df values).

conventional Kalman filter and proposed methods; on the other hand, improvements in the frequency domain are not applicable to the conventional Kalman filter (which does not consider frequency correlation) but are applicable to the proposed methods. Therefore, the condition where the proposed methods are effective compared with the conventional Kalman filter is when there is a small df (equivalent to a small $v_f$). To confirm this, Figure 3.7 shows example results of BER performance for $f_D = 14$ Hz with $df = 90$ kHz and $df = 90/2 = 45$ kHz. For comparison, true hyperparameters are applied to both conditions. According to Figure 3.7, the BER performance is not improved by using the conventional Kalman filter (overlapped lines) but is improved by using Methods 1 and 2 with decreasing df values. Table 3.9 gives the $E_b/N_0$ values that achieve the required BER ($10^{-3}$ and $10^{-4}$) for each method with true hyperparameters and df = 45 kHz.
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Table 3.9: $E_b/N_0$ values that achieve required BER (with true hyperparameters and $df = 45$ kHz)

<table>
<thead>
<tr>
<th>Required BER</th>
<th>$y_i(t)/s_i(t)$</th>
<th>$E_b/N_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Conventional Kalman filter</td>
<td>Method 2</td>
</tr>
<tr>
<td>$10^{-3}$</td>
<td>19.36</td>
<td>15.12</td>
</tr>
<tr>
<td>$10^{-4}$</td>
<td>24.99</td>
<td>21.71</td>
</tr>
</tbody>
</table>

Based on these results, the following conclusions regarding coding gain with true hyperparameters and $df = 45$ kHz are obtained.

- Coding gain improvements using Methods 1 and 2 are very large compared with those for $y_i(t)/s_i(t)$.
- Coding gain improvements using Method 2 are acceptable compared with those for the conventional Kalman filter.
- Coding gain improvements using Method 1 are large compared with those for the conventional Kalman filter.
- The coding gain difference between Method 1 and Lower bound 1 is narrow.

Based on these results, the proposed scheme is shown to improve channel estimation accuracy.

3.5.2 Effects of Reducing Computational Complexity

Here, we compare the computational complexity for Methods 1 and 2 and for the conventional Kalman filter. The computational complexity for Method 1 corresponds to $2I^3 + 4I^2$ in Table 3.2, and that for Method 2 corresponds to $I^3 + 4I^2 + 4I$ in Table 3.3. The computational complexity for the conventional Kalman filter (which does not consider frequency correlation) corresponds to $I^3 + 3I^2 + 2I$ in Table 3.10, because $F(t) = S(t) \Sigma = S(t)E_1^{1/2} = S(t)$. 
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Table 3.10: Computational complexity for the conventional Kalman filter

<table>
<thead>
<tr>
<th>Each step in sequential process at $t$</th>
<th>Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. One-step-ahead prediction of state</td>
<td></td>
</tr>
<tr>
<td>(Mean) $a(t) \leftarrow G(t)m(t-1) = m(t-1)$</td>
<td>0</td>
</tr>
<tr>
<td>(Variance) $R(t) \leftarrow G(t)C(t-1)G(t)^H + W$</td>
<td></td>
</tr>
<tr>
<td>$= C(t-1) + W$</td>
<td>0</td>
</tr>
<tr>
<td>for $i \leftarrow 0$ to $l - 1$ do</td>
<td></td>
</tr>
<tr>
<td>2. One-step-ahead prediction of observation</td>
<td></td>
</tr>
<tr>
<td>(Variance) $q(t) \leftarrow R(t)F_i(t)^H$</td>
<td>$I$</td>
</tr>
<tr>
<td>$Q(t) \leftarrow F_i(t)q(t) + V_i$</td>
<td>$1$</td>
</tr>
<tr>
<td>3. Kalman gain</td>
<td></td>
</tr>
<tr>
<td>$(1,1)$ $K(t) \leftarrow q(t)Q(t)^{-1}$</td>
<td>$I$</td>
</tr>
<tr>
<td>4. Filtered state</td>
<td></td>
</tr>
<tr>
<td>(Mean) $a(t) \leftarrow a(t) + K(t)[y_i(t) - F_i(t)a(t)]$</td>
<td>$I+1$</td>
</tr>
<tr>
<td>(Variance) $R(t) \leftarrow R(t) - K(t)q(t)^H$</td>
<td>$I^2$</td>
</tr>
<tr>
<td>end for</td>
<td></td>
</tr>
<tr>
<td>5. Conclusion of the loop for $i \Rightarrow$ Go to Step 1 at $t + 1$</td>
<td></td>
</tr>
<tr>
<td>(Mean) $m(t) \leftarrow a(t)$</td>
<td>0</td>
</tr>
<tr>
<td>(Variance) $C(t) \leftarrow R(t)$</td>
<td>0</td>
</tr>
</tbody>
</table>

Sum: $I^3 + 3I^2 + 2I$

Figure 3.8 shows the complexity ratio of Methods 1 and 2 to the conventional Kalman filter. As shown in Figure 3.8, the computational complexity for Methods 1 and 2 increases compared with that for the conventional Kalman filter. This result shows the basic trade-off relationship between performance (described in Section 3.5.1) and computational complexity. However, Method 2 can reduce computational complexity compared with Method 1 and suppress the increased complexity compared with the conventional Kalman filter. In particular, Methods 1 and 2 having computational complexity ratio values of 1.96 and 1.02, respectively, at $l = 50$ corresponding to the computer simulation environment discussed in Section 3.5.1. In such a case, Method 2 reduces computational complexity by 48% compared with Method 1 and suppresses the increased complexity up to 2% compared with the conventional Kalman filter.
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3.6 Summary

This chapter proposes a novel scheme for sequential OFDM channel estimation on the receiver side; it comprises two methods: Method 1, which improves estimation accuracy, and Method 2, which reduces computational complexity. Method 1 appropriately considers frequency correlation based on a state-space model. Hyperparameters in the state-space model are specified by the ML method, assuming these hyperparameters do not change during a short training period before channel estimation; the ML specification error does not have a dominant influence on performance. Method 2 is based on Method 1 and forces the observation matrix into a sparse bidiagonal matrix. The effect of the proposed scheme is confirmed on the basis of numerical analysis that assumes CRSs in 3GPP LTE as pilot subcarriers. The results of that analysis lead to the following conclusions regarding performance:

- **NMSE**
  - The NMSE is improved in order of the LS estimator \( y_i(t) / s_i(t) \), the conventional Kalman filter (which does not consider frequency correlation), Method 2, and Method 1.
  - NMSE improvements reach, at most, about 50% compared with the conventional Kalman filter.
  - The lower the \( E_b / N_0 \) value becomes, the more effective the proposed methods are at improving the NMSE.
3.6. SUMMARY

• BER
  – The BER is improved in the same order as the NMSE.
  – Coding gain improvements reach, at most, about 1 dB compared with the conventional Kalman filter.
  – The condition where the proposed methods are effective, compared with the conventional Kalman filter, is when there is a small frequency interval, $df$, between adjacent pilot subcarriers (which is equivalent to a small channel delay spread, $\sigma_\tau$). When $df$ is reduced to half, coding gain improvements with true hyperparameters reach, at most, about 3 dB compared with the conventional Kalman filter and the BER performance is closer to the lower bound.

• Computational complexity
  – The proposed methods’ complexity is higher than that of the conventional Kalman filter.
  – Method 2 reduces complexity by about 50% compared with Method 1 and suppresses increased complexity up to a few percents compared with the conventional Kalman filter.

Thus, the proposed scheme improves channel estimation accuracy and reduces computational complexity.

This chapter assumes time-invariant hyperparameters for channel estimation, but this assumption is not always practical in real environments. The online joint estimation method for hyperparameters [3.16] can be applied to time-varying hyperparameters and has been actively studied in recent years. Such an extension is investigated in the next chapter.
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Chapter 4

Joint Estimation

4.1 Preliminary Remarks

As previously confirmed in Chapter 3, channel statistics such as velocity and delay spread are needed for accurate channel estimation. These are rarely known, but can be estimated by various methods. For instance, the velocity can be estimated by autocorrelating the received signal [4.1, 4.2]. Hagiwara [4.3] proposed that several channel statistics including velocity can be set as hyperparameters in a stochastic model and estimated by marginal likelihood maximization. Such methods, classified as batch methods, rely on sufficient data for accurate estimation. For example, Hagiwara’s method [4.3] requires a ~0.1-s training period before the channel estimation. However, real channel statistics in mobile communications temporally vary and may abruptly respond to human/vehicle behaviors and communication environments. Therefore, batch methods might estimate outdated statistics in real-time communication environments, which degrades their performance. To adapt to temporal changes, we prefer real-time methods that estimate while receiving data. For this purpose, we have developed an on-line/sequential joint estimation method.

Several on-line/sequential joint estimation methods have been proposed, some of which model the temporal changes in channel statistics; e.g., Huang et al. [4.4] modeled the velocity dynamics using an auto regressive (AR) model for blind detection under a flat fading channel. However, the AR model is not readily adaptable to abrupt changes. The stochastic model of Nemeth et al. [4.5] handles abrupt changes in object-location tracking, but assumes a known average ratio of the abrupt change, which may not apply to real mobile communication environments. Because the channel statistics in real mobile communications change on a case-by-case basis, they are inherently difficult to model universally. To track the dynamics of channel statistics, this study pragmatically adopts a model-free approach (fast repetitive on-line/sequential estimation) rather than a
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model-based approach. Thus, the new method quickly estimates the fixed channel statistics.

Among the existing on-line/sequential methods for estimating joint channels and their fixed statistics, we adopt the modern and effective Liu and West filter (LWF) [4.6] based on the state-space model and sequential Monte Carlo method. For the first time, we demonstrate that the conventional LWF biases the hyperparameter from poor likelihood estimation caused by overfitting [4.7] in noisy environments. To overcome this problem, which cannot be solved by conventional smoothing techniques, we modify the conventional LWF and regularize the likelihood using a Kalman smoother. Using numerical analyses, we confirm the higher estimation accuracy of our proposed method considering the Rao–Blackwellisation (RB) technique over the conventional LWF and least-squares (LS) methods.

The remainder of this chapter is structured as follows. Section 4.2 provides the background of the study (problem formulation and simulation configuration), and Section 4.3 introduces existing theories. Section 4.4 demonstrates the need to improve the existing method and proposes our novel method with enhanced estimation accuracy. Section 4.5 analyses the numerical results, and Section 4.6 summarizes the discussions.

4.2 Background

4.2.1 Problem Formulation

OFDM channel can be estimated by various models [4.3, 4.8–4.11]. This study adopts the state-space model of [4.3], but excludes the extended formulation for simplicity. The observation and state equations in this model are expressed as [4.3]:

\[
\begin{align*}
    y(t) &= F(t) \theta(t) + v(t), \\
    \theta(t) &= G(t) \theta(t-1) + w(t),
\end{align*}
\]

where (for the pilot subcarriers at the t-th symbol) \( y(t) \) and \( \theta(t) = [\theta_0(t), \ldots, \theta_i(t), \ldots, \theta_{I-1}(t)]^T \) denote the \( I \times 1 \) observation vector and the \( I \times 1 \) state vector, respectively, and \( F(t) \) and \( G(t) \) denote the \( I \times I \) observation matrix and \( I \times I \) transition matrix, respectively. For the pilot subcarriers at the t-th symbol, the covariance matrix in the \( I \times 1 \) observation noise vector \( v(t) \sim \mathcal{CN}(0, V) \) is set to \( V = \text{diag}(V_0, \ldots, V_I, \ldots, V_{I-1}) \), while the covariance matrix in the \( I \times 1 \) state noise vector \( w(t) \sim \mathcal{CN}(0, W) \) is set to \( W = \text{diag}(W_0, \ldots, W_I, \ldots, W_{I-1}) \). \( y(t) \) and \( v(t) \) in Equation (4.1) are identical with them in Equation (2.4).
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The terms in the observation equation are specified below:

\[
\begin{align*}
\hat{h}(t) &= \Sigma \theta(t), \\
F(t) &= S(t) \Sigma, \\
\Sigma &= \left( \Omega_f \right)^{1/2}, \\
\left( \Omega_f \right)_{\text{row}, \text{col}} &= \rho(\Delta t = 0, \Delta f = (\text{col} - \text{row}) \Delta f), \\
\rho(\Delta t = 0, \Delta f) &= \frac{1 + j2\pi \Delta f \sigma_r}{1 + (2\pi \Delta f \sigma_r)^2},
\end{align*}
\]

where \( \rho(\Delta t, \Delta f) \) denotes the time versus frequency correlation coefficient of the narrow-band channel gain, \( \Delta t \) and \( \Delta f \) denote the time and frequency differences, respectively, and \( \sigma_r \) is the channel delay spread.

The terms in the state equation are given as

\[
\begin{align*}
G(t) &= E_l, \\
W &= 2l^2 (1 - \rho(\Delta t = 1dt, \Delta f = 0)) E_l, \\
\rho(\Delta t, \Delta f = 0) &= J_0(2\pi f_D \Delta t),
\end{align*}
\]

\( l^2 \) denotes the average power of the narrow-band channel gain of each pilot subcarrier, \( J_0 \) represents a zero-order Bessel function of the first kind [4.12], and \( f_D \) is the maximum Doppler frequency of the channel.

In this model, the narrow-band channel gains correspond to the parameter \( \theta(t) \) and the channel statistics correspond to hyperparameters \( \sigma^2, \sigma_r, l^2, \) and \( f_D \) (the latter is equivalent to velocity). For simplicity, we assume fundamental hyperparameters for OFDM mobile communication and that \( \sigma_r \) and \( f_D \) can be unknown, while \( \sigma^2 \) and \( l^2 \) are known via some other method. Hereafter, the hyperparameters are grouped as \( \psi = \{ \sigma_r, f_D \} \).

The lower and upper bounds of the hyperparameters \( \psi \) [4.13] are specified in Table 4.1. When the hyperparameters \( \psi \) are specified, the above linear Gaussian state-space model can be solved by a Kalman filter [4.14]. The recursion process of the Kalman filter at the \( t \)-th symbol is presented as Algorithm 2.1. In the above model, the Kalman filtering process depends only on the hyperparameters, prior distribution whose mean and covariance correspond to \( \mathbf{m}(t-1) \) and \( \mathbf{C}(t-1) \) in Algorithm 2.1, respectively, and received data and is hereafter represented by \( K.F(\text{hyp, pri, dat}) \).

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Lower bound</th>
<th>Upper bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \sigma_r ) [( \mu \text{s} )]</td>
<td>0.2</td>
<td>5.0</td>
</tr>
<tr>
<td>Velocity [( \text{km/h} )]</td>
<td>0</td>
<td>300</td>
</tr>
</tbody>
</table>
4.2.2 Simulation Configuration

In the simulations, we used 3GPP LTE specifications with a 5 MHz bandwidth. The frequency interval between each subcarrier was 15 kHz, and the symbol length (excluding the GI) was 66.7 µs. The fast Fourier transform (FFT) size was 512, wherein 300, 1, and 211 were the sizes for the active, direct current (DC), and guard subcarriers, respectively. The guard band was \(5 - (300+1) \times 0.015 = 0.485\) MHz. As the pilot subcarriers, we adopted cell-specific reference signals (CRSs) [4.15], allocated as shown in Figure 4.1. As shown in the figure, the CRSs at timeslots 4, 11, \(\cdots\) were excluded for simplicity. We set \(dt = 0.5\) ms, \(df = 90\) kHz and modulated the specific pseudorandom sequence for the CRSs by quadrature phase-shift keying (QPSK). There were 250 data subcarriers and 50 pilot subcarriers for one symbol duration. An isolated cell and single-user environment without inter-cell interference and multiple access were assumed. The other assumptions of the computer simulation are summarized in Table 4.2.
4.3 Theory

Numerical examples of two existing methods with velocity as the unknown hyperparameter are presented.

4.3.1 Primitive Method Based on Multi-Model

This method selects the model with the best criteria among multiple models. In this study, the criterion is the instantaneous likelihood\(^1\). When performing parallel Kalman filters for the multiple models, Algorithm 2.1 leads instantaneous likelihood at the \(t\)-th symbol as

\[
p(y(t) \mid y(1:t-1)) = \mathcal{N}(y(t); f(t), Q(t))
\]

\[
= \mathcal{N}
\left(
\begin{array}{c}
y(t) \\
F(t) a(t), F(t)R(t)F(t)^H + V
\end{array}
\right)
\]

\[
= \mathcal{N}
\left(
\begin{array}{c}
y(t) \\
F(t) G(t) m(t-1),
\end{array}
\right)
\]

\[
F(t) \left[ G(t) C(t-1) G(t)^H + W \right] F(t)^H + V
\]  \(\text{(4.11)}\)

Similar to the Kalman filter, the instantaneous likelihood depends only on the hyperparameters, prior distribution, and received data and is hereafter denoted as \(\mathcal{L}(\text{hyp, pri, dat})\).

The performance of this method was evaluated in computer simulations with \(E_b/N_0 = 20\) dB, \(f_D = 140\) Hz, and \(\sigma_v = 1.0\) \(\mu\)s. The multi-model velocities were divided into 10 equal segments, i.e., 10 models with velocities \(33.3 \times \{0, 1, \ldots, 9\} \text{ km/h}\). Figure 4.2 shows the simulation results.

\(^1\)Maximizing the time integration of this instantaneous log-likelihood is equivalent to batch-type marginal likelihood maximization.

---

Table 4.2: Assumptions of the computer simulation

<table>
<thead>
<tr>
<th>Carrier frequency</th>
<th>2 GHz</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum Doppler frequency: (f_D)</td>
<td>28, 140 Hz (i.e., 15.3, 76.5 km/h)</td>
</tr>
</tbody>
</table>
| Delay profile | • 24-path exponential  
  – Delay spread: 0.5 \(\mu\)s for \(f_D = 28\) Hz  
  1.0 \(\mu\)s for \(f_D = 140\) Hz  
  – Maximum delay: 4.7 \(\mu\)s (within GI) |
| Numerical computation of Kalman filter/smoother | A square root Kalman filter/smoother based on singular value decomposition [4.16] is applied to suppress the degradation in numerical accuracy. |
According to Figure 4.2, the model with velocity around the true value (75.6 km/h) almost always exhibits the highest instantaneous likelihood, indicating that this velocity is quickly estimated with some fluctuations. These fluctuations can be suppressed by methods such as the interacting multiple model (IMM) [4.17, 4.18], which weights multiple models by their transition probabilities. The multi-model approach provides fairly accurate hyperparameter estimation, but requires finer granularity on the hyperparameter settings for higher accuracy. For example, the velocities in the multi-model should be divided into 20, 30, or 40 segments rather than 10 segments. Naively applying this approach to joint estimation with many hyperparameters becomes unrealistically complex because the combination of hyperparameter settings explodes with exponential order; the so-called curse of dimensionality [4.19]. To overcome this drawback, we restrain the complexity by the method described in the next subsection.

4.3.2 Modern Method Based on Sequential Monte Carlo

To enhance the estimation accuracy while constraining the complexity, we must track the likely hyperparameters rather than fix them in a multi-model. Such a mechanism is enabled by the particle filter [4.20,4.21] based on sequential Monte Carlo methods. This simple and powerful method solves nonlinear and non-Gaussian state-space models [4.22] and has remarkably developed in recent years. LWF is popularly used in joint estimates of parameters and fixed hyperparameters based on particle filters. Therefore, LWF forms the basis of the present proposal.
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4.3.2.1 Algorithm

In one of the state-space-model-based approaches for joint parameter and hyperparameter estimation, the hyperparameter is a parameter in an augmented state. This consistent approach is called the self-organizing state-space model [4.23]. Even though the original state follows a linear and Gaussian state-space model, the augmented state generally obeys a nonlinear and non-Gaussian state-space model, which cannot be solved by the Kalman filter. LWF is based on a self-organizing state-space model, and its nonlinear and non-Gaussian state-space model is solved using a particle filter.

In this study, we discuss the application of the Rao–Blackwellised auxiliary particle filter (RB-APF) as the first step. The RB-APF is a combination of the Rao–Blackwellised particle filter reported in Section 2.3.3.3 and the auxiliary particle filter reported in Section 2.3.3.2. The augmented state in the self-organizing state-space model is denoted by \( x(t) = \{ \text{Nonlinear and non-Gaussian part, Linear and Gaussian part} \} = \{ \psi, \theta(t) \} \). Hereafter, the hyperparameter \( \psi \) is expressed as an explicit function of time, \( \psi(t) \), considering time variation during estimation. Algorithm D.1 in Appendix D presents the recursion of the RB-APF at the \( t \)-th symbol, where the target distribution is the filtered distribution \( p(\psi(t) \mid y(1:t)) \).

In the purest fixed hyperparameter estimation by the RB-APF, the realizations \( \psi(t)^{(n)} \) are selected from only its initial prior distribution. However, this approach will probably achieve insufficient estimation accuracy or fail because the particle diversity is limited. LWF avoids this problem using a kernel smoothing technique [4.24], which retains the particle diversity without increasing the variance. The kernel smoothing technique proceeds in two steps: artificial moving averaging and then a new realization drawn from a continuous distribution with mean and variance set to the moving average and the dispersion decrement by the moving average, respectively. Liu and West [4.6] suggested 0.974–0.995 as the forgetting factor \( a \) in the artificial moving average. To ensure stable estimation, we adopt the lower value (0.974). Algorithm E.1 in Appendix E presents the recursion process of RB-APF with the kernel smoothing technique at the \( t \)-th symbol. The target distribution is the filtered distribution \( p(\psi(t) \mid y(1:t)) \). Lower and upper bounds of the hyperparameters are listed in Table 4.1 and the continuous distribution (a-1 of Algorithm E.1) is the scaled beta distribution, as in [4.25]. The remainder of this study is based on Algorithm E.1. Note that APF with the kernel smoothing technique is usually called LWF [4.26], so Algorithm E.1 is referred to as RB-LWF.
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4.3.2.2 Example of Algorithm Performance

To minimize the complexity, we identified the minimum number of particles that did not compromise the accuracy. Figure 4.3 plots the simulation results for $N = 10, 100, \text{ and } 1000$. Other conditions are $E_b/N_0 = 20 \text{ dB}, f_D = 140 \text{ Hz}, \text{ and } \sigma_\tau = 1.0 \mu s$. The value at 0 slots corresponds to prior distribution, and the 90% values indicate the upper 95% and lower 5% values. These representations are commonly used in the following descriptions. The prior velocities are equally divided into particle number segments. When one hyperparameter is unknown, 10 particles achieve similar behavior and estimation accuracy to 100 and 1000 particles. Slight difference among converged estimators does not indicate a clear difference of accuracy, because LWF is a stochastic method and essentially gives some fluctuations to the estimation. Therefore, except in special cases, simulations involving one unknown hyperparameter were performed with 10 particles.
Figure 4.3: Hyperparameter estimation using RB-LWF with 1000 particles (top), 100 particles (center), and 10 particles (bottom).
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4.4 Methods

This section reveals the awkward overfitting problem in sequential hyperparameter estimation, which has not been clearly recognized to date. When velocity is the unknown hyperparameter, the conventional LWF biases the hyperparameter from the poor likelihood estimation caused by overfitting in noisy environments. Moreover, this problem cannot be solved by conventional smoothing techniques. Therefore, our new method modifies the conventional LWF and regularizes the likelihood using a Kalman smoother.

4.4.1 Why Should LWF be Improved?

As confirmed in Section 4.3.2.2, LWF estimates sufficiently accurate hyperparameters at high $E_b/N_0$, but its performance may degrade at low $E_b/N_0$. To show this, Figure 4.4 plots the simulation result for $E_b/N_0 = 0$ dB, $f_D = 140$ Hz, and $\sigma_T = 1.0$ $\mu$s. The hyperparameter is clearly overestimated. This result is not a chance occurrence but is caused by the noisy environment. To facilitate understanding, we show another example.

Figure 4.5 plots the simulation results of the Kalman filter and smoother at $E_b/N_0 = 0$ dB, $f_D = 28$ Hz, and $\sigma_T = 0.5$ $\mu$s. Here, the filtering hyperparameter $f_D$ is set to true (28 Hz) and intentionally large false (84 Hz) values, while the smoothing hyperparameter is set to its true value. Filtering with the true hyperparameter yields a phase-shifted estimator because the relative future information is not principally considered [4.27]. The lower the $E_b/N_0$ and the larger the estimation error, the larger the phase shift. On the other hand, the false filtering hyperparameter suppresses the phase shift because high $f_D$ facilitates sensitive adaptation to noise. The marginal log-likelihoods under filtering with true and false hyperparam-

![Figure 4.4: Hyperparameter estimation by RB-LWF in a noisy environment.](image-url)
Figure 4.5: Channel estimation using the Kalman filter and smoother. The Y-axis denotes the in-phase amplitude of the narrow-band channel gain at pilot subcarrier index \( i = 5 \) (\( i = 0, \ldots, 49 \)).


ters are 1258.8 and 2431.4, respectively; the false hyperparameter yields the better result. In machine learning theory, this phenomenon is called overfitting. RB-LWF proceeds from the wrong likelihood in noisy environments and thus overestimates the hyperparameter. Smoothing with the true hyperparameter solves the overfitting phenomenon by considering the relative future information (Figure 4.5). This thesis enhances the estimation accuracy by fixed-lag smoothing [4.28], which suppresses the increase in latency. Following [4.29], the tolerable lag is hereafter set to 5 slots (5 \( \times \) 0.5 = 2.5 ms).

4.4.2 Conventional Particle Smoothing

Among the smoothing methods [4.30, 4.31] applied to particle filters, we apply the most basic technique to RB-LWF; the sequential importance resampling (SIR) smoother [4.21]. The SIR smoother considers the augmented state (including the previous lagged states); consequently, the filtered state reflects the relative future information. The particles in this augmented state are affected by repeated resampling of lag times, which renders them degenerate. To avoid such degeneracy, number of particles in the SIR smoother is increased to 1000. Figure 4.6 plots the simulation results for \( E_b/N_0 = 0 \) dB, \( f_D = 140 \) Hz, and \( \sigma_r = 1.0 \) \( \mu s \) with 1000 particles. The behaviors of RB-LWF are similar in the simulations with 10 particles (c.f. Figure 4.4). Comparing the filtered and smoothed results, we find that the SIR smoother suppresses early converging fluctuations but does not improve the final converged value. Like most existing particle smoothers, the SIR smoother reselects the filtered particles after filtering, based on the new criteria established from the relative future information. This simple backward process directly realizes basic Bayesian smoothing [4.28], and
Figure 4.6: Hyperparameter estimation using RB-LWF and SIR smoother with 1000 particles.

the popular Rauch–Tung–Striebel (RTS) algorithm [4.32] is easily applied to the analytical Kalman filter [4.33]. On the other hand, to converge the estimator, RB-LWF repeats the resampling process without increasing the variance. Therefore, the converging particle gradually loses the possibility of reselection. There is a difficulty of applying conventional particle smoothers to the RB-LWF. To improve the hyperparameter estimation accuracy of RB-LWF, we must correct the wrong likelihood while filtering.

4.4.3 Novel Proposed Smoothing

To correct or regularize the likelihood during filtering, this study adopts the Kalman smoother for RB-LWF. During filtering with resampling, the fixed lag duration is assumed sufficiently short to validate the Kalman smoother with initial hyperparameter values, and the Kalman filter is replaced by the Kalman smoother in the likelihood calculation. The recursion of the Kalman smoother at the $t$-th symbol is presented as Algorithm 2.2. According to Algorithms 2.1 and 2.2, Kalman smoothing depends only on hyperparameters, prior distribution, and received data and is hereafter denoted as $\mathcal{K}\mathcal{S}(\text{hyp}, \text{pri}, \text{dat})$. The proposed plan basically replaces the filtered state and $\mathcal{K}\mathcal{F}(\text{hyp}, \text{pri}, \text{dat} = \mathbf{y}(t))$ in Algorithm E.1 with the smoothed state and $\mathcal{K}\mathcal{S}(\text{hyp}, \text{pri}, \text{dat} = \mathbf{y}(t:t+5))$, respectively. However, in this approximation, regular application of the Kalman smoother at every pilot symbol is inadequate. Particularly, the realization can be analytically derived, but the likelihood regularization should be moderately restricted, because it directly affects the sensitive stochastic resampling process. Thus, the frequency of likelihood regularization should be tuned in the algorithm design. At the best regularization frequency, the greedy pre-search under different hyperparameter combinations would achieve the smallest estimation error on average. Accordingly, Algorithm E.1 was
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partially modified to Algorithm 4.1, where the modifications are colored in blue. Estimation accuracy is improved by the modifications where the smoothing considering relative future information is adequately applied to the sequential calculations of likelihood and realization.
Algorithm 4.1 Proposed smoothing algorithm

0. Filtered state at the $t-1$-th symbol:
   $\left\{ \text{Realization } \psi(t-1)(n), \mathbf{m}(t-1)(n), \mathbf{C}(t-1)(n), \text{Weight } \omega(t-1)(n) \right\}_{n=1}^{N}$

1. Update process at the $t$-th symbol
   - **Artificial moving average for hyperparameters**
     \[ \mu(t) \leftarrow a \psi(t-1)(n) + (1 - a) E_{\omega(t-1)(n)}[\psi(t-1)(n)], \]
     \[ \Gamma \leftarrow (1 - a^2) \text{Var}_{\omega(t-1)(n)}[\psi(t-1)(n)]. \]
   - **Resampling**
     Draw auxiliary index $k_n$ from a set $\{1, \ldots, N\}$ with $P(k_n = n) \propto \omega(t-1)(n) p_y(t) | \mathbf{y}(1:t-1), \hat{\psi}(t)(n)$, where
     \[ p(\hat{\psi}(t)(n)) = \mu(t), \]
     \[ p_y(t) | \mathbf{y}(1:t-1), \hat{\psi}(t)(n) \] is equal to
       
       if regularization timing then
       \[ \mathcal{L}(\text{hyp}=\psi(t)(n), \text{pri} = \{ \hat{\mathbf{u}}(t-1)(n), \hat{\mathbf{U}}(t-1)(n) \}, \text{dat} = \mathbf{y}(t)) \]
       \[ \{ \hat{\mathbf{u}}(t-1)(n), \hat{\mathbf{U}}(t-1)(n) \} \text{ are derived via } \mathcal{K}\mathcal{S}(\text{hyp}=\psi(t)(n), \text{pri} = \{ \mathbf{m}(t-1)(n), \mathbf{C}(t-1)(n) \}, \text{dat} = \mathbf{y}(t)) \]
     else
     \[ \mathcal{L}(\text{hyp}=\psi(t)(n), \text{pri} = \{ \mathbf{m}(t-1)(n), \mathbf{C}(t-1)(n) \}, \text{dat} = \mathbf{y}(t)) \]
   end if
   - **for $n = 1$ to $N$ do**
     a-1. **Realization** (for nonlinear and non-Gaussian part)
     Draw $\psi(t)(n)$ from
     continuous distribution $\left( \text{Mean} = \mu(k_n), \text{Variance} = \Gamma \right)$.
     a-2. **Realization** (for linear and Gaussian part)
     Derive $\{ \mathbf{u}(t)(n), \mathbf{U}(t)(n) \}$ via $\mathcal{K}\mathcal{S}(\text{hyp}=\psi(t)(n), \text{pri} = \{ \mathbf{m}(t-1)(k_n), \mathbf{C}(t-1)(k_n) \}, \text{dat} = \mathbf{y}(t:t+5))$.
     b. **Weight**
     \[ \omega(t)(n) \leftarrow \frac{p_y(t) | \mathbf{y}(1:t-1), \psi(t)(n))}{p_y(t) | \mathbf{y}(1:t-1), \hat{\psi}(t)(k_n)} \]
     \[ p_y(t) | \mathbf{y}(1:t-1), \psi(t)(n) \] is equal to
       
       if regularization timing then
       \[ \mathcal{L}(\text{hyp}=\psi(t)(n), \text{pri} = \{ \mathbf{u}(t-1)(n), \mathbf{U}(t-1)(n) \}, \text{dat} = \mathbf{y}(t)) \]
       \[ \{ \mathbf{u}(t-1)(n), \mathbf{U}(t-1)(n) \} \text{ are derived via previous a-2.} \]
     else
     \[ \mathcal{L}(\text{hyp}=\psi(t)(n), \text{pri} = \{ \mathbf{m}(t-1)(k_n), \mathbf{C}(t-1)(k_n) \}, \text{dat} = \mathbf{y}(t)) \]
   end if
   - **Normalization of the weights:**
     \[ \omega(t)(n) \leftarrow \omega(t)(n) / \left( \sum_{n=1}^{N} \omega(t)(n) \right) \]

2. Filtered state at the $t$-th symbol:
   $\left\{ \text{Realization } \psi(t)(n), \mathbf{m}(t)(n) \leftarrow \mathbf{u}(t)(n), \mathbf{C}(t)(n) \leftarrow \mathbf{U}(t)(n), \text{Weight } \omega(t)(n) \right\}_{n=1}^{N}$
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Figure 4.7 plots the simulation results of RB-LWF and the proposed method with $E_b/N_0 = 0$ dB, $f_D = 140$ Hz, $\sigma_T = 1.0$ $\mu$s, and $N = 10$. The best regularization frequency determined by the pre-search was “once per 5 slots”; thus, the regularization timing in Algorithm 4.1 becomes “$(t \mod 5) = 0$.” The trajectories of RB-LWF and the proposed method diverge after the fifth slot, when the likelihood is first regularized. The proposed smoothing method clearly improves the accuracy of the converged estimator. Particularly, the proposed method avoids the degeneracy problem of the SIR smoother because it never resamples previous lagged particles.

To confirm that the proposed method generally improves the estimation accuracy of hyperparameters under wide-ranging conditions, we plot the cumulative distribution function of the hyperparameter estimation error for various combinations of $E_b/N_0 = \{0, 4, 8, 12, 16, 20\}$ dB, $f_D = 14 \times \{2, 4, 6, 8, 10\}$ Hz, and $\sigma_T = 1.0$ $\mu$s. The plots are presented in Figure 4.8. According to Figure 4.8, the proposed method outperforms the conventional RB-LWF on average and generally improves the hyperparameter estimation; however, further improvement is possible.

We here mention related studies to our proposal. The fixed-lag particle filter and its application to hyperparameter estimation have been proposed by [4.34] and [4.35], respectively. These premise sequential importance sampling (SIS) and Markov chain Monte Carlo (MCMC), and differ from our proposal. SIS especially requires a lot of particles for certain estimation accuracy. Resampling process is crucial under limited number of particles. Regarding LWF which uses resampling, Prado and West [4.36] proposed a parameter smoothing method using LWF-estimated hyperparameters, but attempts to smooth the hyperparameters themselves have not been reported. Since our proposed method generally improves the LWF-based hyperparameter estimation accuracy under the Rao–Blackwellisation, it is
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Figure 4.8: General performance of the proposed method.

...referred to as the Rao–Blackwellised Liu and West smoother (RB-LWS).

4.5 Numerical Results and Discussion

Performances of the joint channel and hyperparameter estimation by RB-LWF and RB-LWS are numerically analyzed when a single hyperparameter (the velocity) is unknown ($\psi = \{ f_D \}$) and when two hyperparameters (velocity and delay spread) are unknown ($\psi = \{ f_D, \sigma_t \}$). The point estimator of the channel is derived by a maximum a posteriori probability (MAP) estimator of the hyperparameter.

4.5.1 The Case of a Single Unknown Hyperparameter (Velocity)

4.5.1.1 Number of Particles and Prior Distribution of Hyperparameters

In both RB-LWF and RB-LWS, 10 particles are employed and the prior distribution is a uniform distribution, as explained in Section 4.3.2.2.

4.5.1.2 Example Result

Figure 4.9 shows the simulation results for $E_b/N_0 = 0$ dB, $f_D = 28$ Hz, and $\sigma_t = 0.5$ $\mu$s. The regularization timing in Algorithm 4.1 is set to “($t$ mod 5) = 0,” as discussed in Section 4.4.3. The RB-LWF overestimates the converged hyperparameter due to low $E_b/N_0$, but the RB-LWS estimate approaches the true value. Red and blue trajectories diverge after the fifth slot, when the likelihood is first regularized. Moreover, the channel accuracy is higher in RB-LWS than in RB-LWF. Note that the channel estimator based on RB-LWF tends to follow the noise because its hyperparameter is overestimated.
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(a) The Y-axis denotes the in-phase amplitude of the narrow-band channel gain at pilot subcarrier index \( i = 34 \) \((i = 0, \ldots, 49)\). LS denotes the least-squares estimator \( y_i(t)/s_i(t) \) with forcing the corresponding channel impulse response over GI to zero [4.11].

Figure 4.9: Simulated velocity (top) and channel estimation (bottom) in case of a single unknown hyperparameter.

4.5.1.3 Normalized Mean Squared Error (NMSE) of Channel Estimator

Figure 4.10 plots the NMSE performances of the channel estimation for \( f_D = 28 \) and 140 Hz; NMSE = \( \sum_{i=0}^{1} E[|\hat{h}_i(t) - \hat{\hat{h}}_i(t)|^2] / \sum_{i=0}^{1} E[|\hat{h}_i(t)|^2] \). The hyperparameter is jointly estimated before 50 slots and thereafter converges to a fixed value. The RB-LWS outperforms the RB-LWF and LS in terms of NMSE. We find that the NMSE increases with \( f_D \) in both RB-LWF and RB-LWS. This occurs because the filtering/smoothing process produces an averaging effect in the time domain, which is less attractive at higher \( f_D \); the higher the \( f_D \), the more frequent the channel temporal variations. Consequently, as the relative \( dt \) widens, the equivalent averaging samples decrease. Moreover, at higher \( f_D \) and lower \( E_b/N_0 \), NMSEs of the RB-LWF and RB-LWS differ more widely. In this situation, the effect of smoothing in RB-LWS dominates the effect of filtering in RB-LWF for two reasons:
Figure 4.10: NMSE of channel estimator with $f_D = 28$ Hz (top) and 140 Hz (bottom) in case of a single unknown hyperparameter.

a) as $f_D$ increases, the averaging effect in the time domain becomes less desirable, and b) as $E_b/N_0$ reduces, the accuracy of the channel estimator becomes more compromised.

4.5.1.4 Bit Error Rate (BER) of Data Subcarriers

Figure 4.11 plots the BER performances of the data subcarriers for $f_D = 28$ and 140 Hz. The basic assumptions are given in Table 4.3. The BER performances of two lower bounds (Lower Bounds 0 and 1) are plotted. For Lower Bound 0, true channel values are applied to both pilot and data subcarriers; for Lower Bound 1, the true and interpolated channel values are applied to the pilot and data subcarriers, respectively.
### Table 4.3: Data subcarrier assumptions

<table>
<thead>
<tr>
<th>Modulation</th>
<th>QPSK</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interpolation of</td>
<td></td>
</tr>
<tr>
<td>channel estimator</td>
<td>• Frequency domain: Linear insertion</td>
</tr>
<tr>
<td></td>
<td>• Time domain: The nearest neighbor</td>
</tr>
<tr>
<td>Equalization</td>
<td>Minimum mean squared error (MMSE) [4.37]</td>
</tr>
<tr>
<td>Channel coding</td>
<td>• Convolutional codes</td>
</tr>
<tr>
<td></td>
<td>- Rate: 1/2</td>
</tr>
<tr>
<td></td>
<td>- Constraint length: 7</td>
</tr>
<tr>
<td>Channel decoding</td>
<td>Soft-decision Viterbi algorithm</td>
</tr>
<tr>
<td>Interleaving</td>
<td>• Random interleaver</td>
</tr>
<tr>
<td></td>
<td>- Unit: Symbol-by-symbol</td>
</tr>
<tr>
<td></td>
<td>- Depth: 5 Resource blocks [4.15], which</td>
</tr>
<tr>
<td></td>
<td>corresponds to 400 symbols</td>
</tr>
</tbody>
</table>
Figure 4.11: BER of data subcarriers with $f_D = 28$ Hz (top) and 140 Hz (bottom) in case of a single unknown hyperparameter.
According to the NMSE results, the RB-LWS outperforms the RB-LWF and LS in terms of BER. Note that as $f_D$ increases, the BER increases in both RB-LWF and RB-LWS. As explained in Section 4.5.1.3, the averaging effect in the time domain is less attractive at higher $f_D$. Moreover, at higher $f_D$ and larger $\sigma_t$, the BER floor appears earlier because the time and frequency selectivity of the channel increase. Therefore, the interpolated channel values of the data subcarriers diverge from their true values even at high $Eb/N_0$. According to Figure 4.11, the coding gain improvements of RB-LWS over RB-LWF and LS are approximately 1 and 3 dB at most, respectively. Note that the throughput efficiency in terms of channel capacity is further considered in Appendix F; this trend is consistent with that of the BER results.

### 4.5.2 The Case of Two Unknown Hyperparameters (Velocity and Delay Spread)

#### 4.5.2.1 Number of Particles and Prior Distribution of Hyperparameters

When estimating multiple hyperparameters, the increase in complexity requires careful consideration as both RB-LWF and RB-LWS are stochastic methods. Therefore, in this subsection, the number of particles is first increased from 10 to 100 to retain the particle diversity. Next, the precision of the prior distribution is improved by Kalman smoothing of the initial 5 slots. Specifically, the prior distribution is a two-dimensional truncated normal distribution, with lower and upper bounds set to the values in Table 4.1, and means and variances determined through the marginal likelihood of the initial 5-slot smoothing. This marginal likelihood is derived as follows:

- Velocity: The Kalman smoother is applied with the delay spread set to 0 μs and the velocities set to 5 km/h interval values.

- Delay spread: The Kalman smoother is reapplied with the velocity set to the previous derived MAP estimator and the delay spread set to 0.1 μs interval values.

This prior distribution refinement is confirmed in simulations with $Eb/N_0 = 0$ dB, $f_D = 140$ Hz, and $\sigma_t = 1.0$ μs. Figure 4.12 plots the marginal likelihoods of the velocity and delay spread. The mean and standard deviation of the prior velocity distribution are set to the MAP estimator 55 km/h and 10 km/h (covering 67% of the likelihood), respectively. In the prior distribution of the delay spread, the mean is set to the MAP estimator (0.9 μs) and the standard deviation is 0.5 μs (covering 65% of the likelihood).
Figure 4.12: Marginal likelihood of velocity (top) and delay spread (bottom) with initial 5-slot smoothing.

### 4.5.2.2 Example Result

Figure 4.13 shows the simulation results for $E_b/N_0 = 0$ dB, $f_D = 28$ Hz, and $\sigma_T = 0.5$ $\mu$s.
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Figure 4.13: Simulated velocity (top), delay spread (center), and channel estimation (bottom) in case of two unknown hyperparameters.

(c) The Y-axis denotes the in-phase amplitude of the narrow-band channel gain at pilot subcarrier index $i = 34$ ($i = 0, \ldots, 49$).
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The velocity estimation in RB-LWF is improved compared with Figure 4.9(a) according to its prior distribution refinement. The delay-spread estimation fails in RB-LWF, because most of the diversity in this hyperparameter is rapidly reduced during the first filtering slot and it cannot be recovered by the LWF mechanism. Joint estimation of channel and multiple hyperparameters is a difficult task and failures sometimes happen. As seen later, inadequate hyperparameter estimation strongly degrades the channel estimation. This situation could be improved by a straightforward approach (more particles), but this increases the complexity and memory requirements. To overcome this dilemma, we note that RB-LWS slightly increases the frequency of likelihood regularization and regularizes the likelihood at the first slot. By setting the regularization timing in Algorithm 4.1 to “$t = 1$ or $(t \mod 5) = 0$,” we can improve the resampling accuracy in the first slot and retain the particle diversity in the delay spread. With this regularization timing, RB-LWS adequately converges the delay spread and velocity toward their true values, without requiring more particles. In the channel estimation (bottom panel of Figure 4.13), RB-LWS is more accurate than RB-LWF. Compared with Figure 4.9(b), RB-LWF significantly degrades estimation accuracy due to the estimation failure of delay spread, whereas RB-LWS can maintain a comparable good performance.

4.5.2.3 NMSE of Channel Estimator

Figure 4.14 plots the NMSE performances of the channel estimation with $f_D = 28$ and 140 Hz. The hyperparameter is jointly estimated before 50 slots and thereafter converges to a constant. The NMSE is lower in RB-LWS than in RB-LWF and LS. Similarly to Section 4.5.1.3, we observe that at higher $f_D$, the NMSE increases in both RB-LWF and RB-LWS; moreover, at higher $f_D$ and lower $E_b/N_0$, the NMSE differs more widely between the two methods. However, the performance of RB-LWF significantly degrades and is sometimes worse than that of LS, because of delay spread estimation failure. As previously mentioned, joint channel and multiple hyperparameter estimation is much more difficult than single hyperparameter case and cannot always be accomplished by RB-LWF even at high $E_b/N_0$. Conversely, RB-LWS adequately converges multiple hyperparameters with a channel estimation accuracy comparable to that of Section 4.5.1.3.
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Figure 4.14: NMSE of channel estimator with $f_D = 28$ Hz (top) and 140 Hz (bottom) in case of two unknown hyperparameters.

4.5.2.4 BER of Data Subcarriers

Figure 4.15 plots the BER performances of the data subcarriers for $f_D = 28$ and 140 Hz. The basic assumptions are given in Table 4.3. Again, the BER performances of Lower Bounds 0 and 1 are plotted. According to the NMSE results, RB-LWS improves the BER over RB-LWF and LS. Similar to Section 4.5.1.4, the higher the $f_D$, the higher the BER of both RB-LWF and RB-LWS; moreover, the BER floor appears earlier as $f_D$ and $\sigma_T$ increase. Different from Section 4.5.1.4 but identically to Section 4.5.2.3, the performance of RB-LWF can be worse than that of LS. Again, this degradation is caused by delay spread estimation failure in RB-LWF. According to Figure 4.15, the coding gain improvements of RB-LWS over RB-LWF and LS approximate 10 and 3 dB at most, respectively. Note that the throughput efficiency in terms of channel capacity is further considered in Appendix F; this trend is consistent with that of the BER results.
Figure 4.15: BER of data subcarriers with $f_D = 28$ Hz (top) and 140 Hz (bottom) in case of two unknown hyperparameters.
4.6 Summary

This study investigates a real-time joint channel and hyperparameter estimation method for OFDM mobile communications. To estimate the channel frequency response of the pilot subcarrier and its fixed hyperparameters (such as channel statistics), the method adopts LWF, a modern and effective technique based on the state-space model and sequential Monte Carlo method. For the first time, to our knowledge, we demonstrate biased hyperparameter estimation using the conventional LWF and show that bias results from poor likelihood estimation caused by overfitting in noisy environments. This problem, which cannot be overcome by conventional smoothing techniques, is here corrected by a novel method that modifies the conventional LWF and regularizes the likelihood using a Kalman smoother. The effectiveness of the proposed method is confirmed in numerical analyses assuming CRSs in 3GPP LTE as pilot subcarriers. The following conclusions were drawn.

First, when the hyperparameter $f_D$ is unknown, the NMSE and BER of conventional RB-LWF are acceptable, but the proposed RB-LWS outperforms the RB-LWF and LS, and achieves good performance near the lower bound. Regarding the BER performance, the proposed method improves the coding gain to RB-LWF and LS by approximately 1 and 3 dB at most, respectively.

Second, when two hyperparameters ($f_D$ and $\sigma_t$) are unknown, LS sometimes outperforms the conventional RB-LWF, because of hyperparameter estimation failure in the latter method. The proposed RB-LWS overcomes this problem by avoiding such failures. We emphasize that joint channel and multiple hyperparameters estimation is much more difficult than single hyperparameter case. The proposed RB-LWS outperforms the RB-LWF and LS, and achieves good performance near the lower bound. Regarding the BER performance, the proposed method improves the coding gain to RB-LWF and LS by approximately 10 and 3 dB at most, respectively.

Clearly, the proposed method offers higher channel and hyperparameter estimation accuracy than the conventional RB-LWF.

Our method can be improved further. In principle, our proposal could be adapted to particle learning [4.38], which tracks sufficient statistics of the target distribution and is almost superior to LWF. Such an extension and investigation is planned for future studies.
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Chapter 5

Detecting Abrupt Changes

5.1 Preliminary Remarks

As previously confirmed in Chapters 3 and 4, channel statistics such as velocity and delay spread are required for accurate channel estimation. These are rarely known, but can be estimated through various methods. For instance, a real-time joint channel and its statistics estimation method were proposed in [5.1]. Regarding temporal change in the channel statistics, [5.1] supposes a quickly repeated process to track the changes. Assuming that the joint estimation converges within 10 ms at most, for example, the estimation process is repeated every 10 ms. When temporal changes in the channel statistics occur at a slower rate than the repeat interval, this approach is sufficiently valid. However, the statistics may abruptly change faster than the repeat interval. For example, a behavior such as turning the street may cause a switch from line-of-sight to non-line-of-sight and a sudden increase in the delay spread. The quickly repeated process approach mentioned above cannot always follow such abrupt changes and may degrade the estimation accuracy. Universal modeling for the temporal changes in channel statistics is inherently difficult as discussed in [5.1]; however, detecting only the abrupt changes will enable the resetting of the channel estimation process and triggering of an immediate follow up. This chapter focuses on detecting abrupt changes in the channel statistics to avoid degradation in the channel estimation accuracy. Regarding related studies, [5.2] and [5.3] proposed an empirical method that detects abrupt changes according to time differences in the estimated channel values. This thesis proposes a novel detection method that relies on the state-space model and makes use of the Kalman filter. Through computer simulation using the delay spread as the channel statistics, we confirm that the proposed method adequately detects abrupt changes based on statistical theory.

The remainder of this chapter is structured as follows. Section 5.2
provides background on the study (problem formulation). Section 5.3 introduces the theory and proposes the novel method for abrupt change detection. Section 5.4 analyzes the numerical results, and Section 5.5 summarizes the discussion.

5.2 Background

5.2.1 Problem Formulation

OFDM channel can be estimated by various models [5.4–5.8]. This study adopts the state-space model of [5.5], but excludes the extended formulation for simplicity. The observation and state equations in this model are expressed as [5.5]:

\[ y(t) = F(t) \theta(t) + v(t), \]  
\[ \theta(t) = G(t) \theta(t-1) + w(t), \]  

where (for the pilot subcarriers at the \( t \)-th symbol) \( y(t) \) and \( \theta(t) = [\theta_0(t), \ldots, \theta_i(t), \ldots, \theta_{I-1}(t)]^T \) denote the \( I \times 1 \) observation vector and the \( I \times 1 \) state vector, respectively, and \( F(t) \) and \( G(t) \) denote the \( I \times I \) observation matrix and \( I \times I \) transition matrix, respectively. For the pilot subcarriers at the \( t \)-th symbol, the covariance matrix in the \( I \times 1 \) observation noise vector \( v(t) \sim \mathcal{CN}(0, V) \) is set to \( V = \text{diag}(V_0, \ldots, V_i, \ldots, V_{I-1}) \), while the covariance matrix in the \( I \times 1 \) state noise vector \( w(t) \sim \mathcal{CN}(0, W) \) is set to \( W = \text{diag}(W_0, \ldots, W_i, \ldots, W_{I-1}) \). \( y(t) \) and \( v(t) \) in Equation (5.1) are identical with them in Equation (2.4).

The terms in the observation equation are specified below:

\[ \hat{h}(t) = \Sigma \theta(t), \]  
\[ F(t) = S(t) \Sigma, \]  
\[ \Sigma = \left( \Omega_f \right)^{1/2}, \]  
\[ \left( \Omega_f \right)_{\text{row, col}} = \rho(\Delta t = 0, \Delta f = (\text{col} - \text{row})df), \]  
\[ \rho(\Delta t = 0, \Delta f) = \frac{1 + j2\pi\Delta f\sigma_\tau}{1 + (2\pi\Delta f\sigma_\tau)^2}, \]  

where \( \rho(\Delta t, \Delta f) \) denotes the time versus frequency correlation coefficient of the narrow-band channel gain, \( \Delta t \) and \( \Delta f \) denote the time and frequency differences, respectively, and \( \sigma_\tau \) is the channel delay spread.

The terms in the state equation are given as

\[ G(t) = E_I, \]  
\[ W = 2I^2(1 - \rho(\Delta t = 1dt, \Delta f = 0))E_I, \]  
\[ \rho(\Delta t, \Delta f = 0) = J_0(2\pi f_D \Delta t), \]
5.3 Theory and Method

When the hyperparameters in Section 5.2.1 are specified, the linear Gaussian state-space model can be solved using a Kalman filter [5.10]. The recursion process of the Kalman filter at the \( t \)-th symbol is presented as Algorithm 2.1. In the Kalman filtering process, one-step-ahead prediction is sequentially corrected by received data and one-step-ahead prediction error \( e(t) = y(t) - f(t) \) is derived. Term \( e(t) \) is also referred to as innovations [5.11] and has been used for model diagnosis [5.12] or anomaly detection [5.13] because it has an independent identical complex normal distribution. A similar approach is also applicable to detecting abrupt changes in channel statistics and this thesis proposes a method according to \( e(t) \). In more detail, when the following score value in Equation (5.12) derived from \( e(t) \) exceeds a certain threshold, an abrupt change in the channel statistics is detected:

\[
\tilde{e}(t) = \begin{bmatrix} \tilde{e}_0(t), \ldots, \tilde{e}_i(t), \ldots, \tilde{e}_{I-1}(t) \end{bmatrix}^T = \left( Q(t)^{1/2} \right)^{-1} e(t), \tag{5.11}
\]

\[
\text{Score}(t) = \sqrt{\frac{1}{I I_{i=0}^{I-1} |\tilde{e}_i(t)|^2}}, \tag{5.12}
\]

where \( Q(t)^{1/2} \) is derived using singular value decomposition (SVD) in this study. \( Q(t) \) means the covariance of innovations, and the detection score in Equation (5.12) corresponds to the root mean square of the standardized and decorrelated one-step-ahead prediction error; the value is normally approximate one and increases significantly when an abrupt change occurs.

5.4 Numerical Results and Discussion

5.4.1 Simulation Configuration

To verify the effectiveness of the proposed method, a computer simulation is performed. In the simulations, we used 3GPP LTE specifications.
with a 5 MHz bandwidth. The frequency interval between each subcarrier was 15 kHz, and the symbol length (excluding the GI) was 66.7 µs. The fast Fourier transform (FFT) size was 512, wherein 300, 1, and 211 were the sizes for the active, direct current (DC), and guard subcarriers, respectively. The guard band was $5 - (300+1) \times 0.015 = 0.485$ MHz. As the pilot subcarriers, we adopted cell-specific reference signals (CRSs) [5.14], allocated as shown in Figure 5.1. As shown in the figure, the CRSs at timeslots 4, 11, etc. were excluded for simplicity. We set $dt = 0.5$ ms, $df = 90$ kHz and modulated the specific pseudorandom sequence for the CRSs by quadrature phase-shift keying (QPSK). There were 250 data subcarriers and 50 pilot subcarriers for one symbol duration. An isolated cell and single-user environment without inter-cell interference and multiple access were assumed. The other basic assumptions of the computer simulation are summarized in Table 5.1.

Regarding performance, the normalized mean squared error (NMSE = $\frac{\sum_{i=0}^{L-1} E[|\hat{h}_i(t) - \tilde{h}_i(t)|^2]}{\sum_{i=0}^{L-1} E[|\tilde{h}_i(t)|^2]}$) of the channel estimator and bit error rate (BER) of the data subcarriers are examined in the following. The data subcarrier assumptions are given in Table 5.2. The BER lower bound, where the respective true and its interpolated channel values are applied to the pilot and data subcarriers, is also derived for reference. Note that the numerical results using the Kalman smoother as well as the Kalman filter are confirmed. For the Kalman smoother, the Rauch–Tung–Striebel (RTS) algorithm [5.16] with the time lag of 20 slots [5.17] is applied (one slot corresponds to one $dt$).
## 5.4. NUMERICAL RESULTS AND DISCUSSION

Table 5.1: Basic computer simulation assumptions

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carrier frequency</td>
<td>2 GHz</td>
</tr>
<tr>
<td>Maximum Doppler frequency: ( f_D )</td>
<td>14 Hz (i.e., 7.65 km/h)</td>
</tr>
<tr>
<td>Delay profile</td>
<td>• 24-path exponential</td>
</tr>
<tr>
<td></td>
<td>– Delay spread: 0.2 ( \mu s ) to 5.0 ( \mu s ) (Extreme)</td>
</tr>
<tr>
<td></td>
<td>– 0.5 ( \mu s ) to 1.0 ( \mu s ) (Moderate)</td>
</tr>
<tr>
<td></td>
<td>– Maximum delay: 4.7 ( \mu s ) (within GI)</td>
</tr>
<tr>
<td>Numerical computation of Kalman filter/smooth</td>
<td>A square root Kalman filter/smooth based on SVD [5.15] is applied to suppress the degradation in numerical accuracy.</td>
</tr>
</tbody>
</table>

Table 5.2: Data subcarrier assumptions

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Modulation</td>
<td>QPSK</td>
</tr>
<tr>
<td>Interpolation of channel estimator</td>
<td>• Frequency domain: Linear insertion</td>
</tr>
<tr>
<td></td>
<td>• Time domain: The nearest neighbor</td>
</tr>
<tr>
<td>Equalization</td>
<td>• Zero forcing (ZF) [5.18] for least-squares (LS) channel estimator ( y_i(t)/s_i(t) )</td>
</tr>
<tr>
<td></td>
<td>• Minimum mean squared error (MMSE) [5.18] for the other channel estimators</td>
</tr>
<tr>
<td>Channel coding</td>
<td>• Convolutional codes</td>
</tr>
<tr>
<td></td>
<td>– Rate: 1/2</td>
</tr>
<tr>
<td></td>
<td>– Constraint length: 7</td>
</tr>
<tr>
<td>Channel decoding</td>
<td>Soft-decision Viterbi algorithm</td>
</tr>
<tr>
<td>Interleaving</td>
<td>• Random interleaver</td>
</tr>
<tr>
<td></td>
<td>– Unit: Symbol-by-symbol</td>
</tr>
<tr>
<td></td>
<td>– Depth: 5 Resource blocks [5.14], which corresponds to 400 symbols</td>
</tr>
</tbody>
</table>
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An abrupt change is supposed to occur at the middle point during one trial of 200 slots. The delay spread varies from 0.2 \( \mu s \) to 5.0 \( \mu s \) and from 0.5 \( \mu s \) to 1.0 \( \mu s \) for the extreme and moderate changes, respectively. In both changes, a true delay spread is applied to the Kalman filter/smoother during the first half, while the true or false (the same as in the first half) delay spread is applied to the Kalman filter/smoother during the last half; "w/" or "w/o" tracking the abrupt change. Note that the NMSE and BER for one trial are calculated over all 200 slots.

5.4.2 Extreme Change in Delay Spread

First, we verify how the tracking of an abrupt change impacts on the channel estimation performance. Figure 5.2 shows that the NMSE and BER degrade severely without tracking.
5.4. NUMERICAL RESULTS AND DISCUSSION

The Kalman filter/smoothen without tracking sometimes degrades the performance to a level lower than that for LS, while the Kalman filter/smoothen with tracking achieves good performance near the lower bound. These results suggest the importance of the tracking.

Next, in order to confirm the effectiveness of the proposed detection method, the score value in Equation (5.12) is verified when an abrupt change is not tracked. Figure 5.3 shows that the score value is approximately one during the first half, then increases significantly at an abrupt change and remains high during the last half.

Figure 5.2: Performance for extreme change in delay spread.
Figure 5.3: Score values for extreme change in delay spread.

Figure 5.3 also shows that the average score value during the last half (thick dotted-dashed line) varies according to $E_b/N_0$; the higher the $E_b/N_0$, the higher the average level. As noise is reduced, the prediction error essentially yielded by the inconsistency in the channel statistics is more clearly revealed. According to Figure 5.3, we recognize that an abrupt change can be basically detected, while the threshold value for the detection score is a tuning matter. When the threshold value is set to 2, for example, an abrupt change can be detected at $E_b/N_0 \geq 4$ dB.

5.4.3 Moderate Change in Delay Spread

First, we verify the performance impact on the tracking of an abrupt change. Similar to Section 5.4.2, Figure 5.4 shows that both the NMSE and BER degrade without tracking.
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Figure 5.4: Performance for moderate change in delay spread.

Compared to Section 5.4.2, a lower degree of deviance between the delay spreads incurs less performance degradation.

Next, the score value in Equation (5.12) is verified when an abrupt change is not tracked. Similar to Section 5.4.2, Figure 5.5 shows that the score value increases during the last half according to $E_b/N_0$. 
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Compared to Section 5.4.2, a lower degree of deviance between the delay spreads makes a lower increase in score. We also recognize that an abrupt change can be basically detected according to Figure 5.5, while the threshold value for the detection score is a tuning matter. When the threshold value is set to 2, for example, an abrupt change can be detected at $E_b/N_0 \geq 12$ dB.

5.5 Summary

This chapter investigated a method for detecting abrupt changes in the channel statistics to maintain accurate channel estimation. The proposed novel detection method relies on the state-space model and makes use of the Kalman filter. The effectiveness of the proposed method is verified based on computer simulation using the delay spread as the channel statistics. The proposed method basically detects abrupt changes through extreme and moderate changes in delay spread, while the detection threshold is a tuning matter. We also confirmed that the greater the deviation between delay spreads and the higher the $E_b/N_0$ value, the easier the detection. In future studies, we plan to clarify the applicable conditions and improve the detection precision.
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Chapter 6

Wiener and Kalman Filters: Practical Comparison

6.1 Preliminary Remarks

In Chapters 3, 4, and 5, we proposed a sequential OFDM channel estimation method based on the Kalman filter [6.1]. On the other hand, the batch OFDM channel estimation method is also applicable to the same problem when fading is stationary and latency is tolerated. The Wiener filter\(^1\) [6.2] is the most popular batch method. Literature such as [6.3] sometimes describes the Wiener filter as theoretically equivalent to the Kalman filter under some conditions. However, it is considered that there is no literature that discusses a detailed comparison in a practical environment. Therefore, this chapter compares both methods in practical OFDM channel estimation and summarizes the resulting knowledge. For comparison, we assume that the fading channel obeys a stationary stochastic process in this chapter. This implies that hyperparameters such as the Doppler frequency, delay spread, and \(E_b/N_0\) are time-invariant during the study period. Furthermore, true hyperparameters are assumed to be known for simplicity.

The rest of this chapter is structured as follows. Section 6.2 describes the background of the study (problem formulation). Section 6.3 describes the conditions for fair comparison. Section 6.4 presents numerical analysis results for the comparison. Section 6.5 summarizes the discussion.

\(^1\)This is also called a linear minimum mean squared error (LMMSE) filter.
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6.2 Background

6.2.1 Problem Formulation

For the OFDM channel estimation, various formulations of the Kalman and Wiener filters have been proposed [6.4–6.8]. This thesis supposes the following formulations that are considered to be the most basic.

6.2.1.1 Kalman Filter

The formulation of the Kalman filter is based on the state-space model according to [6.5], but the extended formulation for complexity reduction is not considered. Observation and state equations for the state-space model are expressed as

\[ y(t) = F(t) \theta(t) + v(t), \quad (6.1) \]
\[ \theta(t) = G(t) \theta(t - 1) + w(t), \quad (6.2) \]

where \( y(t) \) denotes the \( I \)-by-1 observation vector for pilot subcarriers at the \( t \)-th symbol (as in Equation (2.4)), \( F(t) \) denotes the \( I \)-by-\( I \) observation matrix for pilot subcarriers at the \( t \)-th symbol, \( \theta(t) = [\theta_0(t), \ldots, \theta_i(t), \ldots, \theta_I(t)]^T \) denotes the \( I \)-by-1 state vector for pilot subcarriers at the \( t \)-th symbol, and \( G(t) \) denotes the \( I \)-by-\( I \) transition matrix for pilot subcarriers at the \( t \)-th symbol. \( v(t) \sim \mathcal{CN}(0_I, V) \) denotes the \( I \)-by-1 observation noise vector for pilot subcarriers at the \( t \)-th symbol; its covariance matrix is set to \( V = \text{diag}(V_0, \ldots, V_i, \ldots, V_I) \) (as in Equation (2.4)). \( w(t) \sim \mathcal{CN}(0_I, W) \) denotes the \( I \)-by-1 state noise vector for pilot subcarriers at the \( t \)-th symbol; its covariance matrix is set to \( W = \text{diag}(W_0, \ldots, W_i, \ldots, W_I) \).

Detailed definitions regarding the observation equation are given below:

\[ \hat{h}(t) = \Sigma \theta(t), \quad (6.3) \]
\[ F(t) = S(t) \Sigma, \quad (6.4) \]
\[ \Sigma = (\Omega_f)^{1/2}, \quad (6.5) \]
\[ (\Omega_f)_{\text{row, col}} = \rho(\Delta t = 0, \Delta f = (\text{col} - \text{row}) df), \quad (6.6) \]
\[ \rho(\Delta t = 0, \Delta f) = \frac{1 + j2\pi\Delta f \sigma_\tau}{1 + (2\pi\Delta f \sigma_\tau)^2}, \quad (6.7) \]

where \( \rho(\Delta t, \Delta f) \) denotes the time and frequency correlation coefficient of the narrow-band channel gain, \( \Delta t \) denotes the time difference, \( \Delta f \) denotes the frequency difference, and \( \sigma_\tau \) denotes the channel delay spread.
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Detailed definitions regarding the state equation are given below:

\[
G(t) = E_I, \quad (6.8)
\]

\[
W = 2l^2 (1 - \rho(\Delta t = 1dt, \Delta f = 0)) E_I, \quad (6.9)
\]

\[
\rho(\Delta t, \Delta f = 0) = J_0(2\pi f_D \Delta t), \quad (6.10)
\]

where \(l^2\) denotes the average power of the narrow-band channel gain for each pilot subcarrier, \(J_0\) represents Bessel functions of the first kind of order zero [6.9], and \(f_D\) denotes the channel maximum Doppler frequency.

Thus, the Kalman filter algorithm in Algorithm 2.1 is applied to the above linear Gaussian state-space model.

6.2.1.2 Wiener Filter

The formulation of the Wiener filter is based on [6.8, eq. (41)]:

\[
\hat{H} = \left[ \hat{h}(t - L)^T, \ldots, \hat{h}(t)^T, \ldots, \hat{h}(t + L)^T \right]^T,
\]

\[
= \Omega_{lf} \left( \Omega_{lf} + \frac{\beta}{\text{SNR}} E_I \right)^{-1} \hat{H}_{LS}, \quad (6.11)
\]

\[
\Omega_{lf} = \begin{cases}
\Omega_t \otimes \Omega_f & \text{for upper diagonal elements of } \Omega_t, \\
\Omega_t \otimes (\Omega_f)^H & \text{otherwise},
\end{cases}
\]

\[
\left( \Omega_t \right)_{\text{row, col}} = \rho (\Delta t = |\text{col} - \text{row}|dt, \Delta f = 0), \quad (6.13)
\]

\[
\beta = E[|s_i(t)|^2] E[1/|s_i(t)|^2], \quad (6.14)
\]

\[
\hat{H}_{LS} = \left[ \hat{h}_{LS}(t - L)^T, \ldots, \hat{h}_{LS}(t)^T, \ldots, \hat{h}_{LS}(t + L)^T \right]^T, \quad (6.16)
\]

\[
\hat{h}_{LS}(t) = S(t)^{-1} y(t), \quad (6.17)
\]

where the batch time period corresponds to \(2L + 1\) symbols.

6.3 Conditions for Fair Comparison

6.3.1 Type of Estimation

When the data at the \(t\)-th symbol are estimated using the data up to the \(k\)-th symbol, the estimation is generally classified into the following three types depending on the relationship between \(t\) and \(k\):

\[
\begin{cases}
\text{Filtering} & \text{if } t = k, \\
\text{Prediction} & \text{if } t > k, \\
\text{Smoothing} & \text{if } t < k.
\end{cases}
\]
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This thesis supposes smoothing for the ease of comparison. Regarding the Wiener filter, \( \hat{\mathbf{h}}(t) \) in Section 6.2.1.2 straightforwardly corresponds to a smoothing estimator. For example, when \( L = 2 \) and \( I = 8 \), estimated pilot signals for smoothing are represented by the hatched area in Figure 6.1. The batch smoothing process in this thesis is hereafter referred to as the Wiener smoother. On the other hand, adapted to the Wiener smoother, the Kalman filter requires a backward smoothing process in addition to that in Section 6.2.1.1. When the popular Rauch-Tung-Striebel (RTS) algorithm \([6.10]\) is applied to the backward smoothing process as in Algorithm 2.2, the smoothed state (mean) in this study is expressed as

\[
\mathbf{u}(t) = \mathbf{m}(t) + \mathbf{C}(t)\mathbf{R}(t + 1)^{-1} [\mathbf{u}(t + 1) - \mathbf{a}(t + 1)].
\]

(6.18)

The sequential smoothing process in this thesis is hereafter referred to as the Kalman smoother.

6.3.2 Fixed Time Lag \( L \)

The fixed time lag, \( L \), in both the Kalman and Wiener smoothers must be specified in a practical smoothing process. Lag \( L \) should be the required minimum because sequential processing may yield cumulative error unlike batch processing. To determine this value, a computer simulation is performed using 3GPP LTE specifications with a 5 MHz bandwidth. The frequency interval between each subcarrier is 15 kHz, and the symbol length (except for the GI) corresponds to 66.7 \( \mu \)s. The fast Fourier transform (FFT) size is 512, wherein 300, 1, and 211 are the sizes for the active, direct current (DC), and guard subcarriers, respectively. The guard band is \( 5 \times (300 + 1) \times 0.015 = 0.485 \) MHz. Cell-specific reference signals (CRSs) \([6.11]\) are regarded as pilot subcarriers. Figure 6.2 shows the CRS allocation. In the figure, CRSs at timeslots 4, 11, \( \cdots \) are not used in the simulation, \( dt = 0.5 \) ms, \( df = 90 \) kHz, and a specific pseudorandom sequence for the CRSs is modulated by QPSK. Thus, \( \beta/\text{SNR} = 1/(2E_b/N_0) \)
6.3. CONDITIONS FOR FAIR COMPARISON

There are 250 data subcarriers and 50 pilot subcarriers for one symbol duration. An isolated cell and single-user environment without inter-cell interference and multiple access are assumed. Table 6.1 shows the other assumptions used for the computer simulation.

Fig 6.3 shows the impact of $L$ on the cumulative error in the Kalman smoother.
Table 6.1: Computer simulation assumptions

<table>
<thead>
<tr>
<th>Carrier frequency</th>
<th>2 GHz</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum Doppler frequency: $f_D$</td>
<td>14 Hz (i.e., 7.6 km/h)</td>
</tr>
</tbody>
</table>
| Delay profile | • 24-path exponential  
  – Delay spread: 1 µs  
  – Maximum delay: 4.7 µs (within GI) |
| Numerical computation of Kalman filter/smoother | A square root Kalman filter/smoother based on singular value decomposition [6.12] is applied to suppress the degradation in numerical accuracy. |

$f_D = 14$ Hz

Figure 6.3: Impact of $L$ on the cumulative error in Kalman smoother.
In the figure, $L$ (one slot corresponds to one $dt$) is denoted on the X-axis and the normalized mean squared error (NMSE) = $\frac{\sum_{t=0}^{L-1} E[|\hat{h}_i(t) - \tilde{h}_i(t)|^2]}{\sum_{t=0}^{L-1} E[|\hat{h}_i(t)|^2]}$ is denoted on the Y-axis. The figure shows that $L$ becomes optimal at around 20, so $L$ is set to 20 slots (i.e., 10 ms) in the following investigation. This optimal $L$ value corresponds to the time lag where the time correlation coefficient decreases from 1 to approximately 0.8 for $f_D = 14$ Hz.

6.4 Numerical Analysis

6.4.1 Performance Comparison

To compare the performance of NMSE and the bit error rate (BER), a computer simulation is performed under the same conditions as in Section 6.3.2.

6.4.1.1 NMSE Performance

Figure 6.4 shows the NMSE performance for $f_D = 14$ Hz. In the figure, $E_b/N_0$ is denoted on the X-axis and the NMSE is denoted on the Y-axis. Both the Kalman and Wiener smoothers at $L = 20$ exhibit good performance at almost the same level. However, the Wiener smoother at $L = 20$ slightly outperforms the Kalman smoother at $L = 20$. For example, at $E_b/N_0 = 0$ dB, the Wiener smoother at $L = 20$ improves the NMSE by 0.02 compared to the Kalman smoother at $L = 20$. Cumulative error in the sequential processing yields this difference. The higher $E_b/N_0$ becomes, the smaller this cumulative error becomes. Thus, at $E_b/N_0 = 20$ dB, the NMSE difference decreases to the negligible value of 0.0003.

The other performance levels such as the least-squares (LS) estimator, $y_i(t)/s_i(t)$, Wiener smoother at $L = 0$, and the Kalman filter are also plotted in Figure 6.4 for deeper understanding. The LS estimator and Wiener smoother at $L = 0$ estimate a fading channel using not past and future information but current information only. The Wiener smoother at $L = 0$ further considers frequency correlation and outperforms the LS estimator. The Kalman filter estimates the fading channel using past and current information considering frequency correlation. Thus, the Kalman filter outperforms the Wiener smoother at $L = 0$. The Kalman and Wiener smoothers at $L = 20$ estimate the fading channel using all the past, current, and relative future information considering frequency correlation. Thus, the Kalman and Wiener smoothers at $L = 20$ outperform the Kalman filter. As a result, the more information that is used for the estimation, the higher the level of performance that can be archived essentially.
6.4.1.2 BER Performance

Figure 6.4 shows the BER performance for $f_D = 14$ Hz using the data subcarrier assumptions given in Table 6.2.
6.4. NUMERICAL ANALYSIS

Table 6.2: Data subcarrier assumptions

<table>
<thead>
<tr>
<th>Modulation</th>
<th>QPSK</th>
</tr>
</thead>
</table>
| Interpolation of channel estimator | • Frequency domain: Linear insertion  
  • Time domain: The nearest neighbor |
| Equalization             | • Zero forcing (ZF) [6.13] for LS channel estimator $y_i(t)/s_i(t)$  
  • Minimum Mean Squared Error (MMSE) [6.13] for the other channel estimators |
| Channel coding           | • Convolutional codes  
  – Rate: 1/2  
  – Constraint length: 7 |
| Channel decoding         | Soft-decision Viterbi algorithm |
| Interleaving             | • Random interleaver  
  – Unit: Symbol-by-symbol  
  – Depth: 5 Resource blocks (RBs) [6.11], which corresponds to 400 symbols |

![Figure 6.5: BER performance.](image_url)
The BER and $E_b/N_0$ are denoted on the Y-axis and X-axis, respectively. The BER performance improves in the same order as the NMSE performance in Figure 6.4. Both the Kalman and Wiener smoothers at $L = 20$ exhibit almost the same performance close to Lower Bound 1. However, the Wiener smoother at $L = 20$ slightly outperforms the Kalman smoother at $L = 20$ due to the avoidance of cumulative error in the sequential processing. For example, at the BER of $10^{-4}$, the Wiener smoother at $L = 20$ improves the coding gain by 0.8 dB compared to the Kalman smoother at $L = 20$.

6.4.2 Complexity Comparison

Complexity in this thesis refers to the number of multiplications and divisions occurring during the smoothing process which estimates the pilot signals at the $t$-th symbol. We assume pure matrix operations, and that the complexities of the inverse matrix derivation and Cholesky factorization are $I^3$ and $I^3/6$, respectively. In addition, we assume that the time and frequency correlation coefficients have been calculated in advance. Table 6.3 gives the complexity for the matrices prepared before the smoothing process. Note that $\mathcal{O}(1)$ complexity such as the setting of $V$ and $W$ is omitted from Table 6.3 because it has negligible impact. Table 6.4 also gives the complexity for the smoothing process itself. According to Tables 6.3 and 6.4, the complexity for the Kalman smoother is $\text{[Preparation of } F(t)] + (2L + 1)[\text{Kalman filter for 1 step}] + L[\text{RTS algorithm for 1 step}] + \text{[Derivation of } \tilde{h}(t) \text{ from state for the } t\text{-th symbol}] = (12L + 5 + 1/6)I^3 + (7L + 4)I^2$, and that for the Wiener smoother is $\text{[Preparation of } \Omega_{tf}] + \text{[Wiener smoother]} = 2(2L + 1)^3I^3 + (2L + 1)^2I^2 + 2(2L + 1)I$. Thus, the complexity for the Kalman smoother is always lower than that for the Wiener smoother for any integer $L \geq 0$ and $I \geq 1$. The major reason for this result depends on the presence or absence of a large matrix operation. In particular, the coefficient of $I^3$ for the Wiener smoother reaches $\mathcal{O}(L^3)$, while that for the Kalman smoother remains at $\mathcal{O}(L)$. According to this fact, the longer $L$ becomes, the higher the complexity ratio of the Wiener smoother to the Kalman smoother becomes. For example, the ratio reaches 556 for $L = 20$ and $I = 50$.

<table>
<thead>
<tr>
<th>Complexity</th>
<th>Note</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F(t)$</td>
<td>$(2L + 1)I^2 + I^3/6$</td>
</tr>
<tr>
<td>$\Omega_{tf}$</td>
<td>$(2L + 1)I$</td>
</tr>
</tbody>
</table>
### Table 6.4: Complexity for smoothing process

<table>
<thead>
<tr>
<th>Method</th>
<th>Complexity</th>
<th>Note</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kalman filter</td>
<td>$5I^3 + 2I^2$ (for 1 step)</td>
<td>Refer to Table 1 in [6.5]</td>
</tr>
<tr>
<td>RTS algorithm</td>
<td>$I^3 + I^3 + I^2$ (for 1 step)</td>
<td>Refer to Equation (6.18)</td>
</tr>
<tr>
<td>Derivation of $\hat{h}(t)$ from state</td>
<td>$I^2$ (for the $t$-th symbol)</td>
<td>Refer to Equation (6.3)</td>
</tr>
<tr>
<td>Wiener smoother</td>
<td>$2((2L + 1)I)^3 + ((2L + 1)I)^2 + (2L + 1)I$</td>
<td>Refer to Equation (6.12)</td>
</tr>
</tbody>
</table>

### 6.5 Summary

This chapter compared the Kalman smoother to the Wiener smoother for stationary processes in terms of practical OFDM channel estimation on the receiver side. These two methods are theoretically equivalent but practically different. First, the conditions for fair comparison were discussed. Regarding the smoothing process, the fixed time lag should be set to the required minimum, because sequential processing yields cumulative error. The optimal value corresponds to the time lag where the time correlation coefficient decreases from 1 to approximately 0.8 for $f_D = 14$ Hz. The results of numerical analysis lead to the following conclusions.

- **Performance (NMSE and BER):** Both the Kalman and Wiener smoothers exhibit almost the same good performance levels. However, the Wiener smoother slightly outperforms the Kalman smoother because it avoids cumulative error in the sequential processing. The NMSE and coding gain improvements using the Wiener smoother reach, at most, 0.02 and 0.8 dB, respectively, compared to those for the Kalman smoother.

- **Complexity:** Regarding the number of multiplications and divisions occurring during the smoothing process which estimates the pilot signals at some symbols, the complexity of the Kalman smoother is always lower than that for the Wiener smoother because there is no large matrix operation. For example, the complexity ratio of the Wiener smoother to the Kalman smoother reaches 556 for $L = 20$ and $I = 50$.

According to the above, we recognize that the Kalman and Wiener smoothers for stationary processes have different advantages; the Kalman filter has a lower complexity level whereas the Wiener filter yields better performance. Note that the performance of the Wiener filter for non-stationary processes degrades compared with that for stationary processes; thus, the performance advantage of the Wiener filter is limited to stationary processes.
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Chapter 7

Conclusions

For contributing to the significantly growing mobile communication field, this study investigated a method for wireless OFDM channel estimation that uses a stochastic approach to improve channel estimation accuracy and clarify characteristics based on estimation processing.

Chapter 1 presents an introduction of this study, including a general background, purpose, and structure.

Chapter 2 provides the preliminary background of the study, including investigation assumptions, the formulation in OFDM transmission, and the fundamentals of stochastic filtering.

Chapter 3 proposes a novel scheme for sequential OFDM channel estimation; it comprises two methods: Method 1, which improves estimation accuracy, and Method 2, which reduces computational complexity. Method 1 appropriately considers frequency correlation based on a state-space model. Hyperparameters in the state-space model are specified by the ML method, assuming these hyperparameters do not change during a short training period before channel estimation; the ML specification error does not have a dominant influence on performance. Method 2 is based on Method 1 and forces the observation matrix into a sparse bidiagonal matrix. The effect of the proposed scheme is confirmed on the basis of numerical analysis that assumes CRSs in 3GPP LTE as pilot subcarriers. The results of that analysis lead to the following conclusions regarding performance:

- **NMSE**
  - The NMSE is improved in order of the LS estimator $y_i(t)/s_i(t)$, the conventional Kalman filter (which does not consider frequency correlation), Method 2, and Method 1.
  - NMSE improvements reach, at most, about 50% compared with the conventional Kalman filter.
CHAPTER 7. CONCLUSIONS

– The lower the $E_b/N_0$ value becomes, the more effective the proposed methods are at improving the NMSE.

**• BER**

– The BER is improved in the same order as the NMSE.
– Coding gain improvements reach, at most, about 1 dB compared with the conventional Kalman filter.
– The condition where the proposed methods are effective, compared with the conventional Kalman filter, is when there is a small frequency interval, $df$, between adjacent pilot subcarriers (which is equivalent to a small channel delay spread, $\sigma_z$). When $df$ is reduced to half, coding gain improvements with true hyperparameters reach, at most, about 3 dB compared with the conventional Kalman filter and the BER performance is closer to the lower bound.

**• Computational complexity**

– The proposed methods’ complexity is higher than that of the conventional Kalman filter.
– Method 2 reduces complexity by about 50% compared with Method 1 and suppresses increased complexity up to a few percents compared with the conventional Kalman filter.

Thus, the proposed scheme improves channel estimation accuracy and reduces computational complexity.

Chapter 4 investigates a real-time joint channel and hyperparameter estimation method for OFDM mobile communications. To estimate the channel frequency response of the pilot subcarrier and its fixed hyperparameters (such as channel statistics), the method adopts LWF, a modern and effective technique based on the state-space model and sequential Monte Carlo method. For the first time, to our knowledge, we demonstrate biased hyperparameter estimation using the conventional LWF and show that bias results from poor likelihood estimation caused by overfitting in noisy environments. This problem, which cannot be overcome by conventional smoothing techniques, is here corrected by a novel method that modifies the conventional LWF and regularizes the likelihood using a Kalman smoother. The effectiveness of the proposed method is confirmed in numerical analyses assuming CRSs in 3GPP LTE as pilot subcarriers. The following conclusions were drawn. First, when the hyperparameter $f_D$ is unknown, the NMSE and BER of conventional RB-LWF are acceptable, but the proposed RB-LWS outperforms the RB-LWF and LS, and achieves good performance near the lower bound. Regarding the BER performance, the proposed method improves the coding gain to RB-LWF and
LS by approximately 1 and 3 dB at most, respectively. Second, when two hyperparameters ($f_D$ and $\sigma_t$) are unknown, LS sometimes outperforms the conventional RB-LWF, because of hyperparameter estimation failure in the latter method. The proposed RB-LWS overcomes this problem by avoiding such failures. We emphasize that joint channel and multiple hyperparameters estimation is much more difficult than single hyperparameter case. The proposed RB-LWS outperforms the RB-LWF and LS, and achieves good performance near the lower bound. Regarding the BER performance, the proposed method improves the coding gain to RB-LWF and LS by approximately 10 and 3 dB at most, respectively. Clearly, the proposed method offers higher channel and hyperparameter estimation accuracy than the conventional RB-LWF.

Chapter 5 investigated a method for detecting abrupt changes in the channel statistics to maintain accurate channel estimation. The proposed novel detection method relies on the state-space model and makes use of the Kalman filter. The effectiveness of the proposed method is verified based on computer simulation using the delay spread as the channel statistics. The proposed method basically detects abrupt changes through extreme and moderate changes in delay spread, while the detection threshold is a tuning matter. We also confirmed that the greater the deviation between delay spreads and the higher the $E_b/N_0$ value, the easier the detection.

Chapter 6 compared the Kalman smoother to the Wiener smoother for stationary processes in terms of practical OFDM channel estimation. These two methods are theoretically equivalent but practically different. First, the conditions for fair comparison were discussed. Regarding the smoothing process, the fixed time lag should be set to the required minimum, because sequential processing yields cumulative error. The optimal value corresponds to the time lag where the time correlation coefficient decreases from 1 to approximately 0.8 for $f_D = 14$ Hz. The results of numerical analysis lead to the following conclusions.

- **Performance (NMSE and BER):** Both the Kalman and Wiener smoothers exhibit almost the same good performance levels. However, the Wiener smoother slightly outperforms the Kalman smoother because it avoids cumulative error in the sequential processing. The NMSE and coding gain improvements using the Wiener smoother reach, at most, 0.02 and 0.8 dB, respectively, compared to those for the Kalman smoother.

- **Complexity:** Regarding the number of multiplications and divisions occurring during the smoothing process which estimates the pilot signals at some symbols, the complexity of the Kalman smoother is always lower than that for the Wiener smoother because there is no large matrix operation. For example, the complexity ratio of the
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Wiener smoother to the Kalman smoother reaches 556 for $L = 20$ and $I = 50$.

According to the above, we recognize that the Kalman and Wiener smoothers for stationary processes have different advantages; the Kalman filter has a lower complexity level whereas the Wiener filter yields better performance. Note that the performance of the Wiener filter for non-stationary processes degrades compared with that for stationary processes; thus, the performance advantage of the Wiener filter is limited to stationary processes.

Mobile communication researchers have recognized the importance of channel statistics in channel estimation for broadband wireless transmission. However, channel statistics are not appropriately considered, assumed to be known or extractable by other methods. Our precise and pragmatic proposal methods should considerably improve the quality of mobile communications. Moreover, our proposal is mathematically formulated and is applicable to not only wireless technology but also related areas such as artificial intelligence and econometrics.

Multiple-input multiple-output (MIMO [7.1, 7.2])-OFDM schemes are nowadays state of the art for modern communication systems. The space correlation as well as time and frequency correlation should be considered for single-user MIMO-OFDM channel estimation [7.3]. From point of view of multi-user MIMO-OFDM channel estimation, precoding is required in the downlink process to eliminate inter-user interference, and channel prediction based on the estimator obtained at the base station is important [7.4]. Relevant extensions to MIMO systems will be examined in future work.
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Appendix A

Derivation of Covariance $W$ in State Noise

From Equation (3.5), $W = Var[w(t)] = Var[\theta(t) - \theta(t - 1)]$. $\theta(t)$ has no frequency correlation from its definition, so $W$ becomes a diagonal matrix. Furthermore, the WSSUS condition results in all diagonal elements of $W$ to be the same. When $\theta_i(t)$ denotes the $i$-th element of $\theta(t)$, the diagonal value is as follows:

$$Var[\theta_i(t) - \theta_i(t - 1)] = E[(\theta_i(t) - \theta_i(t - 1)) - (0 - 0)]$$

$$\cdot [(\theta_i(t) - \theta_i(t - 1)) - (0 - 0)]^*$$

$$= E[(\theta_i(t) - \theta_i(t - 1))(\theta_i^*(t) - \theta_i^*(t - 1))]$$

$$= E[\theta_i(t)\theta_i^*(t)] + E[\theta_i(t - 1)\theta_i^*(t - 1)]$$

$$- E[\theta_i(t)\theta_i^*(t - 1)] - E[\theta_i(t - 1)\theta_i^*(t)]$$  \hspace{1cm} (A.1a)

where, by the WSSUS condition,

$$= 2E[\theta_i(t)\theta_i^*(t)] - 2E[\theta_i(t)\theta_i^*(t - 1)]$$  \hspace{1cm} (A.1b)

where, by definition,

$$= 2l^2 - 2l^2\rho(\Delta t = 1dt, \Delta f = 0)$$

$$= 2l^2(1 - \rho(\Delta t = 1dt, \Delta f = 0))$$  \hspace{1cm} (A.1c)

Thus, $W = 2l^2 (1 - \rho(\Delta t = 1dt, \Delta f = 0)) E_I$. 
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Appendix B

Kalman Filter: Another Representation for Complexity Investigation

To aid in the complexity investigation, in Chapter 3, Kalman filter update process at the \( t \)-th symbol in Algorithm 2.1 is slightly modified for avoiding redundant calculation:

- One-step-ahead prediction of state
  (Mean) \( a(t) \leftarrow G(t)m(t - 1) \)
  (Variance) \( R(t) \leftarrow G(t)C(t - 1)G(t)^H + W \)

- One-step-ahead prediction of observation
  (Variance) \( q(t) \leftarrow R(t)F(t)^H \) \( Q(t) \leftarrow F(t)q(t) + V \)

- Kalman gain
  \( K(t) \leftarrow q(t)Q(t)^{-1} \)

- Filtered state
  (Mean) \( m(t) \leftarrow a(t) + K(t)[y(t) - F(t)a(t)] \)
  (Variance) \( C(t) \leftarrow R(t) - K(t)q(t)^H \)

, being Hermitian \( R(t) \).
Appendix C

How to Derive the Nearest Positive Definite Matrix for a Forced Tridiagonal Correlation Matrix

As mentioned in Section 3.4.2, several approaches were proposed for deriving the nearest positive definite matrix; however, this thesis proposes an analytical approach, making use of the tridiagonal feature. Here, the individual conditions for the positive definite matrix or the nearest matrix are first discussed and then their simultaneous conditions are considered.

For any Hermitian matrix, its positive definiteness is equivalent to the condition where its eigenvalues are all positive, so if all eigenvalues are obtained, the condition for positive definiteness is clear. The eigenvalue of a general matrix whose order is five and more cannot be obtained analytically [C.1]. However, all eigenvalues of a tridiagonal correlation matrix can be obtained analytically even in an arbitrary order. When the tridiagonal correlation matrix whose order is $I$ is expressed as Equation (C.1), its eigenvalues are obtained as Equation (C.2). This derivation can be shown, for example, through the fact that the characteristic polynomial of Equation (C.1) becomes the Chebyshev polynomials of the second kind [C.2] using cofactor expansion.

\[
\begin{bmatrix}
1 & g \\
g^* & 1 & g \\
& g^* & 1 & \ddots \\
& & \ddots & \ddots & g \\
& & & g^* & 1
\end{bmatrix}, \tag{C.1}
\]

where $g$ is a frequency correlation coefficient between adjacent pilot sub-
APPENDIX C. HOW TO DERIVE THE NEAREST POSITIVE DEFINITE MATRIX FOR A FORCED TRIDIAGONAL CORRELATION MATRIX

carriers.

\[ 1 - 2|g| \cos \left( \frac{i + 1}{I + 1} \pi \right), \quad (C.2) \]

where \( i = 0, \ldots, I - 1 \).

Assuming Equation (C.2) is positive, the condition for positive definiteness is

\[ |g| < \frac{1}{2 \cos (\pi / (I + 1))}. \quad (C.3) \]

On the other hand, the nearest matrix is defined here as the closest matrix from the viewpoint of its Frobenius norm, according to [C.3]. For matrix Equation (C.1), the condition for the nearest matrix corresponds to that where value \( |g| \) is the closest to the original value.

From the above, how to derive the nearest positive definite matrix for the forced tridiagonal correlation matrix defined in Equation (C.1) is as follows:

- When Equation (C.3) is satisfied (positive definiteness is already satisfied), \( g \) is not changed.

- Otherwise, \( g \) should be changed to \((\frac{1}{2 \cos (\pi / (I + 1))} - \epsilon) \exp \{ j \arg (g) \}\) (where \( \epsilon \) denotes a very small numerical value, such as a machine epsilon [C.4]).
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Appendix D

RB-APF

Algorithm D.1 summarizes the recursion process of RB-APF at the $t$-th symbol. The target distribution is the filtered distribution $p(\psi(t) \mid y(1:t))$. 
Algorithm D.1 RB-APF

0. Filtered state at the $t-1$-th symbol:
\[
\left\{ \text{Realization } \psi(t-1)^{(n)}, m(t-1)^{(n)}, C(t-1)^{(n)}, \text{Weight } \omega(t-1)^{(n)} \right\}_{n=1}^N
\]

1. Update process at the $t$-th symbol
   - Resampling
     
     Draw auxiliary index $k_n$ from a set $\{1, \ldots, N\}$ with $P(k_n = n) \propto \omega(t-1)^{(n)} \mathcal{P}(y(t) | y(1:t-1), \hat{\psi}(t)^{(n)})$, where
     
     - $\hat{\psi}(t)^{(n)} = E[\psi(t) | \psi(t-1)^{(n)}]$,
     - $p \left( y(t) | y(1:t-1), \hat{\psi}(t)^{(n)} \right)$ is equal to
     
     \[
     \mathcal{L} \{ \text{hyp} = \hat{\psi}(t)^{(n)}, \text{pri} = \{ m(t-1)^{(n)}, C(t-1)^{(n)} \}, \text{dat} = y(t) \}.
     \]

   - for $n = 1$ to $N$ do
     - a1. Realization (for non-linear and non-Gaussian part)
       
       Draw $\psi(t)^{(n)}$ from
       
       transition distribution $p \left( \psi(t) | \psi(t-1)^{(k_n)} \right)$.

     - a2. Realization (for linear and Gaussian part)
       
       Derive $\left\{ m(t)^{(n)}, C(t)^{(n)} \right\}$ via $K_f \left\{ \text{hyp} = \psi(t)^{(n)}, \text{pri} = \{ m(t-1)^{(k_n)}, C(t-1)^{(k_n)} \}, \text{dat} = y(t) \right\}$.

   - b. Weight
     
     \[
     \omega(t)^{(n)} \leftarrow \frac{p \left( y(t) | y(1:t-1), \psi(t)^{(n)} \right)}{p \left( y(t) | y(1:t-1), \psi(t)^{(k_n)} \right)}, \text{ where}
     \]

     - $p \left( y(t) | y(1:t-1), \psi(t)^{(n)} \right)$ is equal to
     
     \[
     \mathcal{L} \{ \text{hyp} = \psi(t)^{(n)}, \text{pri} = \{ m(t-1)^{(k_n)}, C(t-1)^{(k_n)} \}, \text{dat} = y(t) \}.
     \]

   end for

   - Normalization of the weights: $\omega(t)^{(n)} \leftarrow \frac{\omega(t)^{(n)}}{\sum_{n=1}^N \omega(t)^{(n)}}$.

2. Filtered state at the $t$-th symbol:
\[
\left\{ \text{Realization } \psi(t)^{(n)}, m(t)^{(n)}, C(t)^{(n)}, \text{Weight } \omega(t)^{(n)} \right\}_{n=1}^N
\]
Appendix E

RB-APF with the Kernel Smoothing Technique

Algorithm E.1 summarizes the recursion process of RB-APF with the kernel smoothing technique at the $t$-th symbol. The target distribution is the filtered distribution $p(\psi(t) \mid y(1:t))$. 
Algorithm E.1 RB-APF with the kernel smoothing technique

0. Filtered state at the \( t-1 \)-th symbol:
\[
\begin{aligned}
\{\text{Realization } \psi(t-1)^{(n)}, \, m(t-1)^{(n)}, \, C(t-1)^{(n)}, \, \text{Weight } \omega(t-1)^{(n)}\}_{n=1}^N
\end{aligned}
\]

1. Update process at the \( t \)-th symbol
   - **Artificial moving average for hyperparameters**
     \[
     \mu^{(n)} \leftarrow a\psi(t-1)^{(n)} + (1-a)E_{\omega(t-1)^{(n)}}[\psi(t-1)^{(n)}],
     \]
     \[
     \Gamma \leftarrow (1-a^2)\text{Var}_{\omega(t-1)^{(n)}}[\psi(t-1)^{(n)}].
     \]
   - **Resampling**
     Draw auxiliary index \( k_n \) from a set \( \{1, \ldots, N\} \) with \( P(k_n = n) \propto \omega(t-1)^{(n)} \) \( p \left( y(t) \mid y(1:t-1), \psi(t)^{(n)} \right) \), where
     - \( \psi(t)^{(n)} = \mu^{(n)} \),
     - \( p \left( y(t) \mid y(1:t-1), \psi(t)^{(n)} \right) \) is equal to
     \[
     \mathcal{L}\{\text{hyp=}\psi(t)^{(n)}, \, \text{pri=}\{m(t-1)^{(n)}, C(t-1)^{(n)}\}, \, \text{dat=}y(t)\}.
     \]
   - **for** \( n = 1 \text{ to } N \) **do**
     a-1. **Realization** (for nonlinear and non-Gaussian part)
     Draw \( \psi(t)^{(n)} \) from
     continuous distribution \( \left(\text{Mean}=\mu^{(k_n)}, \text{Variance}=\Gamma\right) \).
     a-2. **Realization** (for linear and Gaussian part)
     Derive \( \left\{m(t)^{(n)}, C(t)^{(n)}\right\} \) via \( KF \left(\text{hyp=}\psi(t)^{(n)}, \, \text{pri=}\{m(t-1)^{(k_n)}, C(t-1)^{(k_n)}\}, \, \text{dat=}y(t)\right) \).
   b. **Weight**
     \[
     \omega(t)^{(n)} \leftarrow \frac{p \left( y(t) \mid y(1:t-1), \psi(t)^{(n)} \right)}{p \left( y(t) \mid y(1:t-1), \psi(t)^{(k_n)} \right)}, \text{ where}
     \]
     - \( p \left( y(t) \mid y(1:t-1), \psi(t)^{(n)} \right) \) is equal to
     \[
     \mathcal{L}\{\text{hyp=}\psi(t)^{(n)}, \, \text{pri=}\{m(t-1)^{(k_n)}, C(t-1)^{(k_n)}\}, \, \text{dat=}y(t)\}.
     \]
   end for
   - **Normalization of the weights**: \( \omega(t)^{(n)} \leftarrow \frac{\omega(t)^{(n)}}{\sum_{n=1}^N \omega(t)^{(n)}} \).

2. Filtered state at the \( t \)-th symbol:
\[
\begin{aligned}
\{\text{Realization } \psi(t)^{(n)}, m(t)^{(n)}, C(t)^{(n)}, \, \text{Weight } \omega(t)^{(n)}\}_{n=1}^N
\end{aligned}
\]
Appendix F

Throughput Efficiency

When a pure selective repeat type of automatic repeat request (ARQ) is applied, the throughput efficiency is expressed as $1 - \text{packet error rate}$ [F.1]. Assuming the coding block in Table 4.3 to be a packet, the throughput efficiency performances are shown in Figures F.1 and F.2. In the figures, the Upper Bound 0 and 1 correspond to the Lower bound 0 and 1 in Section 4.5, respectively.
Figure F.1: Throughput efficiency with $f_D = 28$ Hz (top) and 140 Hz (bottom) in case of a single unknown hyperparameter.
Figure F.2: Throughput efficiency with $f_D = 28$ Hz (top) and 140 Hz (bottom) in case of two unknown hyperparameters.
APPENDIX F. THROUGHPUT EFFICIENCY
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