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Abstract

Line detection is an important problem in computer vision, graphics and autonomous robot navigation. Lines detected using a laser range sensor (LRS) mounted on a robot can be used as features to build a map of the environment, and later to localize the robot in the map, in a process known as Simultaneous Localization and Mapping (SLAM). We propose an efficient algorithm for line detection from LRS data using a novel hopping-points Singular Value Decomposition (SVD) and Hough transform-based algorithm, in which SVD is applied to intermittent LRS points to accelerate the algorithm. A reverse-hop mechanism ensures that the end points of the line segments are accurately extracted. Line segments extracted from the proposed algorithm are used to form a map and, subsequently, LRS data points are matched with the line segments to localize the robot. The proposed algorithm eliminates the drawbacks of point-based matching algorithms like the Iterative Closest Points (ICP) algorithm, the performance of which degrades with an increasing number of points. We tested the proposed algorithm for mapping and localization in both simulated and real environments, and found it to detect lines accurately and build maps with good self-localization.
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1. Introduction

Simultaneous Localization and Mapping (SLAM) is an indispensable component of any autonomous robot which deals with making a map of its surroundings and localizing itself in the map at the same time. The robot perceives the exterior environment from sensors such as a laser range sensor (LRS), RGB-camera, stereo camera, inertial sensors, GPS, etc. The robot has wheel encoders which give estimates about how much the robot has moved in the environment. These errors accumulate over time as the robot moves in the environment. Hence, a robot must incrementally build the
map and keep on correcting both the map and its position at each step. Various approaches to solve this problem have been proposed and the earliest work can be found in the works of Smith et al. [1]. Probabilistic approaches including Extended Kalman Filter (EKF) SLAM have been proposed in [2], which uses particle filters. Similar approaches using different sensors like cameras [3] and depth sensors [4] have also been proposed.

In most of the approaches used to solve SLAM, a robot needs to match its current data with the previously saved map data to estimate its position and then apply correction. Matching can either be point-based or feature-based. In the former, feature points obtained from sensors such as LRS are directly matched, such as in [5, 6, 7]. One of the most common point-matching algorithms is ICP (Iterative Closest Point) [8]. ICP is a classical rigid-point set registration algorithm, and many variants of ICP have been proposed in [9, 10, 11, 12]. When given two point clouds, ICP algorithm tries to iteratively minimize the least square difference between them to determine rotation and translation. A major drawback of ICP is that it is computationally complex and the performance deteriorates for large number of points. ICP has a computational complexity of $O(m^2n^2)$ [13], where $m$ and $n$ are the number of points in the two point sets in a $d$ dimensional space. Faster variants of ICP which employ KD-tree [14], such as [15], have also been proposed and accelerating ICP is an active area of research.

On the other hand, feature-based matching utilizes map features like line segments, corners, colour histogram information, scale invariant features (SIFT) [16] and others to match the sensor data. Compared to point-based matching, feature-based mapping systems generally require less memory, are relatively computationally efficient, and have been extensively utilized in SLAM. For distance sensors such as LRS, line segment-based SLAM has been studied extensively, employing line extraction algorithms such as Split and Merge [17] and incremental [18] algorithms. Among these, some of the most prominent algorithms for line extraction are Hough transform [19, 20, 21] and RANSAC [22]. Other techniques include the Expectation-Maximization algorithm [23, 24], line regression [25], and clustering-based line map generation [26, 27, 28]. Mapping based on line segments have also been reported in [29, 30, 31]. Line-segment extraction and its integration in particle filter SLAM has been proposed in [32, 33]. A good summary of various line-extraction techniques can be found in [34].

This paper proposes a novel line detection algorithm using SVD and Hough transform with good computational efficiency. In order to speed up the line extraction process, we propose a hopping mechanism in which SVD is applied to intermittent points. A reverse hop mechanism ensures that the end points of each line segment are accurately extracted. Moreover, the line extraction algorithm is integrated in a SLAM framework and the map comprising the extracted lines are used to match the current LRS data for efficient localization.

This paper is structured as follows: Section 2 explains the problem of straight-line detection from LRS data using Hough transform. Section 3 explains incorporating SVD in the equations of Hough transform to accurately detect lines. The forward and reverse hopping scheme to accelerate the algorithm are explained in Section 3.3. The proposed line extraction algorithm is integrated into SLAM and explained in Section 4. Mapping is explained in Section 4.1 and localization in Section 4.2. Results are discussed in Section 5. Section 5.1 discusses the simulation results, and Section 5.2 shows the results of the experiments in a real environment. Finally, Section 6 concludes the paper.

2. Straight-Line Detection from LRS data with Hough Transform

A typical indoor environment of a building is shown in Fig. 1. It consists of straight passages which are diverting and opening in both left and right directions. A robot with an LRS sensor mounted on it moves through the passage and the sensor records the points on the edges of the walls of the environment, which have been indicated by heavy black lines. How far an LRS can detect these points depends on the specifications of the sensor. In general, every LRS sensor is characterized by a maximum detection distance $d_{max}$, the minimum detection distance $d_{min}$, the maximum scan angle $\theta_{max}$ and the minimum scan angle $\theta_{min}$. The centre of the scan angle is, therefore, $\theta_{center} = (\theta_{min} + \theta_{max})/2$. We set this centre on the coordinate system O-XY with the absolute rotating angle $\phi_k$. This is shown in Fig.2 which represents the $k$th scan step. In Fig.2, o-xy is a local coordinate system fixed on the LRS and the $y$-axis agrees with $\theta_{center}$.

![Figure 1. Environment for simulation](image-url)
As shown in Fig. 2, LRS outputs a point \( p_k(j) \) at the \( j \)th scan at an angle \( \theta_k(j) \) \( (1 \leq j \leq N) \) measured from the \( x \)-axis. Here, the number \( N \) is the resolution with respect to the angle of scanning. Figure 3 shows the LRS output at position \( X_k = 1 \) m, \( Y_k = 1 \) m, and angle \( \phi_k = 20 \text{ deg} \) in the map shown in Fig. 1.

The position of the detected wall is indicated by the heavy line in Fig. 2 and is expressed as,

\[
p_k(j) = \begin{bmatrix} p_{x_k}(j) \\ p_{y_k}(j) \end{bmatrix} = \begin{bmatrix} d(j) \cos(\theta(j)) \\ d(j) \sin(\theta(j)) \end{bmatrix}
\] (1)

on the coordinate system \( o-xy \).

The vector \( p_k(j) \) \( (1 \leq j \leq N) \) represents the \( N \) number of points on the coordinate system \( o-xy \). We can apply Hough transform [35] to detect a straight line from the measured \( N \) points.

The Hough transform of the \( j \)th point \( (p_{x_k}(j), p_{y_k}(j)) \) is expressed as,

\[
\rho(\theta) = p_{x_k}(j) \cos(\theta) + p_{y_k}(j) \sin(\theta).
\] (2)

Hough transform changes the points from Cartesian \((x,y)\) space to \((\rho,\theta)\) space. It can be seen that the value of \( \rho \) is a function of \( \theta \) and, hence, Hough transform on a set of points which lie on the same line intersect at a common point in the \((\rho,\theta)\) accumulator space. Hough transform employs a voting scheme and the point \((\rho,\theta)\) with the maximum number of votes is the point which corresponds to the straight line passing through the points.

If the sensor is accurate without any errors, and there is no noise, then all the points on the line will intersect at exactly the same point (with maximum votes) in the \((\rho,\theta)\) accumulator space. However, non-linear points, or linear points in the presence of sensor and environmental noise, do not intersect at a single \((\rho,\theta)\) point, and multiple points with the same maximum votes may be generated. In order to extract the lines, we have to estimate \((\rho,\theta)\) points with maximum votes. Hence, when \( N \) measured points make multiple lines, a two-dimensional search is required in the \( \theta \) and \( \rho \) plane, which is computationally expensive.

3. SVD-Based Line Detection Algorithm

This section describes the proposed algorithm for detecting straight line segments using SVD and Hough transform.

3.1 Straight line detection with SVD

We can re-write the equation of Hough transform (2) as,

\[
(p_{x_k}(j) \cos(\theta) + p_{y_k}(j) \sin(\theta) - \rho(\theta) = 0.
\] (3)

This equation can be further expressed as,

\[
[p_{x_k}(j) \quad p_{y_k}(j) \quad -1] [\cos(\theta) \quad \sin(\theta) \quad \rho(\theta)]^T = 0.
\] (4)

A regression line which starts from the \( i \)th point and comprises a total of \( l \) points is determined by the combination of \( \rho \) and \( \theta \), and satisfies the equation,

\[
A_i(\rho) X(\rho,\theta) = 0 \quad (1 \leq i \leq N - 2, \quad 3 \leq l \leq N - i + 1),
\] (5)
where

$$A_l(i) = \begin{bmatrix} p_{\alpha}(l) & p_{\beta}(l) & -1 \\ \vdots & \vdots & \vdots \\ p_{\alpha}(i+l-1) & p_{\beta}(i+l-1) & -1 \end{bmatrix}$$ \tag{6}

$$X(\rho, \theta) = \begin{bmatrix} \cos(\theta) \\ \sin(\theta) \\ \rho(\theta) \end{bmatrix}$$ \neq 0

We employ Singular Value Decomposition (SVD) to solve this equation. SVD of the matrix $A_l(i)$ is expressed as

$$A_l(i) = U S V^T,$$ \tag{7}

where $U$ and $V^T$ are the orthonormal matrices consisting of left and right singular vectors. $S$ is the diagonal matrix with singular values arranged in decreasing order along the diagonal as follows:

$$U = [u_1 \cdots u_l], \quad S = \begin{bmatrix} \text{diag}(\sigma_1, \sigma_2, \sigma_3) \\ \sigma_3 \gg \sigma_2 \gg \sigma_1 \end{bmatrix}, \quad V = [v_1, v_2, v_3].$$ \tag{8}

Here, the matrices $U$ and $V$ satisfy $U^TU=I$ and $V^TV=I$. The matrix $I$ represents the identity matrix. When the minimum singular value $\sigma_3$ is sufficiently small and has a near-zero value, the least square solution of Eq.(5) is given by the right singular vector $v_3$ corresponding to $\sigma_3$.

When a sufficiently small singular value cannot be obtained, it means that it is difficult to determine a regression line of $l$ points, starting from the $i$th point. It also implies that the coefficient of correlation of these points gives a near-zero value.

Figure 4 gives a graphical intuition of the proposed method. Points indicated by $\star$ are the points measured by LRS. The detected straight line is shown by a bold line. The $z$-axis is normal to the $x$-$y$ plane. We can interpret Eq.(3) as expressing a plane of $x=p_{\alpha}(l), y=p_{\beta}(l), z=-1$ on the coordinate system o-xyz. In the proposed method, placing the measured points $(p_{\alpha}(l), p_{\beta}(l))$ on the plane $z=-1$ by Eq.(4), singular vectors $v_1, v_2, v_3$ are derived by SVD.

A straight line is detected as a line of intersection of the plane which consists of the vectors $v_1$ and $v_2$, and the plane $z=-1$. The minimum singular value $\sigma_3$ indicates the variation in measured points along the direction of the singular vector $v_3$.

A threshold $\sigma_{Th}$ is defined for $\sigma_3$. When $\sigma_3$ is smaller than $\sigma_{Th}$, the solution $X(\rho, \theta)$ of Eq.(5) is expressed as,

$$X(\rho, \theta) = \alpha v_3,$$ \tag{9}

where $\alpha$ is an undetermined factor. Expressing the singular vector $v_3$ as,

$$v_3 = \begin{bmatrix} v_{31} \\ v_{32} \\ v_{33} \end{bmatrix},$$ \tag{10}

we get,

$$\cos(\theta) = \alpha v_{31}, \quad \sin(\theta) = \alpha v_{32}, \quad \rho = \alpha v_{33}$$ \tag{11}

from Eq.(6) and $\alpha$ is determined as,

$$\alpha = \frac{1}{\sqrt{v_{31}^2 + v_{32}^2}}$$ \tag{12}

from the relationship $\cos^2(\theta) + \sin^2(\theta)=1$. 

Figure 5. Flow chart of line-segment detection
3.2 Line-segment detection algorithm

In this subsection, we describe the entire process of line segment detection. A flow-chart of the algorithm is shown in Fig.5. The parameter \( \psi \) in Fig.5 deals with the ‘hopping’ feature of the algorithm and is explained in detail in Section 3.3. First, the algorithm is explained without the hopping feature, in which the value of \( \psi \) is set to 0 (i.e., \( l = 0 \)).

The line detection process comprises the following steps:

**Proc.1** In order to detect the \( m \)th line segment, which consists of the total \( l \) points and starts from the \( i \)th point, we set the initial parameters as, \( i = 1 \), \( l = 3 \) and \( m = 1 \). This means that the process will detect the first (\( m = 1 \)) line segment, which starts from \( i = 1 \) and has just three points initially (the number of points will increase incrementally).

**Proc.2** Since the maximum number of points in an LRS scan is \( N \), we check if \( (i + l - 1) \) is greater than \( N \). If it is greater than \( N \), it means that the algorithm has already been applied to all of the measured points, and line segments have been extracted. Therefore, we finish the line-segment detection and jump to **Proc.7**.

**Proc.3** We construct a matrix \( A(l) \) from Eq.(6), and apply SVD given by Eq.(7) to obtain the minimum singular value \( \sigma_3 \).

**Proc.4** If the minimum singular value \( \sigma_3 \) is less than \( \sigma_{\text{th}} \), the points from the \( i \)th point to the \( (i + l - 1) \)th point are estimated to form a straight line. The next \( (i + l + \psi) \)th point \( (\psi = 0) \) is checked for the non-hopping case, which consists of the total \( m \) points. If there is a point \( m \) where \( \sigma_3 \) is greater than \( \sigma_{\text{th}} \), we execute the next **Proc.5**.

**Proc.5** A value of \( \sigma_3 \) greater than \( \sigma_{\text{th}} \) means that the \( (i + l - 1) \)th point cannot be estimated on the straight line constructed by points from the \( i \)th point to the \( (i + l - 2) \)th point. A new line segment starts from this point. Hence, we first extract the \( m \)th line segment which contains the points from the \( i \)th point to the \( (i + l - 2) \)th point. We set the origin point \( P_1 = i \) and the terminal point \( Q_1 = (i + l - 2) \). The slope \( \theta_1 \) and the distance from the origin point of the line segment are determined by Eqs.(11) and (12). Hence, the \( m \)th line segment \( S_m \) is detected and stored as four parameters \( \{P_1, Q_1, \theta_1, d_1\} \).

**Proc.6** To start detecting the next line segment, segment number \( m \) is incremented by one to \( m + 1 \). The end point of the previous line segment \( (S_m) \) marks the beginning of the (\( m+1 \))th line segment and, hence, it is set to \( (i + l - 2) \). The total number of points \( l \) of the new \( (m+1) \)th line segment is initialized to three, and the line-extraction process is repeated from **Proc.2** to extract the next line segment.

**Proc.7** Short line segments are eliminated and line segments \( S_m \) are renumbered. Concretely, the total number of points of the detected line segment \( S_m \) is calculated as \( (l_m - Q_m + 1) \) points. Only longer line segments \( S_m \) which contain more than \( L_{\text{th}} \) points are kept. Here, \( L_{\text{th}} \) is a pre-determined threshold which controls the length of the lines to be detected. Since some shorter line segments get deleted, the line segment number \( m \) is renumbered.

**Proc.8** All the extracted line segments \( S_m \) are outputted and the algorithm stops.

The accuracy of the line segments are determined by the threshold \( \sigma_{\text{th}} \) and \( L_{\text{th}} \) for the minimum singular value \( \sigma_3 \) and the length of the line segment. Note that if \( \sigma_{\text{th}} \) is set to an extremely small value, many short line segments will be extracted, as LRS point data contain measurement error and noise, which is not desired.

3.3 Accelerating the line detection algorithm using hopping-points SVD

In the proposed line-detection method, SVD is applied to each and every point, and the lower singular value \( (\sigma_3) \) is

![Figure 6. Explanation of hopping point SVD-based line segment detection.](image-url)

(a) No hopping with \( \psi = 0 \). SVD is applied to each and every point. (b) Line detection with \( \psi = 1 \). SVD is applied to each and every point. (c) Line detection with \( \psi = 3 \). SVD is applied after skipping three points. (d) Hopping with \( \psi = 7 \) and reverse hopping. Reverse hopping occurs at point \( s \) and the end point shown in green is accurately detected.
checked against a threshold value ($\sigma_{\text{th}}$) for each point. SVD is computationally expensive and the computational complexity of an $m \times n$ matrix is $O(mn^2)$. However, we need not apply SVD to each and every point. Instead, SVD is applied to intermittent points governed by a hopping factor $\psi$. The basic idea is that if a set of points lie on the same regression line, we can assume that the consecutive points will also lie on the same line and are skipped. However, the intermittent points are still included and SVD is applied to check if the hypothesis still holds and whether the points can still be skipped. Even after skipping $\psi$ points, $\sigma_i < \sigma_{\text{th}}$ indicates that the hypothesis holds and the skipped points also lie on the same regression line. Concretely, skipping the $i$th point means that SVD is not applied to matrix $A_i(\ell)$ in Eq.6 for the $i > 1$ points. However, in the next hop at the $j$th point $(j > i > 1)$, the matrix $A_j(\ell)$ in Eq.6 includes all the points from one to $j$. Parameter $\psi$ determines the number of points which are skipped before applying SVD.

This process is explained graphically in Fig.6. The normal SVD on every point is shown in Fig.6(a). Fig.6(b) shows SVD applied to intermittent points with $\psi = 1$, i.e., one point (shown in black) is skipped. Fig.6(c) shows the hopping mechanism with $\psi = 3$ and three points are skipped. In both Fig.6(b) and Fig.6(c), note that the constructed matrix $A_j(\ell)$ from Eq.(6) contains the information of skipped points too, and SVD is applied by Eq.(7) to obtain the minimum singular value $\sigma_j$. Skipping points accelerates the process.

A 'reverse-hop' mechanism ensures that the end points of line segments are accurately extracted. In both Fig.6(b) and Fig.6(c), the hop accurately terminates at the end-points of the line segments $S_1$ and $S_2$ (indicated by the colour green). However, this is not true in the case of Fig.6(d) with a larger value of $\psi = 7$. In Fig.6(d), $\psi = \frac{7}{3}$ represents the $i$th hop. It can be observed that in the third hop, i.e., $\psi = \frac{7}{3}$, the actual end point of the segment $S_1$ is missed, as a larger value of $\sigma_j$ will be detected at point $x$, as shown in Fig.6(d). To correct this, whenever $\sigma_j$ is detected to be greater than $\sigma_{\text{th}}$, a check is performed if the value of the hopping parameter ($\psi$) is greater than or equal to one. In that case, a 'reverse-hop' is performed and the algorithm goes back to the next point of the previous hop's initial point and $\psi$ is set to zero. A reverse-hop is shown in Fig.6(d) by the $\psi^4$, which takes it to the next point of the previous hop position. The value of $\psi$ is set to zero and, hence, no hopping is performed in $\psi^5, \psi^6$ and $\psi^7$. The condition $\sigma_j > \sigma_{\text{th}}$ is detected in $\psi^5$, and the end point of $S_j$ is correctly detected. After successfully extracting line segment $S_{\text{major}}$, the algorithm gets back to $\psi = 1$ in Proc.6, i.e., hopping is reset for the next segment.

If the time taken to compute SVD over $n$ points of a line segment is given by the function $t(n)$, the algorithm gets speeded up by a factor of,

$$\frac{\sum_{j=1}^{n} t(j)}{\sum_{j=1}^{\text{major}} t(1 + (j-1)(\psi + 1)) + \sum_{j=\text{major}+1}^{h_{\text{major}}+1} t(j)}.$$  \(13\)

where $h_{\text{major}}$ is the total number of long hops and $h_{\text{total}}$ is the total number of hops (long hops when $\psi \geq 1$ and short hops when $\psi = 0$), and is given by,

$$h_{\text{major}} = \frac{n - 1}{\psi + 1},$$

$$h_{\text{total}} = \frac{n - 1}{\psi + 1} + \left( n - 1 \right) \bmod \left( \psi + 1 \right).$$  \(14\)

Note that when $\psi = 0$, the algorithm is the same when no hopping is applied.

Setting $\psi$ to a large value might seem advantageous but it may lead to ‘overhopping’ and some shorter line-segments’ detection might be skipped. This may lead to a drop in the accuracy of the line detector, as the end points of line segments might not be detected correctly. As shown in Fig. 7(a), segment $S_3$ might be omitted in the hop $\psi^3$. Setting $\psi$ to a value less than $L_{\text{th}} / 2$ prevents the skipping of shorter segments, and the reverse-hop mechanism ensures accurate end-point detection as shown in Fig.7(b).

3.4 Comparison with Hough transform

Figure 8(a) shows a typical example of LRS data in which points are not necessarily linear due to sensor and environment noise. Figure 8(b) shows the corresponding Hough ($\rho, \theta$) space which is obtained after applying Hough transform [19, 20, 21] to the LRS data. Since the points are non-collinear, they generate multiple peaks in the ($\rho, \theta$) space with a maximum number of votes. A computationally expensive two-dimensional search is required to detect the maximum votes in Hough space. Multiple lines are
detected in Figure 8(d) using the proposed method. Regarding the execution time, Hough transform took 157.42 ms to detect the segments in Figure 8(c). On the other hand, by using the proposed method with hopping (ψ = 5), accurate line segment extraction could be done in 80.6 ms. Both computations were performed using MATLAB 7.12 (R2011a) running on a Linux machine with an Intel Core i7-4500U CPU, 1.80 GHz and 16GB RAM.

Like Hough transform, the proposed method is sensitive to outliers. RANSAC [22] gives better performance than the proposed method in the case of data with many outliers. However, RANSAC requires a large number of iterations, and requires the setting of many parameters like the minimum number of points, the threshold distance between points and fitting line and the inlier ratio, which are often problem-specific thresholds [36, 22]. In the presence of too many outliers, the proposed method can easily be combined with noise-removal techniques [37, 26] to detect line segments from LRS data.

4. Integration of the Line-extraction Algorithm into the SLAM Framework

This section explains the integration of the proposed line-extraction algorithm into the framework of simultaneous localization and mapping. As shown in Fig. 2, at the kth scan step, LRS is at the absolute attitude angle of ϕk and position (Xk, Yk). Initially, when k = 1, the position is given by X1, Y1 and ϕ1. At the kth scan step, the true values of the absolute attitude angle ϕk and position (Xk, Yk) are assumed to be unavailable. Instead, the estimated values of absolute attitude angle ̂ϕk and position ̂Xk, ̂Yk, are calculated. When the robot starts its operation, the position at the first scan step is assumed as the anchor point and both the true and estimated values are set as being equal, i.e., ̂X1 = X1, ̂Y1 = Y1, and ̂ϕ1 = ϕ1.

![Figure 8. Comparison of the proposed method with Hough transform-based line detection.](image)

(a) A typical example of LRS scan data with three line segments. (b) Hough space of the data with multiple points, with maximum votes shown in green boxes. (c) Multiple lines extracted by Hough transform. (d) Line segment detected by the proposed method. The start point and end point of each segment are shown by blue boxes and circles, respectively.

extracted corresponding to these peaks in Hough space, as shown in Figure 8(c). Applying inverse Hough transform to these (ρ, θ) pairs results in the generation of multiple lines within segments AB and CD, most of which are overlapping. The shorter segment BC is not extracted as it has fewer votes in (ρ, θ) space. In order to detect segment BC, the maximum vote value needs to be lowered. However, that results in an even larger number of shorter segments to be extracted within segments AB and CD. This has adverse effects on the robot’s localization as there are multiple lines corresponding to the same feature. In contrast, the proposed method detects the segments accurately, as shown in Figure 8(d). In the proposed method, parameter σTn governs the permissible deviation of points along a segment and Lp controls the length of the shortest segment to be detected. The shorter segment BC is also accurately

![Figure 9. Matching algorithm](image)

### 4.1 Mapping algorithm

The output data of the LRS at the kth scan step is given by p_k(j) (1 ≤ j ≤ N) of Eq.(1).
Let $\hat{V}_k$ represent the map of the surrounding environment. It consists of LRS data given by,

$$\hat{V}_k = [\hat{p}_k(1) \ \cdots \ \hat{p}_k(j) \ \cdots \ \hat{p}_k(N)].$$

(15)

where $\hat{p}_k(j)$ is the surrounding environment data obtained from the estimated position by applying coordinate transform from coordinate system o - xy fixed on the LRS to the coordinate system O - XY for the environment data $p_k(j)$. In order to carry out this transformation, the rotational transform matrix $T(\hat{\phi})$ and the parallel translation vector $\hat{X}_k$ are given as,

$$T(\hat{\phi}) = \begin{bmatrix} \cos(\hat{\phi}) & -\sin(\hat{\phi}) \\ \\ \sin(\hat{\phi}) & \cos(\hat{\phi}) \end{bmatrix}, \ \hat{X}_k = \begin{bmatrix} \hat{X}_k \\ \hat{Y}_k \end{bmatrix}.$$  

(16)

Hence, we obtain $\hat{p}_k(j)$ as,

$$\hat{p}_k(j) = \begin{bmatrix} \hat{p}_k(j) \\ \hat{p}_k(I) \end{bmatrix} = T(\hat{\phi})p_k(j) + \hat{X}_k$$

(17)

$$= \begin{bmatrix} d_k(j)\cos(\hat{\phi} + \hat{\theta}(j)) + \hat{X}_k \\ d_k(j)\sin(\hat{\phi} + \hat{\theta}(j)) + \hat{Y}_k \end{bmatrix}$$

We can represent the estimated global map ($\hat{W}_k$) made by accumulating the LRS data at $k$ scan steps as,

$$\hat{W}_k = [\hat{W}_{k-1} \ \hat{V}_k] \begin{bmatrix} \hat{w}_{k,1} \\ \hat{w}_{k,2} \\ \cdots \\ \hat{w}_{k,N_{\text{map}}} \end{bmatrix},$$

(18)

where $\hat{w}_{k,i}$ is the $i$th column vector of matrix $\hat{W}_k$, and $N_{\text{map}}$ represents the total count of points stored in $\hat{W}_k$.

At the initial condition, the estimated global map is given by $\hat{W}_1 = \hat{V}_1$. Also, at the very first scan, the true and estimated map is the same, i.e., $\hat{V}_1 = V_1$.

The robot updates the estimated global map at each scan. In order to do so, estimated values of absolute position $\hat{X}_k$, $\hat{Y}_k$ and absolute attitude angle $\hat{\phi}_k$ are necessary. The next subsection describes how to calculate $\hat{X}_k$, $\hat{Y}_k$ and $\hat{\phi}_k$.

4.2 Self-localization by matching LRS data with the estimated global map

For very short distances, the estimated value of the absolute position and absolute attitude angle of the LRS can be obtained from wheel encoders. However, for long distances, the odometry errors continue to integrate and we cannot rely on encoder data alone. Therefore, correction of the estimated values by using landmarks is necessary.

An outline of the correction of the self-localization method’s estimation value is shown in Fig.9.

After executing one LRS scan at the $k$th step, we apply the algorithm mentioned in Subsection 3.2 to the $N$ points of data $p_k(j)(1 \leq j \leq N)$ of Eq.(1). A total of $N_{\text{Seg}}$ line segments are extracted, from which the shorter segments are removed and $S_m$ line segments are stored, where $1 \leq m \leq N_{\text{Seg}}$.

In addition, the matrix, which is constructed by arranging $\Delta X_k$, $\Delta Y_k$ and $\Delta \phi_k$ of the LRS at the $k$th scan step are estimated by matching the line segments $S_m(1 \leq m \leq N_{\text{Seg}})$ to the global map $\hat{W}_{k-1}$ at the $(k-1)$ steps given by Eq.(18) as,

$$\begin{bmatrix} \hat{X}_k = \hat{X}_{k-1} + T(\hat{\phi})_{k-1} \Delta X_k(k | k-1) \\ \hat{\phi}_k = \hat{\phi}_{k-1} + \Delta \phi(k | k-1) \end{bmatrix},$$

(19)

by using the transform matrix $T(\hat{\phi}_{k-1})$ and estimated position vector $\hat{X}_{k-1}$ of Eq.(16).

Here, $\Delta X(k | k-1)$ and $\Delta \phi(k | k-1)$ represent the displacements of the position and angle of the LRS from the $(k-1)$ th to the $k$th scan step.

In order to estimate $\Delta X(k | k-1)$ and $\Delta \phi(k | k-1)$, first, the map $\hat{w}_{(k-1),i}$ on the coordinate system o - xy fixed on the LRS is obtained by applying the translational and rotational transformation as,

$$\hat{w}_{(k-1),i} = T(\hat{\phi}_{k-1})(\hat{w}_{(k-1),i} - \hat{X}_{k-1}),$$

(20)

to all points $\hat{w}_{(k-1),i}$ in the estimated global map $\hat{W}_{k-1}$ of Eq. (18).

Points $\hat{\phi}_{(k-1),i}$ within the LRS range are filtered from the map points $\hat{w}_{(k-1),i}$ and transformation of translational displacement $\Delta X_k(k | k-1)$ and rotational displacement $\Delta \phi_k(k | k-1)$ are applied iteratively to all the points. At the $q$th iteration count, the points are defined as,

$$\hat{w}_{(k-1),i} = T(\Delta \phi_k(k | k-1))\hat{w}_{(k-1),i} - \Delta X_k(k | k-1).$$

(21)

In addition, the matrix, which is constructed by arranging the vector $\hat{w}_{(k-1),i}$ in a row, is defined as,

$$\hat{W}^i_{k-1} = [\hat{w}_{(k-1),1} \ \hat{w}_{(k-1),2} \ \cdots \ \hat{w}_{(k-1),N_{\text{map}}}]^T.$$  

(22)

Here, the center of gravity $G^i_k$ of all point in the matrix $\hat{W}^i_{k-1}$ can be obtained as,

$$G^i_k = \frac{1}{N_{\text{map}}^i} \sum_{j=1}^{N_{\text{map}}^i} \hat{w}_{(k-1),i,j}.$$  

(23)
In this study, the amount of correction of translational displacement generated by a line segment $S_m$ for a point $\hat{w}_{(k-1)i}$ in $\hat{W}_{k-1}$ is given by,

$$\delta f_{m,i}^e = \left\{ \begin{array}{ll}
\frac{\gamma}{\lambda^e_{w_{m,i}}} e_{m,i} \left( \lambda_{\gamma(m,i)}^e \leq \lambda_{\gamma(m,i)}^d < \lambda_{\gamma(m,i)}^b \right), \\
0 & \text{if } \lambda_{\gamma(m,i)}^e < \lambda_{\gamma(m,i)}^d \\
\end{array} \right. + \epsilon \delta f_{m,i}^s, \quad (24)$$

as shown in Fig. 9, where the vector $e_{m,i}$ represents a unit normal vector to line segment $S_m$ expressed as,

$$e_{m,i} = \begin{bmatrix} \cos \theta_m & \sin \theta_m \end{bmatrix}^T,$$

and $\lambda_{\gamma(m,i)}^d$ represents the distance between the line segment $S_m$ and the point $\hat{w}_{(k-1)i}$ expressed as,

$$\lambda_{\gamma(m,i)}^d = -\left( e_{m,i} \cdot \hat{w}_{(k-1)i} - p_m \right). \quad (26)$$

As shown in Fig. 9, $R_{m,i}^d$ is a point on segment $S_m$ which is perpendicular from the point $\hat{w}_{(k-1)i}$. Moreover, $\lambda_{\gamma(m,i)}^d$ in Fig. 9 represents the distance between start point $p_m(P_m)$ of the segment $S_m$ and point $R_{m,i}^d$, which is given as,

$$R_{m,i}^d = \hat{w}_{(k-1)i} + \lambda_{\gamma(m,i)}^d e_{m,i}, \quad (27)$$

and the distance $\lambda_{\gamma(m,i)}^d$ is given by,

$$\lambda_{\gamma(m,i)}^d = e_{m,i}^T \left( R_{m,i}^d - p_m \right). \quad (28)$$

Here, the vector $e_{m,i}$ is the unit vector along the same direction as the segment $S_m$ and expressed as,

$$e_{m,i} = \begin{bmatrix} -\sin\theta_m & \cos\theta_m \end{bmatrix}^T. \quad (29)$$

Similarly, it follows from Eq.(28) that the distance $\lambda_{\gamma(m,Q_m)}^d$ from the start point $P_m$ to the end point $Q_m$ is given by,

$$\lambda_{\gamma(m,Q_m)}^d = e_{m,i}^T \left( p_m(Q_m) - p_m(P_m) \right). \quad (30)$$

Obviously, the distance $\lambda_{\gamma(m,R_m)}^d$ is zero, as it is the distance from the start point $P_m$ to itself on the line segment $S_m$ as,

$$\lambda_{\gamma(m,R_m)}^d = e_{m,i}^T \left( p_m(P_m) - p_m(P_m) \right) = 0. \quad (31)$$

Therefore, the amount of correction of translational displacement $\delta f_{m,i}^s$ in Eq.(24) becomes the normal vector to the line segment $S_m$ when the point $R_{m,i}^d$ exists on the segment $S_m$ and becomes the zero vector when the point $R_{m,i}^d$ does not exist on the segment. Note that in Eq.(24) the condition $(\lambda_{\gamma(m,R_m)}^d < \lambda_{\gamma(m,Q_m)}^d \leq \lambda_{\gamma(m,W_m)}^d)$ ensures that the point lies on the segment, and the condition $(\lambda_{\gamma(m,R_m)}^d < \lambda_{\gamma(m,P_m)}^d < \lambda_{\gamma(m,Q_m)}^d)$ ensures that the point does not lie on the segment.

Equation (24) is introduced to simulate a force such as the gravitational or magnetic force which decreases rapidly with increasing distance between two objects, where $\gamma, \epsilon$ and $\kappa$ are the parameters. Figure 10 is an example of (e_{m,i}^T \delta f_{m,i}^e) with respect to $\lambda_{\gamma(m,i)}^d$ given by Eq.(24). It can be observed that the amount of correction closes to zero in order to decrease the influence on the amount of correction when the distance between a line segment and a point is increased, i.e., for points which are too far from the line. On the other hand, the amount of correction is almost linear within a region of a small distance.

The amount of correction of rotational displacement is defined as,

$$\delta M_{m,i}^\theta = \gamma_M \left( \hat{w}_{(k-1)i} - G^\theta \right) \otimes \delta f_{m,i}^e, \quad (22)$$

which is the moment around the centre of gravity $G^\theta$ due to the amount of correction of translational displacement $\delta f_{m,i}^e$. Here, operator $\otimes$ gives the norm of the vector given by the cross product of two vectors.

The amount of correction for the map $\hat{W}_{k-1}$ is given by the average of all corrections from $N_{seg}$ segments $S_m(1 \leq m \leq N_{seg})$ to each point of map $\hat{W}_{k-1}$ as follows:

$$f_t = \frac{1}{N_{seg} N_{map}} \sum_{m=1}^{N_{seg}} \sum_{i=1}^{N_{map}} \delta f_{m,i}^e,$$

$$M_t = \frac{1}{N_{seg} N_{map}} \sum_{m=1}^{N_{seg}} \sum_{i=1}^{N_{map}} \delta M_{m,i}^\theta. \quad (33)$$
Initially, at the start of the robot operation, we set $\Delta X_{0}(k | k - 1) = 0$ and $\Delta \phi_{0}(k | k - 1) = 0$. Later, $\Delta X_{k}(k | k - 1)$ and $\Delta \phi_{k}(k | k - 1)$ are updated by the following equations,

$$
\Delta X_{k+1}(k | k - 1) = \zeta \Delta X_{k}(k | k - 1) - \eta \, f_{k} - \zeta \sum_{i=1}^{q-1} f_{i}, \quad (34)
$$

$$
\Delta \phi_{k+1}(k | k - 1) = \zeta \Delta \phi_{k}(k | k - 1) - \eta \, M_{k} - \zeta \sum_{i=1}^{q-1} M_{i}, \quad (35)
$$

where $f_{k}$ and $M_{k}$ are given by Eq.(33). Here, the speed of the convergence can be tuned by parameters $\zeta, \eta$ and $\zeta$. The update is finished at the time when $| f_{k} | < \rho_{\xi}$ and $| M_{k} | < \rho_{M}$ are satisfied, where $\rho_{\xi}$ and $\rho_{M}$ represent the thresholds of convergence.

Finally, the estimated values of $\Delta X(k | k - 1)$ and $\Delta \phi(k | k - 1)$ can be obtained by,

$$
\Delta X(k | k - 1) = \Delta X_{k+1}(k | k - 1), \quad (36)
$$

$$
\Delta \phi(k | k - 1) = \Delta \phi_{k+1}(k | k - 1), \quad (37)
$$

The calculations are executed recursively returning to Eq. (21). Moreover, self-localization can be achieved by Eq.(19). Simultaneous Localization And Mapping (SLAM) is also achieved by executing alternately the map updating in Subsection 4.1 and self-localization in Subsection 4.2.

5. Results and Discussion

This section discusses the results in both simulation and real environments. For the real environment, we used the Pioneer-P3DX [38] robot shown in Fig.12. It is a two wheeled, differential drive robot. We first describe the motion model of the robot. The distance between the left and the right wheel is $W_{L}$, and the robot state at position $P$ is given as $[x, y, \theta]$. From Fig.13, the turning angle $\beta$ is calculated as,

$$
r = \beta \cdot (R + W_{L}),
$$

$$
l = \beta \cdot R
$$

and the radius of turn $R$ as,

$$
R = \frac{l}{\beta}, \quad \beta \neq 0. \quad (39)
$$

The coordinates of the centre of rotation ($C$, in Fig.13), are calculated as,

$$
\begin{bmatrix}
C_{x} \\
C_{y}
\end{bmatrix} = \begin{bmatrix} x \\
y \end{bmatrix} - \left( R + \frac{W_{L}}{2} \right) \begin{bmatrix} \sin \theta \\
-\cos \theta \end{bmatrix}. \quad (40)
$$

The new heading $\theta'$ is,

$$
\theta' = (\theta + \beta) \mod 2\pi, \quad (41)
$$

from which the coordinates of the new position $P'$ are calculated as,

$$
\begin{bmatrix}
x' \n
y'
\end{bmatrix} = \begin{bmatrix} C_{x} \\
C_{y} \end{bmatrix} - \left( R + \frac{W_{L}}{2} \right) \begin{bmatrix} \sin \theta' \\
-\cos \theta' \end{bmatrix}, \quad \beta \neq 0, \ l \neq 0. \quad (42)
$$

If $r=l$, i.e., if the robot motion is straight, the state parameters are given as,

$$
\theta' = \theta, \quad (43)
$$

and,

$$
\begin{bmatrix}
x' \n
y'
\end{bmatrix} = \begin{bmatrix} x \\
y \end{bmatrix} + l \begin{bmatrix} \cos \theta \\
\sin \theta \end{bmatrix}, \quad (l = r). \quad (44)
$$

The flowchart of mapping and localizing process integrated with the proposed line-extraction method is shown in Fig.14. For each LRS scan at the $k$ th step, the line segments
are extracted and shorter segments are removed using the algorithm in Subsection 3.2. For the very first scan, the true and estimated map is the same. For subsequent scans, the global map $W_{k-1}$ at the $(k-1)$ th step given by Eq.(18) is extracted and the detected line segments are matched against the map to estimate the position $ΔX(k | k-1)$ (by Eq. 34) and angle $Δφ(k | k-1)$ (by Eq.35). Based on this estimation, the map is updated and the process is repeated for the LRS scan at the $(k + 1)$ th step.

5.1 Simulation results

We performed a simulation based on a URG-04LX (HOKUYO AUTOMATIC) laser-range sensor (Fig.11), the specifications of which have been summarized in Table 1. Figure 11(b) shows the measurement range of the LRS. Gaussian noise values of ±25 mm and ±2.5% were added to the distance ranges of 1000 mm and 4000 mm, respectively. The effects of errors caused by the shape of objects due to reflection etc. were not taken into consideration. Compared to the real LRS, the angular resolution was set to 1/8 for faster computation. The simulation was carried out using MATLAB 7.12 (R2011a) running on a Linux machine with an Intel Core i7-4500U CPU, 1.80 GHz and 16GB RAM.

![Image of Pioneer P3-DX](image_url)

**Figure 12.** Pioneer P3-DX

Taking the distance resolution of the sensor into consideration (Table 1), the value of threshold $σ_{th}$ in the line-detection algorithm (Fig.5) was set to 25/1024. The map of the sensor environment used for self-positoning was constructed by randomly extracting 75% of points from the world map that are within the sensor’s range. The values of parameters in the correction Eq.(24) were set to $κ=3$, $ε=0.0001$, $γ_f=0.001$, and the parameter $γ_M$ in Eq.(32) was set to $γ_M=10$. The convergence parameters of Eqs.(34) and (35) were set to $ξ=0.99$, $η=1$, $ζ=0.01$, and the parameters of the convergence condition were set to $p_I=10^{-5}$, $p_M=10^{-5}$. The values of these parameters were chosen as a trade-off between computation time and accuracy of localization, and determined by experimental trials. The hopping factor $ψ$ was set to a small value of one.

An example of a map-matching result in the sensor’s $o-xy$ coordinate is shown in Fig.15. The results of simultaneously applying mapping and localization by the proposed method while moving the sensor in the upward direction for around six metres is shown in Fig.16. Estimation is performed for each point and the map is updated.

The starting point of the extracted line is shown by □, and the end point by ○ in Fig.15 and Fig.16. The final constructed map is shown by the small ‘+’ mark in pink. The sensor location is shown by a larger ‘+’ sign in pink. Similarly, the sensor’s orientation is shown by an arrow.

![Diagram of motion model for two wheel differential drive robots](image_url)

**Figure 13.** Motion model of two wheel, differential drive robots

![Flow chart of the SLAM process integrated with the proposed line-segment detection.](image_url)

**Figure 14.** Flow chart of the SLAM process integrated with the proposed line-segment detection. The marked portion shows the proposed line-extraction accelerated by hopping.

<table>
<thead>
<tr>
<th>Laser-range sensor</th>
<th>Simulated model of URG-04LX</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distance range</td>
<td>60 mm − 4000 mm</td>
</tr>
<tr>
<td>Accuracy</td>
<td>$20 − 1000$ mm : ± 25 mm</td>
</tr>
<tr>
<td></td>
<td>$1000 − 4000$ mm : ± 2.5%</td>
</tr>
<tr>
<td>Distance resolution</td>
<td>3.84 mm (4000-60 mm / 1024)</td>
</tr>
<tr>
<td>Angular resolution</td>
<td>1.875 deg (240 deg / 128)</td>
</tr>
</tbody>
</table>

Table 1. Laser-range sensor for simulation
Both accurate mapping and accurate robot localization were achieved with the proposed method. The total execution time was 1015 seconds, which included the calculations and displaying of graphs. It can be seen that setting the threshold $\sigma_{th}$ to a very small value caused many smaller line segments to be extracted. Figure 17, Fig.18 and Fig.19 represent the estimation errors in the $X$-axis, $Y$-axis and sensor angle $\phi$, respectively. Figure 20 represents the number of iterations $q$ in Eqs.(34) and (35) at step $k$. For a complex environment, the upper limit for the total number of iterations was set to 1000. It can still be seen that map construction and localization was done accurately. From Fig.20 it can be seen that although there are steps where the total iterations were limited to 1000, on an average, the iteration count was limited to 200 iterations and fewer than 500 iterations. An angular estimation error of 0.5 deg is shown in Fig.19. Similarly, from Fig.17 and Fig.18, the error was limited to 5 cm for a 6 m run. The accuracy can be further improved by lowering the values of threshold $\rho_f$ and $\rho_M$, at the cost of the efficiency of the SLAM process.

We tested the proposed hopping point SVD-based line extraction algorithm for a large set of almost linear 2280 points generated by URG-04LX in three subsequent scans (760 $\times$ 3=2280, 760 points per scan) against different values of hopping factor $\psi$. As shown in Fig.5, the proposed algorithm applies SVD to data generated from the starting point of each detected segment to its end point, after which the process is repeated from the beginning for the new line. The worst-case scenario for the algorithm is when all of the 2280 points are almost linear, and this has been considered for calculating the speed-up. The execution time for different values of $\psi$ is summarized in Table 2. It can be seen that the speed-up is nearly linear.

<table>
<thead>
<tr>
<th>Parameter $\psi$</th>
<th>$\psi=0$</th>
<th>$\psi=1$</th>
<th>$\psi=2$</th>
<th>$\psi=3$</th>
<th>$\psi=4$</th>
<th>$\psi=5$</th>
<th>$\psi=6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time (s)</td>
<td>28.36</td>
<td>14.90</td>
<td>10.01</td>
<td>7.68</td>
<td>6.08</td>
<td>5.09</td>
<td>5.25</td>
</tr>
<tr>
<td>Speed up</td>
<td>1.00</td>
<td>1.90</td>
<td>2.83</td>
<td>3.68</td>
<td>4.66</td>
<td>5.56</td>
<td>5.40</td>
</tr>
</tbody>
</table>

Table 2. Execution time for line detection using hopping point SVD on 2280 (760 $\times$ 3) points and the speed-up for various values of $\Psi$.

5.2 Experiments in a real environment

The robot P3-DX (Fig.12) was used in the experiment and the motion model was explained earlier. The robot was equipped with the same sensor used in the simulation, moved in the environment shown in Fig.21(a) and data were collected. The environment is one of the corridors of our university, cluttered with real objects such as boxes and tables. The corridor environment shown in Fig.21(c) is approximately 4 m in breadth and 35 m in length.
Figure 21(b) shows the dead reckoning of the collected sensor data. Figure 21(c) shows the final map constructed by the proposed method. The line segments are indicated by a bold black line on the map. Many line segments are detected, and the starting point of each line segment is indicated by a blue □, and the end point by red ○ in Fig. 21(c). Note that when the end point of a line segment is the starting point of the new line segment, the blue □ and the ○ overlap each other. Some minor segments were also detected by the robot in the map as the environment was cluttered. When the objects are too far from the LRS and not enough data are available, a bunch of very small line segments which are not joined to each other can also be seen. However, this can be corrected by moving the robot sufficiently close to the far away objects and by collecting enough data. A line map was obtained by the proposed method with a runtime of 1453.2 seconds. The bulk of computation (1302 s = 89%) was consumed by map updating and localization with a large number of iterations for the convergence of Eq.(34) and Eq.(35). As explained in Section 4.2, this convergence can be tuned by parameters ξ, η and ζ. Although not realized in the current work, the proposed line-extraction algorithm has a scope of parallelization with different CPU threads working on different sections of line segments that can later be joined.

Figure 21. (a) Corridor environment for experiment. (b) Dead reckoning map with trajectory in red. (c) Corrected line map with robot trajectory in green.
6. Conclusion

While there exists a large plethora of literature on building maps using traditional techniques like the Extended Kalman Filter, and other probabilistic methods which have been successfully demonstrated in various scenarios, this paper took a fresh approach in using SVD and Hough transform for line detection from LRS data to build maps. We accelerated the algorithm using a novel hopping-points method in which SVD is applied to intermittent points governed by a hopping parameter $\Psi$. A reverse hop mechanism ensures that the end points of the line segment are detected accurately. We integrated the proposed line-detection method within a SLAM framework and showed how lines detected using the proposed method can be used as landmarks for the robot to localize itself in the map and build a map of the environment at the same time. By appropriately setting various parameter values, the proposed algorithm gives users the flexibility to obtain maps with desired accuracy and speed. We tested the proposed method in both simulation and real environments, and found that the proposed method can generate accurate maps with fewer errors. Although the parameters of the proposed method need to be determined experimentally, once they have been determined for a given sensor’s characteristics, the parameters actually help in tuning the convergence speed and accuracy of mapping and localization. The proposed algorithm has a scope of parallelism and different line segments can be detected separately and later joined in the single map. Our future work deals in exploiting this parallelism and testing the algorithm in more complex and noisy environments. A robust comparison with other line-segment detection techniques is also currently under work.
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