Monophonic Sound Source Separation by Non-negative Sparse Autoencoders
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Abstract—Monophonic sound source separation is an essential subject on the fields where sound, such as voice, music and noise, is dealt with. In particular, unsupervised approaches to this problem have high versatility in comparison with supervised approaches. Non-negative matrix factorization is the most frequently used algorithm for the monophonic sound source separation without prior knowledge. This is also applied to various applications, including data clustering, face recognition, gene expression classification. However, non-negative matrix factorization cannot be efficiently used in online learning. In order to solve this difficulty, the non-negative sparse autoencoder was proposed in the literature. Although several successful applications have been reported, this is not yet applied to the monophonic sound source separation. This paper shows that the non-negative sparse autoencoder can perform the monophonic sound source separation without prior knowledge in online learning.
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I. INTRODUCTION

Recently, it has become common to process audio signals in everyday life. People are highly utilizing sound, voice, and music with devices such as smartphones. The audio signal processing supports these various applications. In particular, the sound source separation which extracts an objective source sound from mixed sounds is a fundamental technique used for speech recognition, noise reduction and many other feature extraction problems. The sound source separation is categorized into supervised and unsupervised methods and is also divided into multi-channel and monophonic sound source separation. The unsupervised monophonic sound source separation is the most versatile technique. To put it differently, it is applicable to all sound data that already exist and is available in the environment without enough channels.

Non-negative matrix factorization (NMF) [1] is the most frequently used algorithm for the unsupervised monophonic sound source separation. NMF is a multivariate statistical method that decomposes non-negative data into additive non-negative components. It can be naturally assumed that many data in the real world, such as the number, a frequency, a power spectrum, and a pixel value, are non-negative. Therefore, NMF is applied to a variety of purposes, including data clustering, face recognition, gene expression classification [2]. However, NMF cannot be efficiently used in online learning, which learns one instance at a time. In the standard NMF, to update the model, recalculation should be performed on existing data as well as new data. Although some online NMF algorithms [3], [4] were proposed in the literature, a shortcoming of iterative encoding persists. This drawback is due to the fact that all matrix factorization approaches regardless of offline or online compute linear matrix factorization equation iteratively to achieve non-linear encodings algorithmically [5].

To overcome this difficulty, the non-negative sparse autoencoder (NNSAE) [5] was proposed in the literature. The NNSAE is based on the neural network called autoencoder, and hence it has non-linear structure in comparison with NMF based on matrix factorization. Nevertheless, it can decompose non-negative data into additive non-negative components as with NMF. In addition, it is an online learning algorithm, which can handle time-varying data sets efficiently. It is reported that the NNSAE often outperforms NMF in the image processing field which produces parts-based image representations. On the other hand, the NNSAE has not been applied to other applications. It is important to confirm that the NNSAE is more effective than NMF in other application fields.

In this paper, we compare NMF and the NNSAE through experiments and show that the NNSAE can perform in monophonic sound source separation without prior knowledge in online learning.

II. BACKGROUND KNOWLEDGE

A. Non-negative Matrix Factorization (NMF)

NMF is a multivariate statistical method that factorizes a matrix which comprises non-negative vectors into two matrices which also consist of non-negative vectors [1]. This factorization is represented by the following approximate equation

\[ \mathbf{X} \approx \mathbf{WH}, \]  

(1)

where \( \mathbf{X} \) is the dataset matrix whose column represents a vectorized instance. The data dimension is \( V, \) and the number of the data is \( N, \) therefore the size of \( \mathbf{X} \) is \( V \times N. \) The size of \( \mathbf{W} \) and \( \mathbf{H} \) are \( V \times K \) and \( K \times N \) respectively. \( K \) is the number of components, and it must be defined beforehand. In order to produce a meaningful result, \( K \) must be less than \( V \) and \( N. \) The elements of \( \mathbf{X}, \mathbf{W}, \) and \( \mathbf{H} \) are non-negative value \( x_{vn}, w_{vk}, \) and \( h_{kn}. \) The column vector \( \mathbf{w}_k = [w_{1k}, \cdots, w_{Vk}]^T \) of \( \mathbf{W} \) expresses a component called a basis, and each element of the column vector \( \mathbf{h}_n = [h_{1n}, \cdots, h_{Kn}]^T \) of \( \mathbf{H} \) implies the strength of the basis \( w_k, \) and then they attempt to reconstruct \( x_n = [x_{1n}, \cdots, x_{Vn}]^T. \)

It is necessary to define the distance between two matrices \( \mathbf{WH} \) and \( \mathbf{X}. \) In NMF, the square Frobenius norm, the
Therefore, with the two parameters of the slope $a$ and the bias $b$, as shown in Fig. 1(b). The dimension of the input $x$ and the output $\hat{x}$ is $V$, and the dimension of the hidden layer output $h$ is $K$. In Fig. 1, the two connection weight matrices $W$ and $W^T$ are constrained to be transposed (called tied weights), and the size of $W$ is $V \times K$. The activation function of the $k$th hidden layer neuron is the following sigmoid function

$$f_k(x_k) = \frac{1}{1 + e^{-a_k x_k - b_k}}, \tag{4}$$

with the two parameters of the slope $a_k$ and the bias $b_k$. Therefore, $h$ and $\hat{x}$ are given by

$$h = f(W^T x), \tag{5}$$
$$\hat{x} = Wh, \tag{6}$$

where $f$ is the element-wise calculation using Eq. (4). The non-negativity of the NNSAE is enforced by using an appropriate asymmetry decay function in updating the weights as explained below. First, an error function is defined as the square error function

$$E = ||x - \hat{x}||^2, \tag{7}$$

and then the gradient descent of Eq. (7) yields the following update rule

$$\tilde{w}_{vk} = w_{vk} + \eta(x_v - \hat{x}_v)h_k, \tag{8}$$
$$w_{vk} \leftarrow \tilde{w}_{vk}, \tag{9}$$

where $\eta$ is a learning rate. In order to guarantee the non-negativity of the weight matrix $W$, here the NNSAE utilizes the asymmetry decay function

$$d(\tilde{w}_{vk}) = \begin{cases} -\alpha \tilde{w}_{vk} & (\tilde{w}_{vk} < 0) \\ -\beta \tilde{w}_{vk} & (\tilde{w}_{vk} \geq 0), \end{cases} \tag{10}$$

where $\alpha$ and $\beta$ are hyperparameters which control the non-negativity. Finally, the update rule is defined as

$$w_{vk} \leftarrow \tilde{w}_{vk} + d(\tilde{w}_{vk}). \tag{11}$$

Typically, the weight decay appears as $-\lambda \|W\|^2$ in an update rule when regularization $-\lambda \|W\|^2$ is added to the square error function. This is equivalent to the Gaussian prior distribution of the network weights, and the asymmetry decay function is equivalent to a skewed prior distribution. We set $\alpha = 1$ and $\beta = 0$ in the following experiments. These yield completely non-negative weight values.

The sparseness of the NNSAE is enforced by an adaptive learning rate and the intrinsic plasticity (IP) mechanism [9]. The learning rate $\eta$ is defined as the adaptive learning rate

$$\eta = \frac{\bar{\eta}}{\|h\|^2 + \epsilon}, \tag{12}$$

where $\epsilon$ is a small value to prevent zero division. This adaptive learning rate takes a large value when few neurons of the hidden layer spike. By the IP mechanism, the parameters of the sigmoid function are updated by

$$\Delta b_k = \eta_{IP} \left(1 - \frac{2 - \frac{1}{\mu}}{\mu} h_k + \frac{1}{\mu} h_k^2 \right), \tag{13}$$
$$\Delta a_k = \eta_{IP} \frac{1}{a_k} + g_i \Delta b_k, \tag{14}$$

where $\eta_{IP}$ is a learning rate, and $g_i$ is input of the $i$th neuron, and $\mu$ is the mean of a desirable output distribution. As the training time elapses, the output distribution is optimized to the desirable exponential distribution. In this way, the hidden layer neurons output $h$ obtains the sparseness.

## III. Experiments and Analysis

We performed two experiments using mixed instrumental sounds. In Experiment 1, we executed the monophonic sound source separation with the NNSAE and NMF. In Experiment 2, we changed the mixed sound to a different one which is composed of other instruments during training.

### A. Experimental Setup

First, we prepared tones of four instruments, guitar, piano, bass and trumpet, and then we sounded them at random period and generated two mixed sound data. Sound 1 comprises guitar and piano tones, and Sound 2 consists of bass and trumpet tones. Second, we converted Sound 1 and Sound 2 into spectrograms by the short-time Fourier transform. The size of the spectrograms are shown in Table I. The frequency points corresponds to the number of the data dimension $V$, and the time points is the number of the data $N$. The parameters used in the NNSAE and NMF are shown in Table II.
A neuron has an activation function. The NNSAE does not have activation functions in the output layer. $h$ is the output of the hidden layer neurons. The two connection weight matrices $W$ and $W^T$ are constrained to be transposed to each other. The colored neuron has an activation function. The NNSAE does not have activation functions in the output layer.
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Fig. 1. The network structure of the autoencoder and the NNSAE with the input $x$ and the output $\hat{\mathbf{x}}$ in the case of $K = 3$. $x$ and $\hat{\mathbf{x}}$ have the same dimension. $h$ is the output of the hidden layer neurons. The two connection weight matrices $W$ and $W^T$ are constrained to be transposed to each other. The colored neuron has an activation function. The NNSAE does not have activation functions in the output layer.
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<thead>
<tr>
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**B. Results**

In Experiment 1, we executed the monophonic sound source separation of Sound 1 by the NNSAE and NMF. The results of separation are shown in Fig. 2. On each subfigure 2(a) and 2(b), the left column is for spectrograms, and the right column is for activation time. Fig. 2 shows that the NNSAE generated the same separation as NMF with respect to the frequency and the activation. We also present the reconstruction error over time in Fig. 3(a). It shows that the NNSAE converges at almost the same reconstruction error as NMF. In addition, Fig. 3(b) shows the change of the sparseness over time in Experiment 1. The sparseness is defined by the following formula [10]

$$s(w) = \left(\sqrt{V} - \frac{\sum_{i=1}^{V} |w_i|}{\sqrt{\sum_{i=1}^{V} w_i^2}}\right)(\sqrt{V} - 1)^{-1},$$

where $V$ is the dimension of $w$. The value of (15) becomes large when $w$ is a sparse vector having few positive values and many zeros. This concept is introduced to capture the intuition that the characteristics of data will be well represented by sparse components. Fig. 3(b) reports the fact that the NNSAE converges at almost the same sparseness of $W$ as NMF.

In Experiment 2, we changed the mixed sound to a different one during training. First, Sound 2 consisting of bass and trumpet tones was used to train the NNSAE, and then Sound 1 consisting of guitar and piano tones was successively given to the NNSAE. The results of performance indexes are shown in Fig. 4. Fig. 4(a) shows the error versus epoch, and Fig. 4(b) shows the sparseness versus epoch. Sound 2 had been given to the NNSAE until the 25th epoch and Sound 1 was given to after the 26th epoch.

From Figures 2 and 3, the NNSAE and NMF gave almost the same separation results. Hence, it can be said that the NNSAE has the capability for the monophonic sound source separation as with NMF. Furthermore, Fig. 3 shows that the NNSAE can be performed at a lower cost than NMF. This implies strongly that the NNSAE is a more efficient algorithm than NMF. As shown in Fig. 4, the NNSAE can rapidly adapt to the new mixed sound data. This shows that the NNSAE can perform the monophonic sound source separation in the online learning setting.

**IV. Conclusion**

In this paper, we applied the NNSAE to the monophonic sound source separation, which has been mainly handled by NMF. In Experiment 1, the NNSAE successfully performed the monophonic sound source separation as with NMF. In Experiment 2, we changed the instruments used in the mixed sound during training. Through the two experiments, we found that the NNSAE is superior to NMF in the following aspects: (1) The NNSAE has the capability for the monophonic sound source separation as with NMF and performs it at a lower cost than standard NMF. (2) The NNSAE can perform the monophonic sound source separation in online learning, while NMF is limited to batch learning.
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Fig. 2. The separations of Sound 1 in Experiment 1. On each sub figure (a) and (b), the left column is for spectrograms, and the right column is for activation time.

Fig. 3. The performance in Experiment 1. The sub figures (a) is the reconstruction error over time. The sub figures (b) is the sparseness over time.

Fig. 4. The performance in Experiment 2. The sub figures (a) is the reconstruction error versus epoch. The sub figures (b) is the sparseness versus epoch.


