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Abstract

In the information society of today it becomes increasingly difficult to have a creative and enjoyable
conversation without a broad background knowledge. People like to discuss concepts and ideas, and
this requires a mixture of commonsense and general knowledge spanning through a broad spectrum of
topics. If we want machines to understand such conversations and interact with people using natural
language, it is necessary to equip them with the ability to not only analyze linguistic features such as
syntax, but also with means to process semantics, that is the knowledge of the underlying concepts
represented by the surface text. The conceptual information is gathered in large-scale general knowl-
edge bases such as Cyc, YAGO and ConceptNet. In this thesis I focus on ConceptNet, a knowledge
representation project that provides a large semantic graph describing general human knowledge. 1
have chosen ConceptNet as it captures a wide range of common sense concepts and relations, and its
simple semantic network structure makes it easy to use and manipulate. ConceptNet’s basic data unit
is an assertion, that is two concepts connected with a relation. ConceptNet was designed to contain
knowledge collected by the Open Mind Common Sense project’s website, as well as knowledge from
similar websites and online word games which automatically collect general knowledge in several
languages. This open-source knowledge base is used for many applications such as topic-gisting,
affect-sensing, dialog systems, daily activities recognition, social media analysis and handwriting
recognition. Manual expansion of the knowledge base would be a long and labor-intensive process.
For example, nadya.jp, an online project that aims to gather knowledge by using a game with a pur-
pose, since its launch in 2010 has been able to introduce a little over 43,500 entries to ConceptNet.
It is therefore evident that we need to develop automatic methods to gather new data. Creating such
method and confirming its effectiveness is the goal of my research.

This thesis presents a method for extracting IsA assertions (hyponymy relations), AtLocation



assertions (informing of the location of an object or place), LocatedNear assertions (informing of
neighboring locations), CreatedBy assertions (informing of the creator of an object) and MemberOf
assertions (informing of group membership) automatically from Japanese Wikipedia XML dump files.
I use the Hyponymy extraction tool v1.0, which analyzes definition, category and hierarchy structures
of Wikipedia articles to extract IsA assertions and produce an information-rich taxonomy. From
this taxonomy I extract additional information, in this case AtLocation, LocatedNear, CreatedBy and
MemberOf types of assertions, using the presented original method. The method exploits the qualities
of the Japanese writing system to gather new assertions by analyzing linguistic patterns. As a further
step an automatic extraction of general common sense knowledge assertions is being performed on the
basis of previously generated instance-related ISA, AtLocation, CreatedBy and MemberOf assertions.
The acquired assertions would be suitable for introduction to the Japanese part of the ConceptNet
common sense knowledge ontology.

The presented experiments prove that the research goal has been achieved on a large scale: the
method produced satisfactory results, and helped to acquire 5,866,680 IsA assertions with 96.0% reli-
ability, 131,760 AtLocation assertion pairs with 93.5% reliability, 6,217 LocatedNear assertion pairs
with 98.5% reliability, 270,230 CreatedBy assertion pairs with 78.5% reliability and 21,053 Mem-
berOf assertions with 87.0% reliability. The proposed method surpassed the baseline system in terms
of both precision and the number of acquired assertions. Further processing of the data produced ad-
ditional 74,226 AtLocation assertions, 330,418 CreatedBy assertions and 1,355 MemberOf assertions
representing general common sense knowledge triplets based on at least 50 instance-related examples.
The reliability of top 100 samples was assessed at the level of 98.5%, 91.5% and 71.0% respectively.

The presented method and results prove that it is possible to extract general and common sense
knowledge automatically from a large reference corpus. The results could be refined further by ap-
plying more sophisticated methods, however this approach already shows a direction which future
research may take in order to expand the common sense knowledge databases useful for various Al

related applications.
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Chapter 1

Introduction

1.1 Introduction

This thesis summarizes the results of the research into automatic general and common sense knowl-
edge acquisition. This chapter serves to introduce the thesis. More specifically, Section 1.2 introduces
the background of the research. Section 1.3 describes the contribution made as a result of the research.

Finally, Section 1.4 describes the structure of the remainder of this thesis.

1.2 Research Background

Artificial intelligence is a field of study investigating the creation of intelligent machines. The goal of
this study is to create computer systems able to operate on the human level of intelligence, and beyond.
The combination of human analytical abilities and the computational speed of machines could lead
to one of the biggest leaps the civilization have ever made. One of the approaches towards creating
systems which think like humans is to equip them with the same knowledge humans possess, and then
teach them how to manipulate it as people do. Therefore, in order to harmoniously cooperate with
humans, intelligent systems will sooner or later require common sense knowledge and reasoning.
The reasons why artificial intelligence needs to be equipped with common sense knowledge are
twofold. Firstly, various expert systems require it to function properly. Expert systems are designed
to deal with solving a strictly defined set of problems and cannot deal with tasks which are out of
their scope. Equipping such systems with common sense would enable them to assess whether the
task at hand could be solved by them or not. Additionally, common sense could guide them while

analyzing new situations [1]. Secondly, common sense knowledge is crucial in the implementation of



truly interactive systems. Those systems do not only need to understand natural language, but also
correctly interpret the users’ intentions, plans, preferences, feelings, context and so on. Human beings
learn all those things by interacting with other humans since the moment they are born. Computers
lack both such experience and cognitive skills to use it. Therefore it is necessary to gather such
knowledge into a machine readable form so that they can utilize it as the basis for further observations
and development.

Common sense knowledge is to some extent language and culture dependent. People from differ-
ent parts of the planet share some ideas that can be unknown by other groups, and such ideas are most
often expressed by language. As artificial intelligence and common sense knowledge related research
is conducted mainly in English speaking countries, and because of the special role English has on the
international scene, this language is dominating the available knowledge repositories. Japanese lan-
guage is greatly underrepresented in such data pools. A common sense knowledge base that already
contains Japanese language entries and would be good candidate for expansion is called Concept-
Net [2]. This knowledge representation project provides a large semantic graph describing general
human knowledge. ConceptNet has been chosen as a target of expansion as it captures a wide range
of common sense concepts and relations, and its simple semantic network structure makes it easy
to use and manipulate. It is already utilized for many applications such as topic-gisting [3], affect-
sensing [4], dialog systems [5], daily activities recognition [6], social media analysis [7] and handwrit-
ing recognition [8]. Enabling systems using Japanese language to perform such tasks by introducing

more Japanese language assertions into the database is the goal of this work.

1.3 Contribution

This thesis proposes an original and novel method for an automatic large-scale Japanese language
common sense knowledge extraction from a open-domain reference corpus. The novelty of the pro-
posed method consists of three parts: (a) it uses Japanese language information-rich taxonomy ex-
tracted from a large scale reference corpus, in this case Wikipedia, as an input; (b) it acquires data
about individuals creating AtLocation, LocatedNear, CreatedBy and MemberOf relations between
them by exploiting the qualities of Japanese language; (c) it acquires data about general concepts cre-

ating AtLocation, CreatedBy and MemberOf relations between them by generalizing over previously



extracted individuals data. However, the biggest contribution is the output the proposed method. By
applying the presented methods I was able to gather 5,866,680 IsA assertions, 131,760 AtLocation
assertions, 6,217 LocatedNear assertions, 270,230 CreatedBy assertions and 21,053 MemberOf as-
sertions related to individuals in Japanese language which, as experiments show, represent accuracy
estimated at the levels of 96.0%, 93.5%, 98.5%, 78.5% and 87.0% respectively. Additionally, the
applied method allowed for the acquisition of general assertions. The goal of this research was to
introduce new data into the ConceptNet’s database. Considering the fact that the Japanese section
of ConceptNet 5.3 has only 6,315 IsA assertions, 10,259 AtLocation assertions and no LocatedNear,
CreatedBy or MemberOf assertions, the contribution of the newly acquired data could take this knowl-

edge base to the next level of applicability.

1.4 Thesis Structure

This thesis consists of 6 chapters.

The current Chapter 1 acts as an introduction to the thesis. It presents the research background
and the contributions the research made to the field of artificial intelligence. Finally, it provides the
reader with an overview of the thesis structure.

Chapter 2 reviews the field of common sense acquisition. First it defines the concept of common
sense and presents its qualities. Then it reviews various knowledge representation projects, with the
major examples described in detail. The focus was put on ConceptNet, the target database, and its
introduction is accompanied by the quantitative analysis of its resources. Finally, the chapter describes
the existing approaches towards knowledge acquisition.

Chapter 3 contains the description of the proposed method for Japanese language common sense
knowledge acquisition. It starts with the introduction of the base methodology and then presents the
developed methodology of extracting particular kinds of assertions, in this case AtLocation, Located-
Near, CreatedBy and MemberOf relations. The chapter continues with the description of a method
for general assertions acquisition. Finally, it discusses the performance optimization steps undertaken
while implementing the methods.

Chapter 4 presents the evaluation of the proposed method’s output. It describes the evaluation

methodology first, followed by the presentation of evaluation results concerning every type of the



extracted assertions, that is IsA, AtLocation, LocatedNear, CreatedBy, MemberOf, and additionally
general assertions.
Chapter 5 discusses the potential applicability of the acquired data.

Finally, Chapter 6 concludes the thesis and discusses potential future work.



Chapter 2

Related research

2.1 Introduction

This chapter presents the research related to the proposed method for common sense knowledge
database expansion. Section 2.2 defines the notion of common sense knowledge. Section 2.3 intro-
duces various knowledge representation projects, with prominent examples described in more detail
in Subsections 2.3.1 - 2.3.3. Subsections 2.3.4 - 2.3.5 contain a thorough description of the target of
the expansion project, that is ConceptNet, and its quantitative analysis. Section 2.4 describes various

approaches towards knowledge acquisition. Finally, Section 2.5 concludes the chapter.

2.2 General and common sense knowledge

Marvin Minsky, one of the pioneers of artificial intelligence research, defines common sense knowl-
edge as the kind of facts and concepts that most of us know [9]. He stated that common sense, besides
of the knowledge, also includes common sense reasoning skills which people use to apply the knowl-
edge. It is therefore clear that in order to make computers truly intelligent on a human level, it is
necessary to both gather the knowledge and explore the methods of manipulating it.

The above definition common sense knowledge is very broad. It is in fact very difficult to define
it clearly, that is to set up definite boundaries between knowledge that is common sense and that is
not. One approach to solve this would be not to set any boundaries at all. However, gathering the total
of human knowledge seems to be a daunting task. Enumerating certain qualities of common sense
knowledge would be a good starting point in this endeavor.

Common sense knowledge is something possessed and shared by a group of people. Considering



the level of social stratification, defining such group and its knowledge would be very complex. The
assumption therefore would be to treat the whole of society as such group. Another aspect of common
sense knowledge would be its fundamentality - people understand it so well that they take it for granted
and assume that every one around possess it as well. This results in the next quality of such knowledge
- implicitness. As everyone is aware of it, it it not necessary to talk or write about it. This creates a
serious problem for systems trying to extract such knowledge from textual data. Considering the above
mentioned issue of defining the boundaries of such knowledge, it would have to be tremendously large
scale, both in the amount of gathered pieces of information and in diversity of such information. This
implies the open-domain quality - it can not be limited to a specific section of reality and it needs to
refer to all possible domains. Finally, a perfect common sense knowledge would have to be default,
that is representing assumptions about typical cases of normal life. Therefore such knowledge would
be open to revision rather than definitely correct [10]. As the set of default facts about the world is a
subject to dynamic change along the timeline of human history, it can be speculated that a finite and
complete common sense knowledge is not an attainable goal, but rather a direction to follow.

Common sense knowledge can be divided into three types: factual knowledge, ontological knowl-
edge and rules. Factual knowledge contains information about the surrounding reality. As mentioned
before the pool of such knowledge cannot be limited to a particular domain. Its spectrum needs to
be as broad as possible, covering all aspect of life. Of course we can imagine that some pieces of
information would be known to a broader section of the society than others, and therefore should be
treated as more fundamental. This aspect should be taken into consideration while designing systems
for creating the knowledge repositories and those conducting common sense reasoning. Ontological
knowledge describes terms in some domain represented as statements about concepts and properties.
A particular kind of ontological knowledge is taxonomic knowledge, which covers concept and re-
lation hierarchy. Taxonomies create a base of every ontology. Finally, rules include the knowledge
about the laws governing the reality and are hardest to acquire.

The focus of this work is the extraction of factual knowledge representing the biggest possible
spectrum of domains. This factual knowledge can then act as the basis for inferring general statements
that can be used for common sense reasoning. In order to augment the process of gathering the

knowledge it is useful to look at the knowledge representation projects and investigate how they



organize the data. Knowing the organization it is then possible to design a method that would extract

information fitting to the representation’s paradigm.

2.3 Knowledge representations

In order to make computers able to operate on knowledge and decode its meaning, common sense and
general knowledge should be coded in a machine readable form. Usually knowledge representations
organize the data into three main groups: individuals, concepts and relations. Individuals refer to
particular objects or persons existing in the world, such as Michael Jordan, terms such as Chicago
Bulls and so on. Concepts refer to collection of individuals, such as NBA player. Relations reflect the
relationship between individual or concepts, such as (Michael Jordan, MemberOf, Chicago Bulls).
There are many projects aiming at gathering knowledge and organizing it into a consistent digital
form. The examples of such projects include ThoughtTreasure [11], HowNet [12], KNEXT [13],
Freebase [14], DBPedia [15] and NELL [16]. The most prominent and relevant systems has been

described in detail in the following sections.
23.1 Cyc

The Cyc project was initiated in 1984 by Douglas B. Lenat who later founded Cycorp Inc., a company
which continues the development process. The goal of the initiative is to create a formalized database
of English language common sense knowledge processable by computers to enable them to perform
reasoning tasks on that knowledge [17]. Cyc consists of a Cyc knowledge base and a collection of
Cyc inference engines. In order to codify the knowledge Lenat designed a formal language called
CycL, with syntax deriving from predicate calculus and Lisp programming language. The knowledge
base consists of terms and assertions connecting those terms. The assertions may refer both to simple
facts as well as general rules. The knowledge contained within the database is grouped using so
called micro-theories, which act as contexts in which the gathered pieces of information are true.
At the current stage the knowledge base contains over 500,000 terms including about 17,000 types
of relations, and about 7,000,000 assertions connecting the terms [18]. Cycorp Inc. provides three
versions of the knowledge base: freely available OpenCyc, ResearchCyc, which is a full version of the

database available to research institution, and the commercial EnterpriseCyc. The project’s inference



engine is able to perform general logic deduction and other operations over the knowledge base such
as inheritance and automatic classification.

At the early stage of development the project mainly depended on labor-intensive manual intro-
duction of knowledge supported by knowledge authorizing tools. These included systems designed to
aid trained ontologists [19], experts on a specific field of study [20] [21] and volunteers [22]. Cyc also
takes an advantage of textual resources in two approaches: either the facts or rules are extracted from
the source, transformed to fit the CycL specifications and introduced into the knowledge base [23], or
external repository is treated as an extension of the database [24] [25].

Cyc has been used in several different applications. For example the Research Analyst Assistant
provides a multi-domain platform providing analysts with answers to complex questions posed in nat-
ural language [26]. The system interprets the question, searches for the information necessary to form
the answer and integrates domain-specific and general knowledge with open-source and proprietary
databases to build a response either in natural language or by other means suitable to convey infor-
mation in a particular domain, such as maps, time-lines or charts. The reasoning path and the source
data can be presented if necessary. The system may be applied to various domains such as medical
record analysis, counter-terrorism analysis or financial analysis. Other applications of Cyc include
alternative question answering system [27], word sense disambiguation [28], semantic web [29] [30],

and integration of heterogeneous data sources [24].

2.3.2 YAGO

YAGQO is an ontology created by Suchanek et al. [31]. It is based on WordNet [32], providing a large
amount of entities, and Wikipedia, providing a structured taxonomy. Entities covered by the ontology
include individuals, classes, relations and fact identifiers. The database contains over 1,000,000 enti-
ties and 5,000,000 facts consisting of two entities connected with a relation. Each fact is described by
a confidence score, which has a value between 0 and 1. YAGO is extendable as new sources can be
added to the ontology.

To extract various kinds of relations YAGO employs a combination of rule-based and heuristic
methods. The relations include TYPE relation (for example (Alber Einstein, type Physicist)), the

MEANS relation (like (“urban center”, means, city)) and other relations referring to data extractable



from Wikipedia’s infoboxes, such as bornInYear. The evaluation of the YAGO resources revealed
that the accuracy of the extracted data oscillates around the level of 95%. The number of assertions,
which could be counted in millions, were much larger than other ontologies such as OpenCyc or
KnowlItAll [33].

The second generation of the ontology, YAGO2, employs a paradigm where entities and facts
are placed in time and space dimensions [34]. It contains 9,800,000 entities and 447,000,000 facts
automatically extracted from Wikipedia, WordNet and GeoNames [35]. The project also employs
rule-based extraction method. In the previous version of the system these rules were hardwired into
its source code. YAGO2 made the extension of the extraction rules easier by storing them in text files.

The third version is an extension of YAGO knowledge base that combines the information from the
Wikipedias in multiple languages [36]. It contains over 4,500,000 entities, 8,900,000 facts, 15,600,000
type facts and 1,300,000 labels automatically extracted from English, German, French, Dutch, Italian,
Spanish, Russian, Polish, Arabic and Persian Wikipedias. Japanese language is not represented in the
database. The base is publicly accessible through a Web interface and available for download from
the creators’ website [37].

There are many project that apply YAGO as a resource. The examples of such applications include
named entities extraction [38], web search results categorization [39], and recommendation system

[40].

2.3.3 Probase

Probase is a project developed by Microsoft Research aiming at building a probabilistic taxonomy of
concepts to enable computer systems to conceptualize similarly to human beings [41]. Such concep-
tualization covers both instantiating concepts, that is providing a typical instance of a given general
concept (for example from “largest company” to “China mobile”) and abstracting from one or multiple
instances to a general concept describing them (for example from “China, India, Brazil” to “emerging
markets”). Probase is reported to be unique in two aspects: it has a much larger concepts base (cover-
ing 2,700,000 concepts) than other comparable bases, and it measures the plausibility and typicality
of the data using probabilities, and this is used to execute probabilistic reasoning with the taxonomy.

The procedure of the project iteratively extracts IsA relations using a set of patterns applied to 1.68



billion Web pages. With each iteration it extract new IsA relation pairs and then uses them to increase
the precision and recall of the extraction in the next iteration. The extraction is performed in three
steps. First, the procedure generates a list of candidate super-concepts and a list of sub-concepts using
extraction patterns. Then the system computes the likelihood ratio between two given candidate super-
concepts, and the one representing the highest likelihood is selected as the super-concept. Finally,
following an observation that sub-concepts closest to the super-concept are more likely to be valid,
the system finds a sub-concept which likelihood given the super-concept is above a threshold, and
then assumes all candidate sub-concepts with a higher likelihood to be valid sub-concepts of a given
super-concept.

The core version of the IsA data is available for academic use and can be downloaded from the
Microsoft Concept Graph website [42]. The applications of Probase include semantic web search [43],

short text understanding [44] and open question answering [45].
2.3.4 ConceptNet

The development of ConceptNet started as a part of the Open Mind Common Sense project initi-
ated at Massachusetts Institute of Technology’s Media Lab, which aimed at collecting information
necessary for various computer applications to understand discourse between human beings. With
time the project grew into an international Common Sense Computing Initiative. The first version
of ConceptNet provided to the public was ConceptNet 2 [2], which was distributed as a Python data
structure together with software to read and operate it. This version of the project contained only
English entries, but soon became multilingual with the introduction of a sister project OMCS no
Brasil [46] gathering knowledge in Brazilian Portuguese, and GlobalMind [47], gathering knowledge
in English, Chinese, Japanese and Korean. ConceptNet in its third version [48] was moved to a SQL
database which could be updated more easily, also by users interacting with a Web site. The re-
sources in English and Brazilian Portuguese were kept in two separate databases. The integration of
different language resources into one database came with the introduction of ConceptNet 4, which
had a normalized database structure and contained the intormation from English OMCS, OMCS no
Brasil, GlobalMind and additional OMCS in Dutch [49]. Contributions from other projects, such as

online games collecting knowledge in English, Chinese and Japanese were also incorporated into the
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database. To facilitate the use of the database within other projects, a Web API was added, which
allowed users to access and query the accumulated resources. The motivation for developing a next
version of the database was the difficulty of incorporating data from other projects. The data had to
be aligned and analyzed in search for duplicates already appearing in the SQL database, which was
time and labor intensive. Because of this the alignment was not performed regularly, which resulted
in many out-of-sync versions of the database being maintained by separate projects. Restructuring the
database for easier integration is especially important to realize the new goals of ConceptNet 5 [50],
which is inclusion of knowledge from other crowd-sourced providers, particularly those mining data
from Wiktionary [51] and Wikipedia [52]. The goals also include adding links to other sources such
as DBPedia [53], Freebase [14] and WordNet [32], as well as supporting machine-reading tools ex-
tracting relations from Web pages, such as ReVerb [54].

ConceptNet offers a set of features unique from other knowledge representation projects:

concepts are represented in many natural languages in form of words and phrases

it covers not only relationships, but also common-sense associations between concepts usually

made by people

its sources have a wide range of formality and granularity

e contains specific facts as well as common sense knowledge

The sources of ConceptNet 5 include data gathered by OMCS project in English [55], Portuguese [46]
and Dutch [49], multilingual data, which includes translations between assertions, from GlobalMind
[47], games with a purpose [56] collecting common knowledge in English - Verbocity [57], Japanese
- nadya.jp [58] and Chinese [59], a process scanning English Wiktionary [51], WordNet 3.0 [60],
and selected fragments of data gathered by DBPedia [61] and ReVerb [54]. With version 5.3 of
the database the pool of sources was supplemented with one that rapidly increased the amount of
Japanese language assertions: JMdict - a Japanese Multilingual Dictionary [62]. The project, aiming
at the compilation of a multilingual lexical database with Japanese as the pivot language, started in
1999 as an offshoot of the EDICT Japanese-English Electronic Dictionary project [63]. The entirety

of ConceptNet 5 is available for free download from the project’s website [64].
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/r/UsedFor

/c/en/car

Figure 2.1: Example of a single edge connecting two nodes.

ConceptNet 5 structure consists of a network of nodes and the edges that connect them [50]. Each
node is a concept described by a singe word, a word sense or a short phrase written in a natural
language. Edges, as mentioned before, are the connections established between the nodes. Figure
2.1 shows an example of an edge. Proper namespaces are applied to describe every edge and create
its Universal Resource Identifier. The namespaces include /c/ for concept, /t/ for relation and /s/ for
source. The fundamental element of an edge is a relation: a codified description of a relationship
between the two connected nodes. A few main examples of relations present in ConceptNet include
a general RelatedTo relation, hierarchical IsA relation, PartOf, UsedFor, AtLocation, LocatedNear,
HasProperty, CreatedBy, TranslationOf, etc. In total there are 52 kinds of relations. Each edge also
contains information about sources of the underlying relation, surface text describing this relation and

other additional features.

©.
‘W recipe

Figure 2.2: Graph structure of ConceptNet (from [50]).

12



One or more edges create an assertion - the proposition expressed by a relation between two
concepts. The goal of providing the ontology with additional sources is to introduce data to create
new edges for the graph, which would lead to the establishment of new, meaningful assertions about
the surrounding reality. An example of graph describing a certain fragment of reality is shown on

Figure 2.2.
2.3.5 Quantitative analysis of ConceptNet 5.3

In order to identify whether there exists a need for the expansion of the Japanese section of Concept-
Net, and if so, which types of assertions should be populated, I performed a qualitative analysis of the
ontology’s version 5.3.

The first question was how strongly the Japanese language is represented in the database in com-
parison with other languages. In order to confirm this, a script has been prepared to scan through
every assertion and check the language code attached to both concepts of the assertion. If both con-
cepts referred to the same language then the assertion was assigned to that language. In cases when
one concept belonged to one language and the other to a different one, which is the case for example
with TranslationOf assertions, then the assertion was assigned to both languages. Figure 2.3 shows

the results of the analysis concerning top 11 languages.

12,000,000
10,756,368

9,000,000 |

6,000,000 |

Number of assertions

3,000,000 F

1,071,046 gg3 202
422020 389421 250558 243,240 227,839 197,812 171,803 153,726

English Japanese German Italian Chinese French Finnish Latin Dutch Portuguese  Russian

Languages

Figure 2.3: Main languages represented in ConceptNet 5.3 and the number of their assertions.

The calculation process revealed that the language with the strongest representation in ConceptNet
is English, with over 10,700,000 assertions. This is not surprising taking into consideration the origin

of the ontology and general abundance of linguistic sources referring to that language.
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Second place belongs to Japanese, however the disproportion in comparison with English is re-
markable - with over 1,070,000 assertions, the Japanese section is ten times smaller than the English
language part. This without any doubt has a serious impact on the applicability of the database to
various applications. The broader the data set gets, the more versatile it becomes in use. It is therefore
vital to introduce a large amount of new assertions to the Japanese ConceptNet.

Other languages have proportionally smaller representation in the database. With over 880,000
assertions German reached the third position, over 420,000 assertions included Italian concepts and
almost 390,000 assertions related to Chinese.

Another important quantitative aspect of the ontology is the number and proportions of various
types of assertions. Figure 2.4 presents a chart showing the distribution of represented relations and a

table listing specific numbers of assertions.

Number of assertions:

5,639,568

2857801

1,505,848

714,583

432,078

314,898

284,978

96722

82,037

81,733

75.164

67,970

48716

29238

25,602

21,430

18,468

16,615

16,158

12290

11.561

10.739

9,883

58,149

Figure 2.4: Relations of ConceptNet 5.3.

The total number of assertions present in ConceptNet 5.3 is 13,289,522. It is clear that the IsA
type of relation has the strongest representation in the database. With over 5,600,000 assertions of

this kind it makes up for 42.4% of the total number of assertions. With almost 3,000,000 assertions
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RelatedTo is the second most common relation present in the database, taking 22.3% of the total. Next
is the TranslationOf relation with over 1,500,000 assertions (11.3%) and PartOf with over 714,000
assertions (5.4%).

These proportions will not be very informative unless we confront them with those representing
the Japanese portion of the ontology. By detecting any disproportions with the general structure of the
database, it will be possible to identify the kinds of relations that need to be populated with additional
assertions in the first place. It was therefore necessary to perform a separate analysis of the proportions

of relations present in the Japanese section. The results are presented on Figure 2.5.

Number of assertions:

97,664

13,655

10.259

T.ES

6,749

RelatedTo: 1 : 6315
97.664 . : 5,085

5,076

2,786

267

1,779

1,757

TranslationOf:
898,434

AR I A IR IEIERENL

Figure 2.5: Relations of the Japanese section of ConceptNet 5.3.

The first look on the chart reveals a large disproportion in comparison with the general structure
of ConceptNet. The most dominant part of the Japanese section is taken by TranslationOf relations.
Almost 900,000 assertions of this type make up for a staggering 83.9% of the total number of Japanese
assertions. The reason for the dominance of this type of assertion lies in the introduction of JMdict
[62], which provided a source to 873,838 pairs of concepts connected to each other with TranslationOf

relation. The second largest relation is the RelatedTo, however with over 97,000 assertions it covers
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only 9.1% of the whole. Further relations make up for less than 2% each. This clearly shows that
it is necessary to bring the balance between different types of assertions closer to the proportions
representing the whole of the ontology. Especially IsA type of assertions is strongly underrepresented.
With a little over 6,300 assertions it can not compare with the 42.4% proportion present in the overall
distribution. Also many of the relations present in other languages have zero assertions in the Japanese
part. The examples of such relations are LocatedNear, CreatedBy and MemberOf. This information
would serve as an important lead when designing a strategy for expanding the Japanese section of the

ontology.

2.4 Knowledge acquisition methods

In order to choose the path of expanding ConceptNet with Japanese language data in the most effective
way considering the existing constraints, it is necessary to review the existing methods of knowledge
acquisition. Such methods can be divided into four groups: labor acquisition, interaction acquisition,
mining acquisition and reasoning acquisition.

In labor acquisition schema the knowledge is provided directly by trained knowledge engineers or
untrained volunteers. Knowledge engineers are usually required to codify the data in a certain formal
language to create a resource readable by computers. Volunteers could use some kind of interface
to enter new information using natural language. This approach ensures high quality of the acquired
data, however it is extremely time and labor intensive. The Cyc Knowledge Base is an example
of knowledge representation built this way [17]. To facilitate the process of data entry by domain
experts tool such as KRAKEN [20] and a dialogue system based on user interaction agenda [21] were
developed. Volunteers can contribute knowledge through interfaces such as Factivore and Predicate
Populator [22].

Interaction acquisition represents an approach where human minds are treated as data sources,
and the knowledge is acquired in a process of interaction with human contributors. In this setup the
interactive property acts as a motive for the contributors to provide the knowledge in an enjoyable
and productive way. There are usually two forms of interaction employed: interactive user interfaces
and games. Interactive interfaces provide feedback to the users when they enter new knowledge,

which encourages them to contribute even more information [65]. When using a game, a tedious

16



action of entering knowledge is transformed into more enjoyable process of playing the game. The
knowledge is accumulated in the background, possibly without the users not really realizing it while
playing the game. The advantage of such solution is a considerable reduction of cost in comparison
with the labor acquisition approach. The game or an interactive user interface has to be programmed
once and then the players contribute knowledge for free. However, in practice the approach reveals
its drawbacks. The quality of the acquired knowledge may be low, as often users enter meaningless
pieces of information to test how the system would react or when they try to be original and funny.
It has also been observed that systems of that kind tend to have a limit to gathering new data: users
tend to enter similar answers to general questions, and the amount of original answers is limited [66].
Another problem is retention - it is challenging to keep the users interacting with an interface or a game
for a long period of time. The design has to be entertaining enough to keep people engaged and willing
to produce large amounts of data. Examples of systems providing data to knowledge bases through
means of interaction include OMSC [55], Verbocity [67], nadya.jp [58], Common Consensus [68], 20
Questions [69] and Virtual Pet game [59]. An interesting recent development in the area of interactive
approach towards Japanese language common sense knowledge acquisition has been presented by
Otani et al. [70]. The system acquires knowledge with the help of a quiz game introduced as a module
of a popular smartphone spoken dialogue system Yahoo! Voice Assist [71]. The approach is similar
to the word game used by nadya.jp, however the implementation of the game into already popular
dialogue system resulted in the acquisition of a large amount of Japanese common sense knowledge.
The gathered information is intended to be incorporated into ConceptNet.

Using reasoning acquisition approach, potential knowledge can be inferred automatically from
already possessed knowledge. Such reasoning techniques include analogical reasoning, inductive rea-
soning and plausible reasoning. Analogical reasoning helps to discover facts or properties relating
to concepts on the basis of information held about similar concepts. Inductive or plausible reasoning
may be exploited to produce rules from basic facts that would be true in certain contexts. This ap-
proach may be very useful in overcoming the explicitization problem: human beings tend to ignore
the existence of commonsense knowledge. As it is so obvious to them, they assume that everyone
around them already possesses it and so there is no point in explicitly stating the obvious. Reasoning

acquisition may help to solve this problem by assisting in creating a formal description of those im-
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plicit facts. However, in order for such methods to work, they require a large amount of previously
formalized knowledge to operate with. Examples of such systems include FOIL, an inductive logic
programming system applied to Cyc [72], Learner [73] and AnalogySpace [74].

Finally, knowledge may be acquired automatically from a text corpus using mining acquisition
approach. To execute such operation it is necessary to employ natural language processing techniques.
Once a researcher develops a mining system, the system can process either domain-specific corpora
(such as books or newspapers) or open-domain corpora (such as the Web). Web-oriented systems, due
to the larger scale of the available input, can gather much more knowledge than the ones analyzing
domain-specific input. Using an open-domain source would also help to solve the diversity problem:
as common sense knowledge is domain and type independent, it is important to retrieve it from a
wide spectrum of domains. Designing a system able of analyzing various Web pages can be very
challenging due to the heterogeneous nature of the Web. An alternative approach would be to create
a method for analyzing a large open-domain corpus that has a formalized structure. Applying such
system would be very beneficial in terms of efficiency, that is the speed of gathering knowledge, and
automation, that is the reduction of manual labor necessary for acquiring data. Examples of projects
following the mining acquisition approach include Cyc, to be more precise its subsystem for querying
the Web using Google search engine [23], KnowItAll [33], TextRunner [75], R2A2 [76], or knowledge

extraction system from Chinese online encyclopedias [77].

2.5 Conclusion

The analysis of the structure of ConceptNet 5.3, as well as the review of existing approaches towards
knowledge acquisition lead to the following conclusions. Considering the current state of the Japanese
part of the database and the challenges the various ways of expansion must face, it would be most ef-
fective to apply the mining acquisition approach on a structured, domain-independent corpus. This
would not only solve the problem of efficiency-automation balance, which is crucial considering the
limitations of the available human and time resources. Such choice of the mining target would help to
overcome the diversity problem appearing while processing sources referring to a particular domain.
An obvious candidate for such source would be Wikipedia. As it is created by general public, and not

by a finite group of specialists, it is safe to assume that it represents a pool of collective knowledge
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shared by the whole population of Japanese language speakers. The domain-independency condition
is met as well, as Wikipedia articles cover a virtually limitless variety of topics. The above conclu-
sions became the guidelines for the development of a method of expanding the Japanese section of
ConceptNet.

The reader may wonder how the knowledge about various entities contained within Wikipedia ar-
ticles could help to extract common sense knowledge. As I demonstrate in the latter part of the thesis,
explicitly expressed facts may lead us to more general conclusions. By looking at a large number of
tangible examples it is possible to learn some unwritten truths, which are obvious to humans, but still

unknown to computers.
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Chapter 3

Data mining on reference corpus

3.1 Introduction

This chapter presents the proposed method for automatic acquisition of assertions suitable for the
introduction to the Japanese section of the ConceptNet. Section 3.2 describes the approach of using
hyponymy relations as the ontology’s ISA assertions and a method of acquiring them. Section 3.3
shows the process of gathering other types of assertions by first presenting the underlying method for
generating information-rich taxonomy, and then referring to the methodology of mining AtLocation
assertions in Subsection 3.3.1, LocatedNear assertions in Subsection 3.3.2, CreatedBy assertion in
Subsection 3.3.3 and MemberOf assertions in Subsection 3.3.4. Section 3.4 presents a method for
gathering general assertions generated on the basis of the previously extracted data. Finally, Sec-
tion 3.5 describes the solution to performance issues met during the implementation of the proposed

method.

3.2 Hyponymy relation as IsA relation

As it has been shown in Section 2.3.5, IsA relation is represented by the highest number of assertions
in ConceptNet. However, only around 6,400 assertions of that type could be found in the Japanese
section of the ontology. It became clear that populating this relation should be the first goal in the path
of increasing the number of Japanese language entries.

IsA relation of ConceptNet 5.3 covers both hyponymy relation, as well as concept-instance re-
lation as defined by linguistic literature [78]. For example, assertions built on the basis of sentences

“National university is a kind of university” and “Tokyo University is an instance of university” would
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be incorporated into this relation. Therefore including hyponymy pairs into the base would be a valid
task. There is a number of methods that can be used to automatically acquire sets of two lexical terms
connected by a hyponymy relation [31] [79] [80] [81] [82] [83] [84]. However, a method that would
best serve the purpose of acquiring assertions valid for introduction to the Japanese part of ontology
was created by Sumida et al. [85].

The key idea of the method is to focus on the analysis of a consistently structured reference cor-
pus. This would allow for a much more effective and cost-efficient extraction of hyponymy pairs
in comparison with the attempt to perform such operation on unstructured documents. In this case
Wikipedia is considered as such structured corpus. Wikipedia is created with the use of MediaWiki
software package [86], which interprets the source code written in the Wiki markup syntax to gener-
ate web pages accessible by the public. What is important, the Wiki markup syntax is stricter than
the HTML syntax, and its use is regulated by the editorial policy. As a result Wikipedia, having a
consistent structure of its articles, becomes a much more suitable target of information extraction in
comparison with generic HTML documents (see Figure 3.1 for an example of Japanese Wikipedia
page and its source code which is being analyzed by the method; figure 3.2 presents English language
equivalent of the page) The elements of Wikipedia articles targeted by the analysis include headings,
bulleted lists, ordered lists and definition lists. These elements, when marked with a given number of
special symbols, such as “=" or “*”, create a hierarchical structure. The method’s goal is to extract
hyponymy relations from such structures.

An improved version of the method [87] retrieves hyponymy relations in two steps: first it extracts
the hyponymy relation candidates from hierarchical layouts, and then selects valid hyponymy relations
using a classifier based on Support Vector Machines [88]. The candidates are obtained by considering
the title of each marked-up item as a hypernym candidate, and titles of all subordinate marked-up
items as its hyponym candidates. The SVM-based classifier uses the following features to select

proper hyponymy relations from the candidates:

o Part-of-speech tag - a unique dimension in the feature space is assigned for each POS tag; when
the candidate hypernym/hyponym consists of a morpheme with a given POS tag, then the value
of corresponding element of the feature vector is set to 1; in case when the candidate consists

of more than one morpheme, then the feature vectors of all morphemes are summed; the POS
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title of the article

TEVH EEEN) . *xX3IH BEA) VAR IABREEYHKICET 2/ EEAIEOR
%Egiﬁ%t:;o‘cﬁﬂw%'&gﬁﬁo JZADRE, T, HEIFFIC, ZRVEEVH

(Pteromys momonga) Z15 9, E&E CTIFREER & K 3%

definition
sentence

-€E=E > 7it& Pteromyini - 15/8. %@45@)

(E VINLEE Aeretes )

(E VKLY HE Aeretes melanopterus:}

C7 OLYHER Aeromys}
7 O L4 £ Aeromys tephromelas
ST X ALY Y E Aeromys thomasi

.@79£=eyﬁ‘)§ BeIomySD

. (7’ 7V EE>H Belomys pearso@

hyponymy
relations - ... category
names
| HFIU URE

"EEYAT (BEEEM) & [*XIH] E®B) [YRABY AER[ETE Y ARICET 2 /B [HERLLE] O# .
BEICK > TRIMT Z2MEERF DY R OB, £io. L&EICIFFFC, "[Z/RYEEY AN {({SnameillPteromys
momonga}}) Z15 T, ERE TIIEERE L3,

== ﬁ;ﬁﬁ ==

“[[EE > HIK]] {{SnamellPteromyini}} - 15/8. #945%&
2 J)NLT S EE {{Snameill Aeretes)}

=2 )NAYH £ {{Snameill Aeretes melanopterus)}
=4 O LY EE {SnameillAeromys}}

g O LY E {SnameillAeromys tephromelas})}
= N 27 O L% E {SnameillAeromys thomasi)}
i 7 EE Y HE {Snameil Belomys}}

iy 7 2 EE > H {{SnameillBelomys pearsoni}}

[[Category:') ZBHE H ADY]

Figure 3.1: Example of Japanese Wikipedia page with marked elements for extraction (upper part)
and its source code (lower part).
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. - title of the article
Flying squirrel
ing squirrels (Scientifically known as Pteromyini or Petauristini) are a tribe of 44 species of

squirrels in the family Sciuridae. They are not capable of flight in the same way as birds oripats but
are able to glide from one tree to another with the aid of a patagium, a furry, parachute-like;
membrane that stretches from wrist to ankle. definition

sentence

-(i’ribe Pteromyini — flying squirrels:}

-@enus Aeretes, northeastern China)

-@roove-toothed flying squirrel (North Chinese flying squirrel), Aeretes meIanopterus)

-@enus Aeromys — large black flying squirrels, Thailand to Borneo)

lack flying squirrel, Aeromys tephromelas

homas's flying squirrel, Aeromys thomasi

-@enus Belomys, Southeast As@

hyponym .Gairy-footed flying squirrel, Belomys pearsoniD

relations . category
names

| Categories: Squirrels Flying squirrels Gliding animals Extant Rupelian first appearances

"Flying squirrels™ (scientifically known as "Pteromyini" or "'Petauristini") are a [[tribe (biology)ltribe]] of 44 [[species]]
of [[squirrel]]s in the [[family (biology)lfamily]] [[SquirrellSciuridae]]. They are not capable of flight in the same way as
[[bird]]s or [[bat]]s but are able to glide from one tree to another with the aid of a [[patagium]], a furry, parachute-like
membrane that stretches from wrist to ankle.

==Taxonomy==

""Tribe Pteromyini"' — flying squirrels
**Genus "[[Aeretes]]", northeastern [[China]]

***[[Groove-toothed flying squirrellGroove-toothed flying squirrel (North Chinese flying squirrel)]], "Aeretes
melanopterus"

**Genus "[[Aeromys]]" — large black flying squirrels, [[Thailand]] to [[Borneo]]

***[[Black flying squirrel]], "Aeromys tephromelas"

***[[Thomas's flying squirrel]], "Aeromys thomasi"

**Genus "[[Belomys]]", Southeast Asia

***[[Hairy-footed flying squirrel]], "Belomys pearsonii"

[[Category:Squirrels]]

[[Category:Flying squirrelsl| ]]
[[Category:Gliding animals]]

[[Category:Extant Rupelian first appearances]]

Figure 3.2: Example of English Wikipedia page with marked elements for extraction (upper part) and
its source code (lower part).
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tag of the last morpheme is mapped to a different dimension;

Morpheme - the candidate’s morphemes are mapped to the dimensions of feature vectors, as
some morphemes, such as “genus”, appearing at the end of a candidate hypernym increase the

probability of the relation being valid; the last morpheme is mapped to a separate dimension;

Expression - mapping each expression of the candidates to an element in a feature vector may
help to detect strings that may appear among the marked-up item’s title, but which can not form

a correct hypernym or hyponym, such as “Background” or “Note”;

Attribute - an observation has been made that if a relation candidate includes an attribute, for
example “Anatomy” as attribute of different creatures, such relation is invalid as it can not create
a proper hyponymy; the authors of the method generated a set of 40,733 attributes to be mapped

to the dimensions of feature space;

Layer - an observation has been made that if a hyponymy relation is extracted from the bottom
of the hierarchy structure, such relation has a higher probability of being valid; to include this
fact during the classification, each type of marking items (that is headings, bulleted lists, ordered
lists or definition lists) from which the candidates are extracted is mapped to an element of a

feature vector;

Distance - it has been observed that when a distance d between candidates for hypernym and
hyponym on a hierarchy structure equals 1, the probability of the relation being valid increases;
to note this phenomenon during the classification, the distance d is mapped to two elements of

the feature vector: when it equals 1, and separately when it is above that value;

Pattern - this feature is based on an observation made during the preparation of the first version
of the method [85] which suggested that when the candidate hypernym is obtained from a
hypernym that can be matched to one of the patterns shown in Figure 3.3, then it is more likely

to be correct;

Last character - if the last character of both hypernym and hyponym candidates is the same,

then such relation is more likely to be correct, as the last characters are likely to convey major
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X o — 5 (list of X), X — 5 (list of X), X i (details of X),
X U A b (X list), 22004 X(typical X), %2 X (typical X},
E & X (popular or typical X), £/ X (popular or typical X),
E# X (popular or typical X), M40 % X (basic X), & X
(basic X), # 4 7z X (notable X). & & 72 X (large X), flne X
{other X)), — & X (partial list of X), *X @ G (details of X),
AR X (typical X), *3E A0 X (basic X), *# # X (notable
X}, ¥ X (partial list of X)

Figure 3.3: Patterns for finding plausible hypernym X (from [87]).

semantic content of Japanese compound nouns; to pass this information to the classifier, this

feature is set to one if the repetition of the last character occurs;

By applying all of the above mentioned features to a SVM-based classifier, the authors of the
method were able to achieve 89.7% accuracy of the extracted hyponymy pairs (refer to the original
paper for the evaluation methodology and additional measurements) [87]. Table 4.2 presents examples

of the acquired hyponymy pairs.

Table 3.1: Examples of extracted hyponymy pairs presented by the method’s authors [87].

Hypernym Hyponym
koen Motomiya-koen
(park) (Motomiya Park)

kokyo-shisetsu rojin-fukushi-senta

(public institution)

(welfare center for the elderly)

kogu baisu

(tool) (vice)

saiji unagi-matsuri
(festival) (eel festival)
wakusei Tennosei

(planet) (Uranus)
mizuumi Tanzawa-ko
(lake) (Lake Tanzawa)
kokii kaisha Tai Kokusai Kokii
(airline company)  (Thai Airways International)
chokokuka Isamu Noguchi
(sculptor)
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Two additional methods of extracting hyponymy pairs from Wikipedia have been proposed as
well - extraction from definition sentences, and extraction from category pages. Wikipedia definition
sentences were previously used to mine hyponymy relations for named entity recognition [89]. This
method has been developed for English language Wikipedia content analysis and adapting it to the
use with Japanese language articles required some modifications inspired by Tsurumaru et al. [90].
The method exploits sentential patterns appearing in dictionary definitions. As Wikipedia contains
such sentence at the beginning of each article, it is easy to recognize and analyze them in search
of hyponymy pairs. The authors of the method manually prepared 1,334 patterns to facilitate the
process. The method of extracting hyponymy relations from category pages has been inspired by
the research conducted by Suchanek ef al. [31]. In that case the process could be augmented by
using WordNet information [32] to achieve better results. However, in case of Japanese language
hyponymy extraction such support was not used although Japanese version of WordNet has been
developed [91]. The method therefore is very simple and uses only Wikipedia resources: it regards a
category name given on the top of a category page as a hypernym and every position listed on the page
as its hyponyms. The authors of the method admit that this approach introduces a considerable amount
of noise to the output. The precision of extraction of hyponymy relations from definition sentences
and from category pages have been assessed at the level of 77.5% and 70.5% respectively. Considering
the low number of IsA assertions already present in the ConceptNet 5.3, a decision has been made to
apply the described methods to a more recent version of Wikipedia and conduct experiments aiming
at assessing the quality of the data acquired by all three methods. If the accuracy of the methods
would achieve satisfactory results then the output could be introduced to the ConceptNet’s data pool.
Although Yamada et al. suggests that these hyponymy pairs are not informative enough to be useful
for NLP tasks such as question answering [92], however they do fall into the scope of ConceptNet’s
domain of common sense and general knowledge. They are simple enough not to interfere with the
ConceptNet’s usage flexibility, yet informative enough to introduce new and valuable input to the
knowledge base.

To implement and test the described methods I used the Hyponymy extraction tool v1.0 [93], an
open-source program which takes Wikipedia’s XML dump files as input. It consists of four modules,

three of which deal with extraction of hyponymy pairs from different parts of Wikipedia content:
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hierarchy structures, definition and category, as described earlier. The program utilizes the Pecco
library [94] (SVM-like machine learning tool) to perform the classification of hyponymy pairs candi-

dates. The results of the implementation of the tool are described in Chapter 4.

3.3 Extracting other relations

The fourth module of the Hyponymy extraction tool v1.0 executes a method for information-rich
taxonomy creation developed by Yamada et al. [92], which utilizes the results of the previously de-
scribed methods [85] [87]. The underlying idea behind the development of the method is as follows.
Hyponymy relations extracted from the hierarchical structures of Wikipedia articles, and especially
hypernyms of such pairs, may be considered as too abstract or vague to be directly used for different
applications, such as question answering. An example of such pair would be a hypernym “sakuhin”
(work) and a hyponym “Abata” (Avatar). To make such pair more useful, the hypernym would have
to be enriched with some additional information to make it more specific. This information may be
provided by the title of the Wikipedia article from which such hyponymy pair was extracted. Using
the previous example, if the hyponymy pair was extracted from a hierarchy structure included in a
Wikipedia article entitled “Jémuzu Kyameron” (James Cameron), then adding the title to the hyper-
nym with a proper postposition would make it more specific.

Figure 3.4 presents the procedure of the method using the previous example. First the hyponymy
relations are extracted from the hierarchical structures of a given Wikipedia article. These relations
are treated as basic hyponymy relations by the method (left part of the diagram). Next, each hypernym
is augmented with a modifier, which is the title of the Wikipedia article from which the hyponymy
relation was extracted. The modifier is added to the hypernym with the Japanese particle “no”, a
genitive case marker expressing English words such as [of], [by], [in] or [’s]. Such augmented, inter-
mediate hyponymy relation is later referred to as T-INTER (central part of the diagram; the “T” in the
name of the relation stands for “title” and “INTER” stands for “intermediate”). Finally, yet another
intermediate concepts pair is introduced to the taxonomy. It is created by generalizing the hypernym
of T-INTER, and to be more specific, by generalizing the title of the Wikipedia article from which
the basic hyponymy relation was extracted. To do this the method requires a hypernym of the title.

Such hypernym is generated from the definition sentence or category name following the previous
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methods [85] [87]. The title is replaced with its hypernym, and the newly createated generalized in-
termediate concept pair is referred to as G-INTER (see the right part of the diagram; the “G” in the

name of the relation stands for “general” and “INTER” stands for “intermediate”).

hypernym hypernym hypernym
(e.g., work) (e.g., work) (e.g., work)

G-INTER (e.g., work
] of film directors)

T-INTER (e.g., work
of James Cameron)

hyponym hyponym hyponym
(e.g., Avatar) (e.g., Avatar) (e.g., Avatar)

basic hyponynty T-hyponymy G-hyponymy
relation relation relation

T-INTER (e.g., work
of James Cameron)

Figure 3.4: Procedure of Yamada et al. method (from [92]).

Examples of augmented hyponymy relations are shown in Table 3.2. As we can see the generated
augmented hypernyms are too specific to be incorporated into ConceptNet directly. However, a closer
inspection of the data reveals that some additional information about their corresponding hyponyms
may be extracted from them, such as information concerning location, neighboring locations, creator
and so on. Knowledge about location and creator may be directly transferred into ConceptNet as al-
ready built-in AtLocation, LocatedNear and CreatedBy relations. It should be noted that according to
the ConceptNet documentation [95] the CreatedBy relation relates to processes, however inspection
of the existing CreatedBy assertions show that they include creations and their authors as well. The
remaining part of the acquired information related to the hyponyms may be represented by a more

general RelatedTo relation.

The proposed procedure of acquiring additional information slightly differs between the versions
responsible for extracting particular relation, but its general structure is presented in Figure 3.5 First
it scans the G-INTER using a handcrafted primary rule set in search of tags referring to items fitting

to one of the designated categories: location, neighboring location, creator or member. Next it filters
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Table 3.2: Examples of augmented hyponymy relations generated by Yamada et al. [92] method.

Original G-INTER T-INTER Hyponym
Hypernym
tojo-jinbutsu SF eiga no tojo-jinbutsu WALL-E no tojo-jinbutsu M.O
(character) (character of SF movie) (character of WALL-E)
seihin kigyo no seihin Silicon Graphics no seihin ~ IRIS Crimson
(product) (product of a company) (product of Silicon Graph-
ics, Inc.)
sakuhin America no shosestu-ka no J.D. Salinger no sakuhin A boy in France
sakuhin
(work) (work of American novel- (work of J.D. Salinger)
ist)
machi England no shu no machi East Sussex no machi Uckfield
(town) (town in a county in Eng- (town in East Sussex)
land)
kantoku musical eiga no kantoku Ame ni Utaeba no kantoku  Stanley Donen
(director) director of a musical) (director of Singin’ in the
Rain)
ibento Hoso-kyoku no ibento Fuji Television no ibento Odaiba dotto komu
(event) (event of a broadcasting sta- (event of Fuji Television (Odaiba dot com)
tion) Co., Ltd.)

the basic hypernym through a secondary rule set to exclude items that would introduce noise. If the
basic hypernym is positively assessed by the secondary rule set, the procedure assumes that the phrase
acquired by deleting the descriptor from the G-INTER is a valid tag corresponding to a particular re-
lation. In the next stage the method compares the validated tag with the content of the T-INTER to
extract a concept suitable for becoming an element of a new assertion. Finally, the newly acquired
concept is joined to the base hyponym with a proper relationship tag to extract a new relation. In post-
processing phase the procedure removes duplicates of assertions to output a list of unique assertions

of a given type following a format “A relation B”, where A and B refer to the extracted concepts.

The effectiveness of the method mainly depends on the number and nature of introduced rules
to both the primary and secondary rule sets. The method at this stage uses 55 primary rules and
14 secondary rules, which led to extraction of assertions concerning location, neighboring locations,
creators and members. I have created a manually crafted set of rules written in Python regular ex-

pressions format, using heuristics after analysis of the input data. The reason why I chose this kind
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Primary Secondary

rule set rule set
[ Tag search ] _— [ Noise filter ]
[ Tag validation ] —_— [Tag - T-INTER comparison ]

/

[ Assertion creation ]

Figure 3.5: Flowchart of the proposed method.

of approach is the fact that the information units contain Chinese or Japanese characters or strings of
characters indicating a type of location, a city, province, school, creator or member. I use the rules
to detect these characters or strings, and this way the method is able to obtain the named entities
referring to locations, creators, members and other concepts. Due to the qualities of the Japanese
language’s writing system these rules are often very simple, containing a single character, but are still
effective for detecting the language units suitable for extraction. For example, the secondary rules
used for detecting people include the suffix “~sha”, which describes different professions. For En-
glish such a shortcut would be harder to apply, and therefore person detection would require a much
larger rule set covering a long list of names of professions and appropriate suffixes (like “~er”, “~or”

or “~ist”). The following subsections describe in detail the procedure of acquiring each of the four

kinds of instance-related assertions.
3.3.1 AtLocation assertions acquisition

In order to acquire a large number of assertions representing AtLocation relation the procedure uses
a primary rule set consisting of 21 items. The secondary rule set, consisting of 12 items, ensures the
high level of reliability of the output data. I utilize primary rule set to scan through the G-INTER

element of the list in search of suitable candidates for extraction. The rules present in the primary set
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of the AtLocation extraction module are as follows:

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.
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()BT, (%)
()RR (%)
()RR, N ()
(") EN()
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(NEB,. M%)
() DEBHIN(.*)
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21. (DE T, N()

Rules number 1-2 refer to municipalities, 3-4 to special districts, 5, 20 and 21 to towns, 6-7 to
prefectures, 8-11 to cities, 12 to locations, 13-17 to countries, and finally 18-19 to metropolitan areas.
Most of the rules are created in two forms, taking into consideration the fact that the G-INTER may
include multiple tags. The rules utilize the fact that the tags are confined by square brackets within
the G-INTER. For example, G-INTER tags describing Hiji town include “town”, “castle town”, and
“municipality in Oita prefecture”. Therefore it is in most cases necessary to create rules that will

detect tags which are followed both by a coma and by a square bracket at the end of tags list.

The secondary rule set of the AtLocation relation extraction module consists of the following

items:
. (A
2. (&
3 (A
4. (ME
5 (MF A b
6. (HFLVK

9. (N=VFUT
10. (E
11, (M) imERER T

12.  BEE()
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Rules number 1-9 refer to people and other names indicating human beings, such as “cast”, “tal-
ent”, “artist”, “tenant” and “personality”. The reason why I introduced these rules is the fact that it is
not possible to build an AtLocation kind of relationship between a place and a person, as people, even
though born in a specific location, are most often not limited to existing in that particular location.
Rules 10-12 help to filter out other noise inducing items such as sister cities or adjacent locations.
The rules were prepared manually after the extensive analysis of the input, that is the augmented hy-
ponymy relations list [92].

Figure 3.6 presents the procedure of extracting AtLocation relations. The script goes through every
line of the input list and divides it to four parts, that is the original hypernym, G-INTER, T-INTER
and hyponym. When any of the elements enumerated in the primary rule set is found in the G-INTER
(Step 1), then the procedure utilizes the secondary rule set to scan through the original hypernym.
Next the script checks that the original hypernym does not include the elements from the secondary
rule set (Step 2). If such condition is met and all noise inducing items have been filtered out, then it
verifies that the content of G-INTER confined by square brackets is a valid location tag (Step 3). As
shown in the example from Figure 3.6, it checks that “county in England” is a valid tag to describe
a location. Further step of the method is to read the descriptor part of the G-INTER, that is the part
outside the square brackets, and to remove it from the G-INTER, leaving only the concept needed for
data extraction (Step 4). This way, as shown in the previous example, it can extract the knowledge
that the county we can refer to in that particular case is East Sussex. Finally the extracted concept
is being connected to the hyponym with AtLocation relation to create a new assertion, for example

Uckfield-AtLocation-East Sussex.

Hypernym G-INTER T-INTER Hyponym
AtLocation

[England no shul§ho machi \ ; Fast Sussex§o machi
town In a county in England) ) town In East Sussex)

Figure 3.6: Procedure of AtLocation relation extraction module.
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3.3.2 LocatedNear assertions acquisition

LocatedNear assertions acquisition module is a good example of applying very simple rules which
exploit the qualities of Japanese writing system to gather high-accuracy data. Both primary and sec-

ondary rule sets of this module consist of only one rule each. The primary rule is:
o B

The character in this rule, either standing on its own or as a part of a characters compound, in-
dicates a state of being close, next door or neighboring. By confirming whether the searched string
has this character at its beginning, the system is able to detect a wide variety of expressions indicating

close physical proximity. The secondary rule set is also minimalistic and consists of one item:

. B

The character in this rule signifies counties. I have introduced it to the secondary rule set after
preliminary experiments conducted on the data acquired by applying the primary rule. One of the
annotators evaluating the output indicated that assertions with American counties as one or both of
the concepts are ambiguous, as there are counties with the same name in different states. In order to
prevent the ambiguous items from lowering the quality of the output data I have made a decision to

create a secondary rule detecting counties to filter them out.

Figure 3.7 presents the procedure of extracting LocatedNear relations. In this module the proce-
dure is in most parts analogous with the path of AtLocation extraction, however there is one major
difference: the primary and secondary rule sets are both applied to the basic hypernym. First (Step 1)
the script checks whether the hypernym includes the character indicating physical proximity and then
(Step 2) confirms that it does not refer to counties. Further steps correspond with the ones described

in the previous section.
3.3.3 CreatedBy assertions acquisition

CreatedBy assertions acquisition module represents an alternative approach: minimalistic rules can

not be applied here if the script is to generate high accuracy data. Preliminary experiments revealed
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Hypernym G-INTER T-INTER Hyponym

LocatedNear

g rinsetsu suru jichitaig)

[Shil$ 0 rinsetsu suru ﬂchiiai
(adjacent municipality (sj'

municipality adjacent to a city)

. ﬂ m o rinsetsu suru jichitai J

(municipality adjacent to Tomi-shi

(

Figure 3.7: Procedure of LocatedNear relation extraction module.

that extracting creator information is more complex and creates some challenges. While extracting
location-related information, the introduced rules may be simple and straightforward. In the case
of creators, the rules not only have to cover the qualities of the writing system, but also take into
consideration the importance of particular roles while creating a given piece of work. For example,
human annotators indicated that a number of professionals taking part in the creation of films may not
be considered as the creators of these films. Actors, actresses and voice actors, even if they make a
great contribution to the work, should not be labeled as its creators. Further experiments showed that
similarly animators, animation directors, sound directors, and storyboard creators do not qualify to
be included in the common sense CreatedBy assertions. After taking all the above mentioned aspects

into consideration, the preliminary rule set consists of the following items:
1. (2B
2. (F)EEIR,MN()
3. (N1 SARL—%—\(¥)
4. (MTZABL—=F— ("
5. (MFEERY
6.  (IEFER,MN(Y
7. (OFEEREN(Y)
8. () PEREZE,. N ()
9.  (MEB(Y)
10. (EE,MN()
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1
’
,

2. (=a=>v2.A(9)

Rules number 1-2 refer to manga artists, 3-4 to illustrators, 5-6 to lyricists, 7-8 to composers, 9-10
to directors, 11-12 to scriptwriters, 13-14 to novelists, 15-16 to stage directors, 17-18 to designers,
19-20 to painters, 21-22 to creators, 23-24 to writers, 25-26 to photographers, 27-28 to artists, and
29-32 to musicians. Again the rules are prepared in two forms to cover cases of the searched tag being

in the middle or at the end of the tags list confined by square brackets.

The secondary rule set of the CreatedBy relation extraction module consists of only one following

item:

1. (HFEE

The role of this element is to filter out entries referring to voice actors. As the human annotators
indicated during the preliminary experiments, this role excludes people from being considered as cre-

ators of a particular film or animation.

Figure 3.8 presents the procedure of extracting CreatedBy relations. As it was the case with
LocatedNear relation extraction module, I apply both primary and secondary rule sets to investigate
the same element of the enriched taxonomy, but in this case the procedure scans through the tags
enclosed by square brackets in the G-INTER. After confirming that the G-INTER tag or tags include
one of the elements listed in the primary rule set (Step 1), the scripts filters out noise inducing items
(Step 2), in this case elements that have a voice actor as a tag in G-INTER. Further steps correspond

with the ones described in section 3.3.1.

Hypernym G-INTER T-INTER Hyponym

CreatedBy

b/ Amerika no shosetsu-ka ¥
(work of American novelist

sakuhin
(work)

Figure 3.8: Procedure of CreatedBy relation extraction module.
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3.3.4 MemberOf assertions acquisition

The last module of the proposed method is responsible for extracting assertions consisting of two
concepts connected by a MemberOf relation. This module uses the elements of the primary rule
set selectively in order to achieve higher coverage. It also has a built-in procedure for normalizing
phrases referring to members: it checks whether phrases present in the information-rich taxonomy
contain “current member” expression and replaces it with “member” for further processing. The rules

present in the primary set of the MemberOf extraction module are as follows:
1. (YD X )\—
7. F(F)D A )=, M](Y)
3. F(F)D A IS\

4 (DA I N(H)

All of the above rules refer to expressions denoting members. The form of the rules is determined
by the element they will target, as well as the position of the element in case of tags confined within
square brackets.

The secondary rule set of this module consists of only two elements:
L OBEDA =

2. JOLEIDXIN—=*

Both rules serve to filter out items that refer to past members, as it has been pointed out by human
annotators that people who are no longer members of particular groups or organizations should not be
included in the MemberOf assertions pool.

The procedure of MemberOf assertions extraction module has two phases. Phase one is presented
in Figure 3.9 and executes the following program: first the rule number one from the primary rule
set is used to scan the T-INTER of the taxonomy (Step 1). If the searched phrase is found the script
assumes that the part of the T-INTER that precedes the searched phrase is a valid organization or

group tag (Step 2), and then connects it with the hyponym to form a new assertion (Step 3).
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Hypernym G-INTER T-INTER Hyponym
MemberOf

E Damu nomenb ;
(Member of Dumb Type)

¥akamine Tadasuy

menba [Nihon no geijutsu bunka dantai] no menba
(member) (Member of a Japanese artist collective)

Figure 3.9: Procedure of MemberOf relation extraction module, phase one.

The analysis of the input data revealed that in many cases the G-INTER’s tags contain member-
ship information referring to the object named in the T-INTER. Phase two of MemberOf assertion
extraction method, presented on Figure 3.10, was designed to exploit this fact. The script analyzes the
G-INTER’s tags list one by one with primary set’s rules 2-4 to search for phrases indicating member-
ship (Step 1). If such phrase is found, then the secondary rule set is is used to filter out noise inducing
items (Step 2). If the analyzed phrase passes the check, then the program assumes that the phrase
preceding the one expressed by the primary rule in the G-INTER it is a valid group or organization
name (Step 3). Next the script deletes the G-INTER tag descriptor from the T-INTER to retrieve a
member (Step 4) and finally links is established between the member and the organization or group
(Step 5).

Hypernym G-INTER T-INTER Hyponym

terebi dorama
(TV drama)

M §7 no terebi dorama

iy drama by a member of Arashi) _.a+J

-' o terebi dorama] ES‘hf'm'gami-kurj

TV drama by Ono Satoshi)

MemberOf

Figure 3.10: Procedure of MemberOf relation extraction module, phase two.

3.4 Generalizing over assertions

Wikipedia contains a lot of information related to instances of certain concepts, such as Salvador Dali
as an instance of an artist. Filling up ConceptNet with instances is a valid task, as it is very hard to
establish the boundaries of common sense knowledge — facts that are obvious to one group of people
overlap to a large proportion with the knowledge of another group, but there is always a discrepancy.

This issue raises a question: would it be possible to come to more general conclusions on the basis of
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the numerous instances?

This approach would be consistent with analogical reasoning [96], a process which is inseparable
with human cognition. Analogies are useful for explaining new concepts, for example very abstract
ideas, such as “electricity”, can be depicted with more concrete, tangible examples, such as “water
flow”. Analogy is also useful for communication and persuasion. To explain very complex global
environmental phenomena one can use a smaller scale example to depict an impact of human inter-
vention on the natural balance, for example comparing earth to Easter Island. By analyzing the effects
of overpopulation and exploitation of the island’s ecology which in consequence led to a rapid loss
of species, famine and collapse of social structures, it is possible to convey a much more convincing
picture about a global state of the environment. In this case however, gathering data about instance
related concepts would support making predictions within a given domain: if a large number of rep-
resentatives of a certain group hold the same quality, or has a relation with another general concept,
then it is safe to assume that a given representative of this group also holds such quality. Gathering
instance-related data, perceived from a point of view of example-based learning theory [97], can be
treated as a preparatory phase leading to learning from worked examples. In such scenario learners
study problems with solutions already given (in this case it would be concepts belonging to a particular
group having a given relation with another given concept) before being confronted with a problem-
solving task. As the learners need a basis of useful examples from which they can draw analogies
and conclusions, an analogy-making mechanism would require a set of instance-related pieces of
information to draw a general conclusion.

In order confirm whether it would be possible to create such mechanism and make general con-
clusions on the basis of the data acquired with the previously presented procedure, I have prepared
and tested the following method. Figure 3.11 presents the proposed method’s schema. First the script
imports the additional information lists representing AtLocation, CreatedBy and MemberOf relations.
LocatedNear relations have been excluded from this analysis, as the preliminary experiments revealed
that a low number of assertions representing a given relation yields unsatisfactory results. Next each
assertion is analyzed one by one: for both concepts in the assertion the script finds their hypernyms in
the generated IsA relations list. When the hypernyms are found, assertions representing all possible

combinations between concept A’s hypernyms and concept B’s hypernyms are generated. The pro-
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cess is repeated for all assertions in the additional information list. Finally, the script produces a list of
the generated hypernym assertions together with their respective occurrence frequency. This way the
method indicates which assertions are created on the basis of the highest number of examples. The
hypothesis is that the assertions with the highest occurrence frequency represent general, common
sense observations. The number and reliability level of the data acquired with the proposed method is

presented in the Section 4.8 and the solution to the performance issues which appeared while imple-

mented the method is presented in section 3.5.

concept A Atlocation > | concept B

N

x
X

hypernymA1 hypernymB1
hypernymA2 hypernymB?2
hypernymA3 hypernymB3
hypernymAn hypernymBn

Figure 3.11: Outline of the proposed method for general assertion acquisition exemplified with AtLo-
cation assertion type.

3.5 Performance optimization

The operation of scanning through every line of AtLocation, CreatedBy and MemberOf assertions
lists and searching for hypernyms of both concepts in the assertion greatly increases the time com-
plexity of the algorithm. The complexity reaches to the level of 2n X m where n is the length of the
list of assertions of a given type and m is the length of the list of IsA assertions. In order to optimize
the performance of the algorithm and minimize the required time for finishing the operation several
different approaches have been made. The first step was to minimize the program’s hard drive opera-
tions. Instead of reading the files containing the processed assertions list and the IsA list line by line,
the program loaded both lists to the operational memory and performed the search there. This alone
had a positive impact on the performance, but still the time to finish the analysis of a single relation

file, for example CreatedBy, could be counted in days, in this case 6 days. A radical reduction of the

41



necessary calculation time came with the introduction of multiprocessing. The multiprocessing func-
tionality has been implemented in the following way. First the main program loads the assertions list
to be processed and the IsA assertions list to the operational memory. Then a dedicated procedure is
used to check the number of cores available on the machine the program is executed on. The program
then uses a for loop to launch a number of subprocesses equal to the number of cores detected, and run
them each using a separate core. Each subprocess takes a single position from the analyzed assertion
list as input. The position consists of two elements, concept A and concept B. The subprocess searches
for each of these elements in the IsA list’s hyponym position. If a match is found, the corresponding
hypernym is added to a temporary list of concept A’s hypernyms or concept B’s hypernyms. Next a
list of all possible pairs between concept A’s hypernyms and concept B’s hypernyms is created and
returned as the output of the subprocess. The main program adds the returned list to a global list and
loads the subprocess with another position from analyzed assertion list. The loop of adding next posi-
tion from the analyzed assertion list to a subprocess and receiving the subprocess’ output list continues
until the list of assertions finishes. At that moment the main program closes all subprocesses one by
one after it receives their outputs. The global list is then transformed into a dictionary which key is a
tuple consisting of concept A’s hypernym and concept B’s hypernym pair, and the value is the number
of times such pair appeared in the global list. Finally the dictionary is sorted from the most frequent to
the least frequent pair and saved to a file (sorting is necessary to find pairs created on the basis of the
highest number of examples). As a result of implementing multiprocessing in the described manner,
the process of analyzing the mentioned before CreatedBy relation file has been reduced from 6 days

to 11,5 hours while running on a 32 core machine.
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Chapter 4

Evaluation

4.1 Introduction

The purpose of this this chapter is to present the evaluation of the data acquired by the introduced and
proposed methods. Section 4.2 describes the evaluation methodology applied to assess the discussed
datasets. Further sections show the evaluation referring to the particular datasets. Section 4.3 presents
the results of applying method for gathering IsA assertions. Section 4.4 presents the assessment
of the generated AtLocation assertion dataset. Section 4.5 contains the evaluation of LocatedNear
Assertions. Section 4.6 shows the assessment of CreatedBy relations sample. Following Section
4.7 refers to the MemberOf assertions evaluation results. Section 4.8 contains the results of general

assertions assessment. Finally, Section 4.9 concludes the chapter.

4.2 Evaluation methodology

To verify the reliability level declared by Sumida et al. [87] and evaluate the proposed method for
obtaining additional relations I used the 2014-11-04 version of the Japanese Wikipedia dump data
as the input to the definition, category and hierarchy modules of the Hyponymy extraction tool v1.0
running at 93% precision rate using SVM-based classifier trained with the biggest available training
set. Next I obtained 2,738,211 basic hypernym—G-INTER-T-INTER-basic hyponym sets by running
the fourth ‘extended’ module of the Hyponymy extraction tool v1.0 on the same Wikipedia dump
data.

The 93% reliability level declared by the authors of the Sumida et al. [87] method has been verified

by three human annotators, whose task was to evaluate a sample of the data and decide whether the
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extracted pairs a) represent a correct hyponymy relation, b) represent related concepts but not in a
hyponymy relation, or c¢) represent unrelated concepts. The annotators assigned 1, 0.5 and O points
respectively to 300 randomly selected assertions. If two or more annotators assessed an item as
belonging to one category, their decision was regarded as the evaluation output. In cases where their
decisions varied (which happened 10 times), the author of this thesis decided the score. Appendix
A contains a full list of the evaluated ISA assertions. The procedure follows a modified Sumida et
al. [87] evaluation method.

The decision to assign 0.5 points to related concepts has been made after the analysis of common
sense knowledge evaluation methods applied in related research. For example, to evaluate knowledge
gathered in ConceptNet Speer et al. [50] proposed a five grade classification of the evaluated asser-
tions. In order to evaluate the knowledge the annotators had to decide whether assertions were true,
sometimes true, vague, false/nonsense, or indicate that they do not know the answer. For the use of
the current study such evaluation would be impractical as it would be difficult to assign numerical
accuracy values to the assessed data sets. That is why in this case there are only three categories: true,
related and false. Whether the related concepts are useful or not depends on a particular application
of a knowledge base. As it has been demonstrated in the potential application case study (Chapter
5) sometimes related concepts are as helpful as concepts connected by a particular relation. As the
destination of the generated data is a knowledge base for universal use, related concepts should not
be excluded from the analysis and therefore 0.5 points were assigned to them. In case of a stricter

evaluation approach, only concepts related by the particular relation could be considered.

By applying the proposed method for extracting additional information it was possible to pro-
duce pairs representing AtLocation, LocatedNear, CreatedBy MemberOf relation. For comparison,
nadya.jp, the baseline system, has provided only a set of AtLocation relations and no LocatedNear,
CreatedBy or MemberOf relations during four years of its operation. In the case of AtLocation pairs,
the evaluation covered 100 pairs randomly selected from the proposed method’s output and 100 pairs
randomly selected from nadya.jp’s AtLocation assertions [58] (the number of evaluated pairs was
adjusted to balance the proportion between the total number of pairs and the test sample). While

evaluating LocatedNear, CreatedBy and MemberOf relations, a comparison with the baseline was not

44



possible, as ConceptNet 5.3 does not yet contain any LocatedNear, CreatedBy or MemberOf pairs in
its Japanese language section. These assertions were therefore evaluated independently. The evalua-
tion procedure follows the previously applied one: 1 point being applied to correct AtLocation, Lo-
catedNear, CreatedBy or MemberOf assertions, 0.5 point to related concepts but not in the evaluated
relation, and O points to unrelated concepts. In 15 cases the annotators’ evaluation was inconsistent,
and therefore the first author decided the score. Appendices B-E contain full lists of the evaluated

assertions.

In order to assess the effectiveness of the generalization method, a full evaluation of the top 100
samples from each category was performed. A broader evaluation was impossible due to human
resources and time constraints. Top 100 samples are defined as those which received the highest
occurrence frequency in the process of cross-referencing IsA relations list with each of the AtLocation,
CreatedBy and MemberOf lists. Additional initial assessment was performed on 100 random samples
from LocatedAt, CreatedBy and MemberOf general assertion sets consisting of items created on the
basis of at least 50 examples from the instance-related data. The purpose was to check whether the
50 examples threshold is suitable for obtaining high accuracy data. The evaluation procedure follows
the previously applied one: both top and random assertion datasets have been verified by three human
annotators, whose task was to evaluate the data and decide whether the extracted pairs a) represent a
correct relation of a given type, b) represent related concepts but not in a given relation, or ¢) represent
unrelated concepts. The annotators assigned 1, 0.5 and 0 points respectively to the tested assertions,
following the previously presented rationale. If two or more annotators assessed an item as belonging
to one category, their decision was regarded as the evaluation output. In cases where their decisions
varied (25 cases out of 300 for top samples and 7 cases out of 300 for random samples), the first author

decided the score.

4.3 IsA assertions evaluation

Applying Sumida et al. [87] method to the 2014-11-04 version of the Japanese Wikipedia dump data
resulted in obtaining 6,014,194 hypernym-hyponym pairs. The number of unique hyponymy pairs

was 5,866,680, which indicates that 147,514 pairs have been extracted by more than one module.
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Table 4.1 presents the evaluation results. 283 pairs were assessed as representing a correct hyponymy
relation, 10 pairs as related concepts but not in a hyponymy relation and 7 as unrelated concepts. This
results in 96.0% accuracy value of the tested sample, which surpasses the 93% declared by Sumida
et al. To measure the agreement level between judges, Randolph’s free marginal multirater Kappa
was used instead of Fleiss’ fixed-marginal multirater Kappa, due to high agreement low Kappa para-
dox [98]. The level of overall agreement between annotators was 86.9%, and the Kappa value was
0.80, which indicates that the annotation judgement was in substantial agreement. Examples of the

extracted ISA assertions that have been positively verified by the annotators are presented in Table 4.2.

Table 4.1: Evaluation results for IsA relations.

Correct Related Unrelated  Accuracy  Total number
hyponymy concepts concepts of pairs
0.943 0.033 0.023 0.960 5,866,680

(283/300)  (10/300) (7/300)

Table 4.2: Examples of generated IsA assertions.

Kurausu Arofusu IsA Weruda Buremen no senshu
(Klaus Allofs) (Werder Bremen player)
dai ni-ji Showa kitte IsA Nihon no futsi kitte
(second Showa stamp) (Japanese definitive stamp)
Makai Suikoden IsA Nihon no SF shosetsu
(Hell’s Water Margin) (Japanese SF novel)
Sakurai lkuko IsA josei

(female)
Jon Windamu IsA SF sakka
(John Wyndham) (SF writer)
Ritsu taifii IsA taifii
(Ruth typhoon) (typhoon)
choritsu toshokan IsA kyoiku shisetsu
(town library) (educational facility)
Tamura Hitoshi IsA puro yakyi senshu

(professional baseball player)
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4.4 AtLocation assertions evaluation

The proposed method produced 131,760 pairs representing AtLocation relation. For comparison,
nadya.jp, the baseline system, has provided only 8,706 AtLocation relations. Table 4.3 shows the
evaluation results of the proposed AtLocation pairs generation method in comparison with the baseline
system. 88 pairs generated by the method were evaluated as representing a correct AtLocation relation,
11 pairs as related concepts but not in an AtLocation relation, and 1 as unrelated concepts. This results
in a 93.5% accuracy value. In the case of the baseline system, 64 pairs were evaluated as correct
AtLocation assertions, 20 as related concepts but not in an AtLocation relation, and 16 as unrelated
concepts. The accuracy value for the baseline system is 74.0%. The level of overall agreement
between annotators was 73.6% and the Kappa value was 0.60, which indicates that the annotation
judgment was in moderate agreement. Examples of the extracted AtLocation assertions that have

been positively verified by the annotators are presented in Table 4.4.

Table 4.3: Evaluation results for AtLocation relations in comparison with the nadya.jp baseline.

Correct Related Unrelated  Accuracy  Total number
AtLocation concepts concepts of pairs
Proposed  0.880 0.110 0.010 0.935 131,760
(88/100) (11/100) (1/100)
Baseline  0.640 0.200 0.160 0.740 8,706
(64/100) (20/100) (16/100)

p < 0.001, t-score = 4.6291

4.5 LocatedNear assertions evaluation

The number of pairs representing LocatedNear assertion generated by the proposed system reached
the value of 6,217. Table 4.5 contains the evaluation result of the accumulated relations. 97 pairs
were evaluated as correct LocatedNear pairs, 3 as related concepts and none as unrelated concepts,
which results in 98.5% accuracy. The level of overall agreement between annotators was 86.6% and
the Kappa value was 0.80, which indicates that the annotation judgment was in substantial agreement.
Examples of the extracted LocatedNear assertions that have been positively verified by the annotators

are presented in Table 4.6.
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Table 4.4: Examples of generated AtLocation assertions.

Tomato Ginko AtLocation Okayama-shi
(Tomato Bank) (Okayama city)
Mariina Odori AtLocation A Korinya
(Marina Boulevard) (A Coruna)
Woren Shinrin-kyoku Kiiko AtLocation  Aidaho-gun
(Warren USFS Airport) (Idaho County)
Hoshinomiya Jinja AtLocation Minami-mura
(Hoshinomiya Temple) (Minami village)
Otao hoikuen AtLocation  Sakai-shi

(Otao nursery) (Sakai city)
Shinzutsumi Shizen Koen AtLocation Kurihara-shi
(Shinzutsumi nature park) (Kurihara city)
Sandi Fukku AtLocation  Eriotto-gun
(Sandy Hook) (Elliott County)
Hoteru Kadoya AtLocation Tochigi-shi
(Kadoya Hotel) (Tochigi city)

Table 4.5: Evaluation results for LocatedNear relations

Correct Related Unrelated  Accuracy  Total number
LocatedNear  concepts concepts of pairs
0.970 0.030 0.000 0.985 6,217
(97/100) (3/100) (0/100)

4.6 CreatedBy assertions evaluation

In case of pairs representing CreatedBy relation, the method was able to produce 270,230 assertions.
Table 4.7 contains the evaluation result of the generated CreatedBy relations. 60 pairs were evaluated
as correct CreatedBy pairs, 37 as related concepts and 3 as unrelated concepts, which results in 78.5%
accuracy. The level of overall agreement between annotators was 71.6% and the Kappa value was
0.57, which indicates that the annotation judgment was in moderate agreement. Examples of the
extracted CreatedBy assertions that have been positively verified by the annotators are presented in
Table 4.8.

The analysis of the relatively low accuracy score of the assessed CreatedBy assertions revealed the
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Table 4.6: Examples of generated LocatedNear assertions.

Ogoe-machi LocatedNear Ono-machi

(Ogoe city) (Ono city)

Iseri-gawa LocatedNear Konoha-gawa

(Iseri river) Konoha river

Shin Edo-gawa Koen  LocatedNear Kodansha Noma Kinenkan
(New Edo River Park) (Kodansha Noma Memorial Museum)
Daitingu LocatedNear Monhaimu

(Daiting) (Monheim)

Sahoro Yisu Hosteru  LocatedNear Obihiro Yachiyo Yiisu Hosteru
(Sahoro Youth Hostel) (Obihiro Yachiyo Youth Hostel)
Kumotori-yama LocatedNear Karamatsuo-yama

(Mount Kumotori) (Mount Karamatsuo)
Goshogawara-shi LocatedNear Sotogahama-machi
(Goshogawara city) (Sotogahama town)

Gujo Keisatsujo LocatedNear Ono Keisatsusho

(Gujo Police Station) (Ono Police Station)

Table 4.7: Evaluation results for CreatedBy relations.

Correct Related Unrelated  Accuracy  Total number
CreatedBy  concepts concepts of pairs
0.600 0.370 0.030 0.785 270,230
(60/100) (37/100) (3/100)

following: in 24 cases it was the annotators’ opinion that actors, voice actors, animators, storyboard
creators or sound directors cannot be considered as creators of works they contribute to. Although it
would be valid to include such persons in the RelatedTo kind of relationship with the work they helped
to create, defining them as creators would go against common sense. This is a valid observation and
it will be taken into consideration when re-designing and expanding the rule set for the next version
of the algorithm. The reason why such items went through the applied rules are as follows: there
is a group of people covered by Wikipedia articles who perform more than one role. If a person
is a director, actor, voice actor and writer, all those attributes will be enumerated in the G-INTER’s
tags enclosed by square brackets. In case when a person is only an actor in one film, and a director

of another film, the method will indicate such person as a creator in both cases. This issue will
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Table 4.8: Examples of generated CreatedBy assertions.

Daku Hosu CreatedBy Joji Harison

(Dark Horse) (George Harrison)

Kaze CreatedBy Kubota Kotaro

(Wind)

Manuke-na Okami CreatedBy Maikeru Ra

(Sheep Wrecked) (Michael Lah)

The Point of View CreatedBy Aran Kurosurando
(Alan Crosland)

Bun Bun Bun Bun!! CreatedBy Benga Boizu

(Boom, Boom, Boom, Boom!!) (Vengaboys)

Genki-na Burokun Hato CreatedBy Matsumoto Takashi

(Healthy Broken Heart)

Haru no Hi CreatedBy Watanabe Takuya

(Spring Day)

When the Birds Fly South CreatedBy Sutanton A Koburentsu

(Stanton A. Coblentz)

have to be resolved in the future to increase the accuracy of the output. There were also cases of
assertions assessed as invalid due to errors passed from the output of the Hyponymy extraction tool to
the proposed method. Table 4.9 contains examples of assertions that were assessed as erroneous by

the annotators.

Table 4.9: Examples of erroneous CreatedBy assertions.

Shishi no ketsumyaku CreatedBy Ozawa Hitoshi
(Lion bloodline) (actor)

Rodo 88 CreatedBy Tomita Yasuko
(Road 88) (actress)
Tsurupika Hagemaru CreatedBy Zen Soichiro
(Little Baldy Hagemaru) (storyboard creator)
Kaiketsu Zorori CreatedBy Yamada Etsuji
(Incredible Zorori) (sound director)
Kishin Doji Zenki CreatedBy Hayashi Akemi
(Zenki) (animator)
Human CreatedBy Nikoruson Beika

(incomplete name error)

(Nicholson Baker)
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4.7 MemberOf assertions evaluation

Applying the proposed method resulted in obtaining 21,053 pairs representing MemberOf relation.
Table 4.10 contains the evaluation result of the generated MemberOf assertions. 76 pairs were evalu-
ated as correct MemberOf pairs, 22 as related concepts and 2 as unrelated concepts, which results in
87.0% accuracy. The level of overall agreement between annotators was 80.6% and the Kappa value
was 0.71, which indicates that the annotation judgment was in substantial agreement. Examples of

the extracted MemberOf assertions that have been positively verified by the annotators are presented

in Table 4.11.

Table 4.10: Evaluation results for MemberOf relations.

Correct Related Unrelated  Accuracy  Total number
MemberOf concepts concepts of pairs
0.760 0.220 0.020 0.870 21,053
(76/100) (22/100) (2/100)

Table 4.11: Examples of generated MemberOf assertions.

Henning Schmitz MemberOf  Kurafutowaku
(Kraftwerk)

Dir.F MemberOf  Suiyobi no Kanpanera
(Wednesday Canpanella)

Ono Satoshi MemberOf  Arashi

Nishimura Akihiro MemberOf  Nikkan Giin Renmei
(Japan-Korea Parliamentarians’
Union)

Nils Lindenhayn MemberOf  Ji Oshan
(The Ocean)

Murata Megumi MemberOf  Melon Kinenbi

Richado Okusu MemberOf  Siédo

(Richard Oakes) (Suede)

Suzuki Daisuke MemberOf  Day After Tomorrow

In the 13 cases the annotators decided that the generated MemberOf assertion refer to the former
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member of relative group, and therefore assigned it as the related concepts. The question whether
these pairs should be considered as representing concepts in MemberOf relation is currently under
discussion. If we would consider that the status of a member, once granted, is not temporary, then the

accuracy rate of the tested sample would be higher, reaching 93.5%.

4.8 General assertions evaluation

When the threshold of 50 examples has been applied to the instance-related datasets, it resulted in
obtaining 74,226 AtLocation relation, 330,418 CreatedBy relation and 1,355 MemberOf relation gen-
eral assertions. These quantities are referred to as “Number of 50+ examples pairs” in Table 4.12,
which presents the evaluation results. In case of AtLocation general assertions 98 pairs were assessed
as representing correct AtLocation relation, 1 pair as related concepts but not in AtLocation relation
and 1 as unrelated concepts. This results in 98.5% accuracy value of the tested sample. The level of
overall agreement between annotators was 74.0%, and the Kappa value was 0.61, which indicates that
the judgement was in substantial agreement. In case of CreatedBy general assertions 83 pairs were
assessed as representing correct CreatedBy relation, 17 pairs as related concepts but not in CreatedBy
relation and none as unrelated concepts. This results in 91.5% accuracy value of the tested sample.
The level of overall agreement between annotators was 42.6%, and the Kappa value was 0.14, which
indicates that the judgement was in slight agreement. In case of MemberOf general assertions 68
pairs were assessed as representing correct MemberOf relation, 6 pairs as related concepts but not in
MemberOf relation and 26 as unrelated concepts. This results in 71.0% accuracy value of the tested
sample. The level of overall agreement between annotators was 65.6%, and the Kappa value was
0.48, which indicates that the judgement was in moderate agreement. Table 4.13 presents examples
of generated general assertions that have been positively verified by the annotators.

Initial assessment of 100 random samples from AtLocation, CreatedBy and MemberOf general
assertion sets taken from items created on the basis of at least 50 examples from the instance-related
data revealed the following results: in case of AtLocation assertions the annotators assessed the sam-
ple as representing 7.0% accuracy, CreatedBy samples received 66.0% accuracy score and MemberOf

assertions were evaluated at the level of 52.0% accuracy. These results clearly indicate that estab-

52



Table 4.12: Evaluation results for the acquired relations.

Correct Related Unrelated Accuracy of Number of Accuracy of ran-
relations  concepts  concepts  top 100 pairs 50+ exam- dom 100 pairs
ples pairs
AtLocation 0.980 0.010 0.010 0.985 74,226 0.070
(98/100)  (1/100) (1/100)
CreatedBy 0.830 0.170 0.000 0.915 330,418 0.660
(83/100)  (17/100)  (0/100)
MemberOf 0.680 0.060 0.260 0.710 1,355 0.520

(68/100)  (6/100) (26/100)

Table 4.13: Examples of generated general assertions.

toshi oyobi machi AtLocation  gun

(city and town) (province)

shogakko AtLocation  machi

(elementary school) (city)

sakuhin CreatedBy zonmei jinbutsu

(work) (living person)
shutsuen sakuhin CreatedBy bunkajin

(performance art) (cultural figure)
zonmei jinbutsu MemberOf  Nihon no kashu guripu
(living person) (Japanese singer group)
owarai geinin MemberOf  Nihon no owarai konbi
(comedian) (Japanese comic duo)

lishing a rigid threshold level for all types of assertions leads to inconsistent results: 66.0% could be
considered as an acceptable accuracy, while 7.0% is much below desirable performance. It is there-
fore evident that there is a need for further development of a method for assigning the acceptability
threshold. Presenting reasons for the discrepancy in the above-mentioned initial results would be a

target of a separate study.

4.9 Conclusion

The presented results show that IsA relation pairs generated by the definition, category and hierarchy

of the Hyponymy extraction tool v1.0, as well as AtLocation, LocatedNear and MemberOf relation

53



pairs extracted by the proposed method may be incorporated into ConceptNet as a part of general
factual knowledge. Considering the number of the newly acquired assertions as well as reliability
of the data in comparison with the resources already present in the knowledge base, such operation
would be beneficial for ConceptNet. CreatedBy relation pairs could also be added after the revision
of introduced rules and a substantial increase of the accuracy rate.

In case of the generalization method, the top 100 assertions represent a satisfactory accuracy level
and could be introduced to ConceptNet as representing common sense knowledge. These results
clearly indicate that establishing a rigid threshold level for all types of assertions leads to inconsistent
results. It is therefore evident that there is a need for further development of a method for assigning

the acceptability threshold.
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Chapter 5

Discussion

5.1 Introduction

The purpose of this chapter is to present the case study of a system that can profit from the data

acquired by the proposed method.

5.2 Case study of potential application

In order to verify the potential applicability of the acquired data to a working system, a book recom-
mendation system scenario was taken into consideration. The reason for choosing such an approach
is that recommendation systems are usually knowledge-based and, especially at the beginning of the
operation, suffer from an insufficient amount of available data vectors [99]. The investigated Japanese
book recommendation system is currently being created at Hokkaido University. The system is being
designed to consist of five modules, each performing book recommendation based on a different set
of data: attributes (title, author, publisher, sales date, genre, price), content description, users’ re-
views, Amazon sales-based suggestions, and attributes plus reviews. A preliminary survey performed
among the system’s test users revealed that the attribute-based module represents the lowest reliabil-
ity: the test users’ opinions suggested that recommendations made on the basis of the authors’ name
and title similarity were very often misleading. However, to improve the effectiveness of attribute-
based recommendation, the system could be provided with more input for building additional vectors.
Therefore it would be useful to verify whether the data extracted by the proposed method could po-
tentially be applied for this purpose. The analysis covered the system’s working data, consisting of

106,415 book titles accompanied with authors’ names. The data was gathered from the Amazon Japan
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website [100]. In order to test the data acquired with the proposed method against books that are pop-
ular in Japanese society, texts which had less than 30 reviews at a Japanese book review sharing site,
Dokusho Meter [101] were filtered out. Such operation resulted in a list of 14,055 book titles accom-
panied by their 18,988 authors’ names. A test script has been created to search the title and author data
using the IsA and CreatedBy relation pairs. As a result, additional information about the author or
authors of 13,007 books (92.5% of the studied sample) has been found. To be more precise, the script
found information concerning 15,685 authors’ names (82.6%). The additional information includes
other works created by the authors, the authors’ place of birth, occupations and other characteristics
included in the IsA and CreatedBy relation bases. These clues may be used to create more detailed
profile of each author, which could be utilized when comparing them with other authors to make book
recommendations. Further information concerning the title of 538 volumes (3.8%) has been extracted
as well. In total the data produced by the proposed method was able to provide the system with ad-
ditional, potentially useful information concerning 13,038 positions, which is 92.7% of the analyzed
sample. Each book found in the data received an average of 28 additional information vectors. On the
basis of these findings, it is possible to put forward a hypothesis that the data acquired by the proposed
method have a strong potential for application to a practical use. As the approach of the creators of the
discussed book recommendation system is to move away from conventional collaborative filtering to
more complex and innovative semantic feature analysis-based recommendation, the data produced by
the proposed method would provide the fundamental element necessary for realizing that approach.
Proving the aforementioned hypothesis, however, would have to be the object of a separate, extensive

study performed upon the completion of the current system.
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Chapter 6

Conclusion

6.1 Overall conclusions

This thesis presented a method for automatic acquisition of common sense knowledge triplets from
the Japanese Wikipedia. It resulted in the acquisition of instance related IsA, AtLocation, Located-
Near, CreatedBy and MemberOf assertions with accuracy estimated at the levels of 96.0%, 93.5%,
98.5%, 78.5% and 87.0% respectively. Additional processing of the acquired data resulted in a set
of AtLocation, CreatedBy and MemberOf assertions representing general common sense knowledge
with accuracy estimated at the levels of 98.5%, 91.5% and 71.0% respectively for the 100 samples
which received the highest occurrence frequency in the process of cross-referencing IsA relations list
with each of the AtLocation, CreatedBy and MemberOf lists. The accuracy of randomly selected
100 samples was lower, which revealed the need for further investigation regarding the acceptability
threshold. As the Japanese part of ConceptNet 5.3 consists of 1,071,046 assertions, a contribution
of the newly acquired assertions would be significant. It would mean an almost sixfold increase and
could potentially make ConceptNet applicable to many Japanese language analysis problems. More-
over, as Wikipedia is a constantly expanding source, it would be possible to acquire more assertions
simply by applying the proposed method to the updated Wikipedia XML dump files.

The applicability of ConceptNet is not limited to any particular branch of data analysis. Therefore
it could be speculated that the results of the proposed method may not only augment the effectiveness
and scope of already created tools, but also may contribute to the development of new directions and

approaches, as depicted by the presented book recommendation system example.
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6.2 Future work

In order to extend the functionality of the proposed method, an update to the primary and secondary
rules could be performed, which would allow the system to increase its accuracy and the scope of
extracted information. It would be interesting to explore the possibility of using a machine learning
algorithm for automatic rule generation combined with the already present heuristics. Such a com-
bination could potentially be more effective in increasing accuracy, as well as finding new rules to
extract even more relations.

As it has been demonstrated in the latter part of the Evaluation section, there is a need for further
development of a method for dynamically assigning the acceptability threshold to balance the accuracy
level and the number of extracted assertions. Applying machine learning methods to train a model for
classifying assertions as belonging to a particular category based on a set of features should be also
taken into consideration.

In order to effectively utilize the pairs representing related concepts it would be useful to create an
interface for the evaluation of the method’s output by Japanese native speakers. By applying methods
similar to those observer in games with purpose it would be possible to acquire new and original

assertions as well.
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Appendix C - LocatedNear assertions evaluation set
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Appendix E - MemberOf assertions evaluation set
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