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Quantum Griffiths inequalities

Tadahiro Miyao
Department of Mathematics, Hokkaido University,

Sapporo 060-0810, Japan
E-mail: miyao@math.sci.hokudai.ac.jp

Abstract

We present a general framework of Griffiths inequalities for quantum systems.
Our approach is based on operator inequalities associated with self-dual cones
and provides a consistent viewpoint of the Griffiths inequality. As examples, we
discuss the quantum Ising model, quantum rotor model, Bose–Hubbard model,
and Hubbard model. We present a model-independent structure that governs the
correlation inequalities.

1 Introduction

Ever since its formulation by Lenz [29], the Ising model has been the most fundamental
model to illustrate the phenomenon of phase transitions. Let Λ be a finite subset of
Zd. The system’s Hamiltonian is given by the function

HΛ(σ) = −
∑

x,y∈Λ

Jxyσxσy (1.1)

for each σ = {σx}x∈Λ ∈ {−1, +1}Λ. Jxy is a non-negative coupling constant. The
expectation value of the function f : {−1, +1}Λ → R is

〈f〉β =
∑

σ∈{−1,+1}Λ
f(σ) e−βHΛ(σ)

/
Zβ, (1.2)

where Zβ is the normalization constant Zβ =
∑

σ∈{−1,+1}Λ e−βHΛ(σ). In [23], Griffiths
discovered the following famous inequalities1:

• First Griffiths inequality:

〈σA〉β ≥ 0 (1.3)

for each A ⊆ Λ, where σA =
∏

x∈A σx.

• Second Griffiths inequality:

〈σAσB〉β ≥ 〈σA〉β〈σB〉β (1.4)

for each A, B ⊆ Λ.
1To be precise, this general formulation was established by Kelly and Sherman [32].
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Since Griffiths’ discovery, a large number of rigorous studies on the Ising ferromagnets
has been successfully undertaken by applying his inequalities. The fact that Griffiths
inequalities are so useful indicates that they express the essence of correlations in the
Ising system. Therefore, it is natural to ask whether similar inequalities hold true for
other models. Studying this problem means trying to seek a model-independent or
universal property of the notion of correlations. Griffiths inequalities already hold true
for some classical models, e.g., the plane rotor model. This suggests that our problem is
certainly meaningful. Ginibre took the first important step toward providing a general
framework for Griffiths inequalities [20]. However, we know of only a few concrete
examples of quantum (i.e., noncommutative) models that satisfy Griffiths inequalities
[8, 10, 19, 36, 52]. Our goals here are as follows:

(a) To present a general method for constructing Griffiths inequalities for classical
and quantum systems.

(b) According to (a), to highlight a universal property of correlations.

To this end, we advance the technique of operator inequalities associated with self-dual
cones.

We already know that the quantum Ising and rotor models satisfy Griffiths in-
equalities. Thus, these two models can be regarded as role models for our purpose.
A standard approach to proving the Griffiths inequality for these systems is to reduce
the d-dimensional quantum systems to the corresponding d + 1-dimensional classical
systems using the Trotter–Kato product formula [4, 9, 10, 36]. However, since known
proofs of the quantum Griffiths inequalities rely on the results of classical systems, it is
difficult to extend these proofs to quantum models that cannot be reduced to classical
ones. Considering this situation, we take the following steps:

(i) We prove the Griffiths inequality for the quantum Ising and rotor models using a
method of operator inequalities and understand common mathematical structures
underlying both models.

(ii) We seek similar structures in other models from our viewpoint of operator in-
equalities and construct the Griffiths inequality by analogy.

By carrying out these steps, we construct quantum Griffiths inequalities for the Bose–
Hubbard and Hubbard models. We note that the proposed method can be applied
to many other models, e.g., the Su–Schrieffer–Heeger (SSH) model, Holstein–Hubbard
model, and Fröhlich model2. Although we present a few concrete applications of our
results here, we expect these inequalities to play important roles in statistical physics
just as the original Griffiths inequalities did for the Ising system. We also remark
that some of results in this paper can be proved by probabilisitc approaches, e.g.,
random walk representations. However, we believe that the proposed method can be
applicable to a wider class of quantum models and clarify new aspects of the quantum
Griffiths inequality. Finally, we emphasize the following: from the viewpoint of operator
inequalities, we can find a common mathematical structure from among the several
models mentioned above. This universal structure enables us to construct the Griffiths
inequality for each model. From this fact, we expect to obtain a model-independent

2The problem of the quantum Heisenberg model is still open.
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or general expression of the notion of correlation from our viewpoint, see Section 8 for
details.

This paper is organized as follows. In Section 2, we introduce a useful operator
inequality induced by self-dual cones. Using this, we develop a general theory of the
Griffiths inequality for quantum systems. In the following sections, we will demonstrate
how our operator inequalities are effective for the study of correlation functions for
quantum models.

In Section 3, we reformulate reflection positivity from the viewpoint of our operator
inequalities. We then describe how we construct the Griffiths inequality using reflection
positivity. This construction and the one in Section 2 are complementary to each other.

In Sections 4 and 5, we discuss the quantum Ising and rotor models, respectively.
These sections provide not only something of a warm-up but also important clues for
finding a common structure underlying the Griffiths inequality. Readers can learn how
to use the operator inequalities through these sections as well.

Sections 6 and 7 are devoted to advanced applications of the abstract theory estab-
lished in Sections 2 and 3. We construct the Griffiths inequality for the Bose–Hubbard
model (Section 6), and Hubbard model (Section7). We emphasize that our construc-
tions are natural modifications and extensions of the methods discussed in Sections 4
and 5.

In Section 8, we present concluding remarks. In Appendix A, we collect useful
propositions concerning our operator inequalities. These propositions will be used
repeatedly in this study.

Acknowledgements: This work was supported by KAKENHI(20554421). I would
be grateful to the anonymous referee for useful comments.

2 General theory

2.1 First inequality

Let (H, 〈·|·〉) be a complex Hilbert space and P be a convex cone in H. The dual cone
P† of P is defined as

P† =
{
x ∈ H

∣∣ 〈x|y〉 ≥ 0 ∀y ∈ P
}
. (2.1)

We say that P is self-dual if

P = P†. (2.2)

Henceforth, we always assume that P is self-dual. Each element x in P is called positive
w.r.t. P and written as x ≥ 0 w.r.t. P.

Definition 2.1 Let B(H) be the set of all bounded linear operators on H. Let A ∈
B(H). If Ax ≥ 0 w.r.t. P for all x ∈ P, then we say that A preserves the positivity
w.r.t. P and write3

A ¥ 0 w.r.t. P.
3This symbol was introduced by Miura [42]. Bratteli, Kishimoto and Robinson studied the commu-

tative cases in [7, 35].
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Note that

A ¥ 0 w.r.t. P =⇒ 〈x|Ay〉 ≥ 0 ∀x, y ∈ P. ♦ (2.3)

The following proposition is often useful.

Proposition 2.2 [42] We have the following:

(i) If A ¥ 0, B ¥ 0 w.r.t. P and α ≥ 0, β ≥ 0, then αA + βB ¥ 0 w.r.t. P.

(ii) If A ¥ 0 and B ¥ 0 w.r.t. P, then AB ¥ 0 w.r.t. P.

Our first setting is as follows.

(A) There exists a complete orthonormal system (CONS) {en}n∈N of H such that
en ∈ P for all n ∈ N.

The system’s Hamiltonian is denoted by H. H is self-adjoint and bounded from
below. To state the first quantum (i.e., noncommutative) Griffiths inequality, we need
the following conditions:

(H. 1) e−βH ¥ 0 w.r.t. P for all β ≥ 0.

For each A ∈ B(H), the thermal expectation value of A is defined as

〈A〉β = Tr
[
A e−βH

]/
Zβ, Zβ = Tr

[
e−βH

]
. (2.4)

Remark 2.3 In this section, we always assume that e−βH is in the trace class for all
β > 0. ♦

Theorem 2.4 is a prototype of the Griffiths inequality.

Theorem 2.4 Assume (A) and (H. 1). If A ¥ 0 w.r.t. P, then 〈A〉β ≥ 0 for all
β ≥ 0.

Proof. By our assumptions and Proposition 2.2, we have A e−βH ¥ 0 w.r.t. P for all
β ≥ 0. Thus, applying Proposition A.1, we conclude Theorem 2.4. 2

To discuss the case where β = ∞, we assume that

(A’) H has a unique ground state, i.e., dimker(H −E) = 1, where E = inf spec(H).

Under this condition, we can define the ground state expectation value as

〈A〉∞ = 〈ψ|Aψ〉, A ∈ B(H), (2.5)

where ψ is the unique ground state of H such that ‖ψ‖ = 1.

Theorem 2.5 Assume (A’) and (H. 1). If A ¥ 0 w.r.t. P, then 〈A〉∞ ≥ 0.

Proof. By Proposition A.6, we can choose ψ as ψ ≥ 0 w.r.t. P. Thus, this theorem
immediately follows from (2.3). 2
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Remark 2.6 If we assume that e−βH improves the positivity w.r.t. P for all β > 0,
then the ground state of H is automatically unique, see 8.4 for details. ♦

Theorem 2.7 is a generalization of Theorem 2.4.

Theorem 2.7 Assume (A) and (H. 1). Let A(s) = e−sHA esH . If Aj ¥ 0 w.r.t. P

for all j = 1, . . . , n, we then have

〈 n
−→∏

j=1

Aj(sj)

〉

β

≥ 0 (2.6)

for all 0 ≤ s1 ≤ s2 ≤ · · · ≤ sn < β, where

n
−→∏

j=1

Oj = O1O2 · · ·On, the ordered product.

Proof. Let S =

[ n
−→∏

j=1

Aj(sj)

]
e−βH . By our assumptions, we see that

S = e−s1H︸ ︷︷ ︸
¥0

A1︸︷︷︸
¥0

e−(s2−s1)H︸ ︷︷ ︸
¥0

· · · An︸︷︷︸
¥0

e−(β−sn)H︸ ︷︷ ︸
¥0

¥0 w.r.t. P. (2.7)

Thus, by Proposition A.1, we obtain (2.6). 2

Theorem 2.8 Assume (A’) and (H. 1). Then (2.6) holds true at β = ∞.

2.2 Second inequality

We consider the extended Hilbert space Hext = H⊗ H. Let Pext be a self-dual cone in
H⊗ H. Instead of (A), we assume the following:

(B) There exists a CONS {En}n∈N of Hext such that En ∈ Pext for all n ∈ N.

To state Theorem 2.9, the following condition is assumed:

(H. 2) Let Hext = H ⊗ 1l + 1l ⊗ H. Then there exists a unitary operator U such that
U ∗e−βHextU ¥ 0 w.r.t. Pext for all β ≥ 0.

There are several ways to state the second quantum Griffiths inequality. First, we
give the following formulation.

Theorem 2.9 Assume (B) and (H. 2). Let A,B, C,D ∈ B(H) and A(s) = e−sHA esH .
Assume the following:

(i) U ∗A⊗ CU ¥ 0 w.r.t. Pext.

(ii) U ∗(B ⊗D −D ⊗B)U ¥ 0 w.r.t. Pext.
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Then we have
〈
A(s)B(t)

〉
β

〈
C(s)D(t)

〉
β
− 〈

A(s)D(t)
〉
β

〈
C(s)B(t)

〉
β
≥ 0 (2.8)

for all 0 ≤ s ≤ t < β. In addition, assume (A) and (H. 1). If A ¥ 0, B ¥ 0, C ¥ 0 and
D ¥ 0 w.r.t. P, we obtain

〈
A(s)B(t)

〉
β
≥ 0,

〈
C(s)D(t)

〉
β
≥ 0,

〈
A(s)D(t)

〉
β
≥ 0,

〈
C(s)B(t)

〉
β
≥ 0 (2.9)

for all 0 ≤ s ≤ t < β.

Proof. Let

〈〈X〉〉β = Tr
[
X e−βHext

]/
Z2

β. (2.10)

Then we can derive (2.8) from the following:
〈〈

A(s)⊗ C(s)
(
B(t)⊗D(t)−D(t)⊗B(t)

)〉〉
β
≥ 0. (2.11)

But this follows immediately from Proposition A.1 and the fact that

U ∗A(s)⊗ C(s)
(
B(t)⊗D(t)−D(t)⊗B(t)

)
e−βHextU

=U ∗e−sHextA⊗ C e−(t−s)Hext
(
B ⊗D −D ⊗B

)
e−(β−t)HextU ¥ 0 (2.12)

w.r.t. Pext for all 0 ≤ s ≤ t < β.
By (H. 1), it follows that e−sHA e−(t−s)H Be−(β−t)H ¥ 0 w.r.t. P for all β ≥ 0.

Thus, by Proposition A.1, we obtain that 〈A(s)B(t)〉β ≥ 0 for all β ≥ 0. 2

Theorem 2.10 If we replace (A) and (B) by (A’) in Theorem 2.9, then (2.8) and
(2.9) hold true at β = ∞.

Proof. Since H has a unique ground state ψ, Hext has a unique ground state ψ ⊗ ψ as
well. By (H. 2) and Proposition A.6, it follows that Φ = U ∗ψ ⊗ ψ ≥ 0 w.r.t. Pext.
Thus, by (2.3),

〈〈
e−sHextA⊗ Ce−(t−s)Hext(B ⊗D −D ⊗B) etHext

〉〉
∞

=e2(t−s)E
〈

Φ︸︷︷︸
≥0

∣∣∣U ∗A⊗ Ce−(t−s)Hext(B ⊗D −D ⊗B)U︸ ︷︷ ︸
¥0

Φ︸︷︷︸
≥0

〉
≥ 0, (2.13)

where 〈〈X〉〉∞ = 〈ψ ⊗ ψ|Xψ ⊗ ψ〉. This completes the proof. 2

We introduce the Duhamel two-point function,

(A,B)β = Z−1
β

∫ 1

0
Tr

[
A e−xβHB e−(1−x)βH

]
dx, A,B ∈ B(H). (2.14)
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Corollary 2.11 Assume (B) and (H. 2). Let A,B ∈ B(H). Assume the following:

(i) U ∗A⊗ 1lU ¥ 0 w.r.t. Pext.

(ii) U ∗(B ⊗ 1l− 1l⊗B)U ¥ 0 w.r.t. Pext.

Then we have

(A, B)β − 〈A〉β〈B〉β ≥ 0, (2.15)
〈AB〉β − 〈A〉β〈B〉β ≥ 0. (2.16)

In addition, assume (A) and (H. 1). If A ¥ 0 and B ¥ 0 w.r.t. P, we obtain

(A,B)β ≥ 0, 〈AB〉β ≥ 0, 〈A〉β ≥ 0, 〈B〉β ≥ 0. (2.17)

Our second formulation of the second quantum Griffiths inequality is as follows.

Theorem 2.12 Assume (B) and (H. 2). Let A,B, C,D ∈ B(H) and A(s) = e−sHA esH .
Assume the following:

U ∗
(
A⊗ C − C ⊗A

)
U ¥ 0, U ∗

(
B ⊗D −D ⊗B

)
U ¥ 0 w.r.t. Pext. (2.18)

Then we have
〈
A(s)B(t)

〉
β

〈
C(s)D(t)

〉
β
− 〈

A(s)D(t)
〉
β

〈
C(s)B(t)

〉
β
≥ 0 (2.19)

for all 0 ≤ s ≤ t < β. In addition, assume (A) and (H. 1). If A ¥ 0, B ¥ 0, C ¥ 0 and
D ¥ 0 w.r.t. P, we obtain

〈
A(s)B(t)

〉
β
≥ 0,

〈
C(s)D(t)

〉
β
≥ 0,

〈
A(s)D(t)

〉
β
≥ 0,

〈
C(s)B(t)

〉
β
≥ 0 (2.20)

for all 0 ≤ s ≤ t < β.

Proof. Note that we can conclude (2.19) from the following:
〈〈(

A(s)⊗ C(s)− C(s)⊗A(s)
)(

B(t)⊗D(t)−D(t)⊗B(t)
)〉〉

β
≥ 0. (2.21)

To show this, we use Proposition A.1 and the fact that

U ∗
(
A(s)⊗ C(s)− C(s)⊗A(s)

)(
B(t)⊗D(t)−D(t)⊗B(t)

)
e−βHextU

=U ∗e−sHext
(
A⊗ C − C ⊗A

)
e−(t−s)Hext

(
B ⊗D −D ⊗B

)
e−(β−t)HextU ¥ 0 (2.22)

w.r.t. Pext for all 0 ≤ s ≤ t < β. 2

Theorem 2.13 If we replace (A) and (B) by (A’) in Theorem 2.12, then (2.19) and
(2.20) hold true at β = ∞.
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Corollary 2.14 Assume (B) and (H. 2). Let A,B ∈ B(H). Assume the following:

U ∗
(
A⊗ 1l− 1l⊗A

)
U ¥ 0, U ∗

(
B ⊗ 1l− 1l⊗B

)
U ¥ 0 w.r.t. Pext. (2.23)

Then we have
〈
A(s)B(t)

〉
β
− 〈

A
〉
β

〈
B

〉
β
≥ 0 (2.24)

for all 0 ≤ s ≤ t < β. In particular, we have

(A, B)β − 〈A〉β〈B〉β ≥ 0, (2.25)
〈AB〉β − 〈A〉β〈B〉β ≥ 0. (2.26)

In addition, assume (A) and (H. 1). If A ¥ 0, B ¥ 0 w.r.t. P, then we obtain

(A, B)β ≥ 0, 〈AB〉β ≥ 0,
〈
A

〉
β
≥ 0,

〈
B

〉
β
≥ 0. (2.27)

2.3 Further generalization

Theorem 2.12 can be generalized as follows.

Theorem 2.15 Assume (B) and (H. 2). Let Aj , Bj ∈ B(H), j = 1, . . . , n and
A(s) = e−sHA esH . Assume the following:

U ∗
(
Aj ⊗Bj + εjBj ⊗Aj

)
U ¥ 0 w.r.t. Pext, j = 1, . . . , n, (2.28)

where εj = 1 or −1. Then we have, for all 0 ≤ s1 ≤ s2 ≤ · · · ≤ sn < β,
∑

I⊆{1,2,...,n}
εI〈TI〉β〈TIc〉β ≥ 0, (2.29)

where Ic = {1, 2, . . . , n}\I, εI =
∏

j∈I εj and

TI =

n
−→∏

j=1

Tj(sj), Tj(sj) =

{
Aj(sj) j ∈ I

Bj(sj) j ∈ Ic
. (2.30)

In addition, assume (A) and (H. 1). If Aj ¥ 0, Bj ¥ 0 w.r.t. P for all j = 1, . . . , n,
we obtain

〈
TI

〉
β
≥ 0 (2.31)

for all 0 ≤ s1 ≤ s2 ≤ · · · ≤ sn < β and I ⊆ {1, 2, . . . , n}.

Remark 2.16 Let 〈〈·〉〉β be defined by (2.10). Then we obtain (2.29) from the following:

〈〈 n
−→∏

j=1

[
Aj(sj)⊗Bj(sj) + εjBj(sj)⊗Aj(sj)

]〉〉

β

≥ 0. (2.32)

Thus (2.32) can be regarded as a generalization of the second quantum Griffiths in-
equality as well. This expression will be useful in the later sections. ♦
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Theorem 2.17 If we replace (A) and (B) by (A’) in Theorem 2.15, then (2.29) and
(2.31) hold true at β = ∞.

Example 1 When n = 2, by (2.29), we have

ε1ε2〈A1A2〉〈B1B2〉+ ε1〈A1B2〉〈B1A2〉+ ε2〈B1A2〉〈A1B2〉+ 〈B1B2〉〈A1A2〉 ≥ 0.
(2.33)

Here 〈A1A2 · · ·An〉 is an abbreviation of
〈
A1(s1)A2(s2) · · ·An(sn)

〉
β
. Thus, if ε1 = ε2 =

−1, we obtain Theorem 2.12. ♦

Example 2 Consider the case where n = 3 and B1 = B2 = B3 = 1l. In this case,
(2.29) is meaningful only if ε1ε2ε3 = 1:

〈A1A2A3〉+ ε1〈A1〉〈A2A3〉+ ε2〈A2〉〈A1A3〉+ ε3〈A3〉〈A1A2〉 ≥ 0. (2.34)

Moreover, suppose that assumption (2.28) is satisfied for

(ε1, ε2, ε3) = (1,−1,−1), (−1, 1,−1), (−1,−1, 1), (2.35)

then we obtain

〈A1A2A3〉 − 〈A1〉〈A2A3〉 ≥ 0, (2.36)
〈A1A2A3〉 − 〈A2〉〈A1A3〉 ≥ 0, (2.37)
〈A1A2A3〉 − 〈A3〉〈A1A2〉 ≥ 0, (2.38)

which implies that

3〈A1A2A3〉 − 〈A1〉〈A2A3〉 − 〈A2〉〈A1A3〉 − 〈A3〉〈A1A2〉 ≥ 0. ♦ (2.39)

Example 3 Consider the case where n = 4, ε1ε2ε3ε4 = 1, and B1 = B2 = B3 = B4 =
1l. In this case, (2.29) implies that

〈A1A2A3A4〉+ ε3ε4〈A1A2〉〈A3A4〉+ ε2ε4〈A1A3〉〈A2A4〉+ ε2ε3〈A1A4〉〈A2A3〉
ε4〈A1A2A3〉〈A4〉+ ε3〈A1A2A4〉〈A3〉+ ε2〈A1A3A4〉〈A2〉+ ε1〈A2A3A4〉〈A1〉
≥ 0. (2.40)

Let S =
{
(ε1, ε2, ε3, ε4) ∈ {±1}4 | ε1ε2ε3ε4 = 1

}
. If assumption (2.28) holds true for all

(ε1, ε2, ε3, ε4) ∈ S, we obtain

3〈A1A2A3A4〉 − 〈A1A2〉〈A3A4〉 − 〈A1A3〉〈A2A4〉 − 〈A1A4〉〈A2A3〉 ≥ 0. ♦ (2.41)

The following theorem offers us a connection between Corollary 2.14 and Theorem
2.15 (similar arguments can be found in [20]):

Theorem 2.18 Assume (B) and (H. 2). Let Aj ∈ B(H), j = 1, . . . , n. Assume that

U ∗
(
Aj ⊗ 1l + 1l⊗Aj

)
U ¥ 0, U ∗

(
Aj ⊗ 1l− 1l⊗Aj

)
U ¥ 0 w.r.t. Pext (2.42)
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for all j = 1, . . . , n. For each I = {i1, . . . , ik} ⊆ {1, . . . , n}, we set

AI =

k
−→∏

`=1

Ai` . (2.43)

Then we obtain

〈AIAK〉β − 〈AI〉β〈AK〉β ≥ 0 (2.44)

for all I,K ⊆ {1, . . . , n}.

Proof. For each ε ∈ {±1}, define B
(ε)
j = 1

2(Aj⊗1l+ε1l⊗Aj). By (2.42), we have B
(ε)
j ¥0

w.r.t. Pext for all j = 1, . . . , n. Since Aj ⊗ 1l = B
(+)
j + B

(−)
j and 1l⊗Aj = B

(+)
j −B

(−)
j ,

we see that

AI ⊗ 1l− 1l⊗AI =

k
−→∏

`=1

[
B

(+)
i`

+ B
(−)
i`

]
−

k
−→∏

`=1

[
B

(+)
i`

−B
(−)
i`

]

=
∑

ε1,...,εk∈{±1}
Cε1,...,εk

B
(ε1)
i1

· · ·B(εk)
ik

, (2.45)

where Cε1,...,εk
≥ 0 for all ε1, . . . , εk ∈ {±1}. Thus, the RHS of (2.45)¥0 w.r.t. Pext.

Similarly, AK ⊗ 1l− 1l⊗AK ¥ 0 w.r.t. Pext. By applying Corollary 2.14, we obtain the
result. 2

3 Reflection positivity

In Section 2, we give a general framework of the Griffiths inequality. In our proofs,
assumptions (A) and (B) are basic inputs. Unfortunately, these assumptions are not
satisfied in several models. To overcome this situation, we employ the concept of re-
flection positivity. As we indicated in [44], reflection positivity can be considered an
operator inequality associated with a special self-dual cone. This viewpoint makes it
possible to visualize a common mathematical structure among various quantum mod-
els. Reflection positivity originates from axiomatic quantum field theory [51]. Glimm,
Jaffe, and Spencer first applied reflection positivity to the rigorous study of the phase
transition [21]. This idea was successfully further developed by Dyson, Fröhlich, Israel,
Lieb, Simon, [11, 17, 18] and many others. Lieb also discovered a crucial application
of reflection positivity to many-electron systems, called the spin reflection positivity
[38]. Recently, Jaffe and Pedrocchi studied the topological order by reflection positiv-
ity [30, 31].

For each p ∈ N, we denote the trace ideal by L p(H), which is defined as

L p(H) =
{
ξ ∈ B(H)

∣∣Tr[|ξ|p] < ∞}
. (3.1)

L 1(H) is called the trace class, while L 2(H) is called the Hilbert–Schmidt class. L 2(H)
becomes a Hilbert space if we define the inner product as 〈η|ξ〉L 2 = Tr[η∗ξ] for all
η, ξ ∈ L 2(H).
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Definition 3.1 (Bounded operators) Let A ∈ B(H).

(i) The left multiplication operator L(A) is defined as L(A)ξ = Aξ for all ξ ∈ L 2(H).

(ii) The right multiplication operator R(A) is defined as R(A)ξ = ξA for all ξ ∈
L 2(H). ♦

Remark 3.2 (i) L(A),R(A) ∈ B(L 2(H)), the set of all bounded operators on
L 2(H).

(ii) L(A)L(B) = L(AB).

(iii) R(A)R(B) = R(BA). ♦

Let ϑ be an antilinear involution on H. Let Φϑ be an isometric isomorphism from
L 2(H) onto H⊗ H defined by

Φϑ(|x〉〈y|) = x⊗ ϑy ∀x, y ∈ H. (3.2)

We have the relations

L(A) = Φ−1
ϑ A⊗ 1lΦϑ, R(ϑA∗ϑ) = Φ−1

ϑ 1l⊗AΦϑ (3.3)

for each A ∈ B(H). We simply write these facts as

H⊗ H = L 2(H), A⊗ 1l = L(A), 1l⊗A = R(ϑA∗ϑ), (3.4)

if no confusion arises.
Definition 3.1 can be extended to unbounded operators by (3.3) as follows.

Definition 3.3 (Unbounded operators) Let A be a densely defined closed operator
on H.

(i) The left multiplication operator L(A) is defined as L(A) = Φ−1
ϑ A⊗ 1lΦϑ.

(ii) The right multiplication operator R(A) is defined as R(A) = Φ−1
ϑ 1l⊗ϑA∗ϑΦϑ. ♦

Remark 3.4 (i) Both L(A) and R(A) are closed operators on L 2(H).

(ii) If A is self-adjoint, so are L(A) and R(A).

(iii) We will also use the conventional identification (3.4). ♦

Definition 3.5 A canonical cone in L 2(H) is defined by

L 2(H)+ =
{
ξ ∈ L 2(H)

∣∣ ξ ≥ 0 as a linear operator in H
}
. (3.5)

L 2(H)+ is self-dual. ♦

The following proposition is often useful.

Proposition 3.6 For each A ∈ B(H), we have L(A)R(A∗) ¥ 0 w.r.t. L 2(H)+.

Proof. For each ξ ∈ L 2(H)+, we can see that L(A)R(A∗)ξ = AξA∗ ≥ 0. 2

11



Definition 3.7 We define

A = Coni
{
L(A)R(A∗) ∈ B(L 2(H))

∣∣∣A ∈ B(H)
}—w

, (3.6)

where Coni(X) is the conical hull of X and S–w represents the closure of S under a
weak topology in B(L 2(H)).

If A ∈ A, then we write A º 0 w.r.t. L 2(H)+. ♦

Remark 3.8 (i) A º 0 =⇒ A ¥ 0.4

(ii) A º 0, B º 0, a, b ≥ 0 =⇒ aA + bB º 0.

(iii) A º 0, B º 0 =⇒ AB º 0. ♦

The following proposition is a guiding principle of reflection positivity [11, 17, 44].
The point is that assumptions (A) and (B) are unnecessary.

Proposition 3.9 (Reflection positivity) Assume that A is a trace class operator
on L 2(H), i.e., A ∈ L 1(L 2(H)). If A º 0 w.r.t. L 2(H)+, then we have TrL 2 [A] ≥ 0.

Proof. It suffices to consider the case where A =
∑N

j=1 L(aj)R(a∗j ), N ∈ N. In this
case, we can easily see that TrL 2 [A] =

∑N
j=1 |TrH[aj ]|2 ≥ 0. 2

As before, the system’s Hamiltonian H is a self-adjoint operator acting in L 2(H)
and bounded from below. In this section, we continue to assume that e−βH is a trace
class operator for all β > 0. Corresponding to (H. 1), we need the following condition:

(H. 3) e−βH º 0 w.r.t. L 2(H)+ for all β ≥ 0.

Let 〈·〉β be the thermal average. Theorem 3.10 is another prototype of the Griffiths
inequality.

Theorem 3.10 Assume (H. 3). If A º 0 w.r.t. L 2(H)+, then 〈A〉β ≥ 0 for all β ≥ 0.

Proof. From Remark 3.8 (iii), we have A e−βH º 0 w.r.t. L 2(H)+ for all β ≥ 0. Thus
by Proposition 3.9, we conclude the theorem. 2

Theorem 3.10 can be generalized as follows.

Theorem 3.11 Assume (H. 3). If Aj º 0 w.r.t. L 2(H)+ for all j = 1, . . . , n, then
we have

〈 n
−→∏

j=1

Aj(sj)

〉

β

≥ 0 (3.7)

for all 0 ≤ s1 ≤ s2 ≤ · · · ≤ sn < β.

4From this fact, we understand that reflection positivity is closely related to the notion of positivity
preservation discussed in Section 2.
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Proof. Since

[ n
−→∏

j=1

Aj(sj)

]
e−βH = e−s1H︸ ︷︷ ︸

º0

A1︸︷︷︸
º0

e−(s2−s1)H︸ ︷︷ ︸
º0

· · · An︸︷︷︸
º0

e−(β−sn)H︸ ︷︷ ︸
º0

º 0 (3.8)

w.r.t. L 2(H)+, we obtain (3.7) by Proposition 3.9. 2

Theorem 3.12 Assume (A’). Then Theorem 3.11 holds true at β = ∞.

Proof. Considering Remark 3.8 (i), we know that Theorem 3.12 follows from Theorem
2.8. 2

4 Quantum Ising model

4.1 Results

Let Λ be a finite subset of Rd. The Hamiltonian of the quantum Ising model is given
by

HΛ = −
∑

x,y∈Λ

Jxyσ
(3)
x σ(3)

y −
∑

x∈Λ

µxσ(3)
x −

∑

x∈Λ

λxσ(1)
x . (4.1)

σ(1), σ(2), and σ(3) are the Pauli matrices:

σ(1) =
(

0 1
1 0

)
, σ(2) =

(
0 −i
i 0

)
, σ(3) =

(
1 0
0 −1

)
. (4.2)

HΛ acts in the Hilbert space HΛ = ⊗x∈ΛC2. (Jxy)x,y∈Zd is a family of coupling constants,
and µx, λx ∈ R are the magnetic fields. In this section, we always assume the following:

(J) Jxy ≥ 0, Jxy = Jyx, Jxx = 0.

The thermal average is defined by

〈A〉β = Tr
[
A e−βHΛ

]/
Zβ, Zβ = Tr

[
e−βHΛ

]
. (4.3)

Let

τx =
1
2
(1l + σ(1)

x ). (4.4)

Set

S(ε)
x =

{
τx if ε = 1
σ

(3)
x if ε = 3

. (4.5)

We define

A = Coni
{

S(ε1)
x1

· · ·S(εn)
xn

∣∣∣x1, . . . , xn ∈ Λ, ε1, . . . , εn ∈ {1, 3}, n ∈ N
}

, (4.6)

where Coni(S) is the conical hull of S.
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Theorem 4.1 (First Griffiths inequality) Assume (J). Assume that µx ≥ 0 for all
x ∈ Λ. For all A1, . . . , An ∈ A, λx ∈ R and 0 ≤ s1 ≤ · · · ≤ sn ≤ β, we have

〈 n
−→∏

j=1

Aj(sj)

〉

β

≥ 0. (4.7)

For each A ⊆ Λ, set

σ
(3)
A =

∏

x∈A

σ(3)
x , τA =

∏

x∈A

τx. (4.8)

To state the second Griffiths inequality, we introduce the following notations:

〈〈X〉〉β = TrH⊗H

[
X e−βHext

]/
Z2

β, (4.9)

Hext = HΛ ⊗ 1l + 1l⊗HΛ. (4.10)

Theorem 4.2 (Second Griffiths inequality) Assume (J). Assume that µx ≥ 0, λx ≥
0 for all x ∈ Λ. For all A, B,C, D ⊆ Λ and β ≥ 0, we have

〈〈(
σ

(3)
A (s)⊗ τC(s)− τC(s)⊗ σ

(3)
A (s)

)(
σ

(3)
B (t)⊗ τD(t)− τD(t)⊗ σ

(3)
B (t)

)〉〉
β
≥ 0

(4.11)

for all 0 ≤ s ≤ t ≤ β, where σ
(3)
A (t) = e−tHΛσ

(3)
A etHΛ and τB(t) = e−tHΛ τB etHΛ.

Remark 4.3 (4.11) can be expressed as follows:
〈
σ

(3)
A (s)σ(3)

B (t)
〉

β

〈
τC(s)τD(t)

〉
β
−

〈
σ

(3)
A (s)τD(t)

〉
β

〈
τC(s)σ(3)

B (t)
〉

β
≥ 0. ♦ (4.12)

From this theorem (or (4.12)), we can derive the well-known formula.

Corollary 4.4 Under the same assumptions as Theorem 4.2, we have
〈
σ

(3)
A σ

(3)
B

〉
β
−

〈
σ

(3)
A

〉
β

〈
σ

(3)
B

〉
β
≥ 0,

〈
τAτB

〉
β
− 〈

τA

〉
β

〈
τB

〉
β
≥ 0. (4.13)

The following theorem is an extension of Theorem 4.2.

Theorem 4.5 Assume (J). Assume that µx ≥ 0, λx ≥ 0 for all x ∈ Λ. Let A1, . . . , An, B1, . . . , Bn ⊆
Λ. Then, for all 0 ≤ t1 ≤ t2 ≤ · · · ≤ tn ≤ β, we have

〈〈 n
−→∏

j=1

(
σ

(3)
Aj

(tj)⊗ τBj (tj)− τBj (tj)⊗ σ
(3)
Aj

(tj)
)〉〉

β

≥ 0. (4.14)

By Theorem 2.15, we obtain the following corollary.
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Corollary 4.6 Assume (J). Assume that µx ≥ 0, λx ≥ 0 for all x ∈ Λ. Let A1, . . . , An, B1, . . . , Bn ⊆
Λ. For each I = {i1, . . . , ik} ⊆ {1, . . . , n} with i1 < i2 < · · · < ik, we define

SI(t) =

k
−→∏

j=1

Sj(tj), Sj(tj) =

{
σ

(3)
Aj

(tj) if j ∈ I

τBj (tj) if j ∈ Ic
. (4.15)

Then we have, for all 0 ≤ t1 ≤ t2 ≤ · · · ≤ tn ≤ β,
∑

I⊆{1,2,...,n}
(−1)|I|

〈
SI(t)

〉
β

〈
SIc(t)

〉
β
≥ 0. (4.16)

In addition, we have
〈
SI(t)

〉
β
≥ 0 (4.17)

for all 0 ≤ t1 ≤ t2 ≤ · · · ≤ tn ≤ β and I ⊆ Λ.

Example 4 We have the following:

(i) 〈σ(3)
A 〉β is monotonically increasing in Jxy and µx.

(ii) 〈τA〉β is monotonically decreasing in Jxy and µx.

(iii) 〈σ(3)
A 〉β is monotonically decreasing in λx.

(iv) 〈τA〉β is monotonically increasing in λx.

We will prove this example in Section 4.4. ♦

Remark 4.7 (i) Our results can be extended to a more general Hamiltonian of the
form

HΛ = −
∑

A⊆Λ

JAσ
(3)
A −

∑

A⊆Λ

KAτA (4.18)

with JA ≥ 0 and KA ≥ 0.

(ii) Assume that µx > 0 or λx > 0 for all x ∈ Λ. Then since the ground state of HΛ

is unique for all Λ5, our results are valid at β = ∞. The results at β = ∞ are
used in the study of quantum phase transitions [9, 10]. ♦

5This fact can be proven by the Perron–Frobenius–Faris theorem [12].
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4.2 Proof of Theorem 4.1

Let Ω = {−1, +1} be the set of possible values of a spin. Given Λ, ΩΛ is the set of spin
configurations in Λ. Set

|+ 1〉 =
(

1
0

)
, | − 1〉 =

(
0
1

)
. (4.19)

For each ω = {ωx}x∈Λ ∈ ΩΛ, we define

|ω〉 =
⊗

x∈Λ

|ωx〉. (4.20)

Then
{|ω〉 |ω ∈ ΩΛ

}
is a CONS of HΛ.

Definition 4.8 A standard self-dual cone in HΛ is defined by

HΛ,+ =

{
Ψ ∈ HΛ

∣∣∣∣∣ Ψ =
∑

!∈ΩΛ

C!|ω〉, C! ≥ 0 ∀ω ∈ ΩΛ

}
. ♦ (4.21)

Remark 4.9 |ω〉 ∈ HΛ,+ for all ω ∈ ΩΛ. ♦

Let U be a unitary operator6 on HΛ given by

U =
⊗

x∈Λ

u, u =
1√
2

(
1 1
−1 1

)
. (4.22)

Since u∗σ(3)u = σ(1) and u∗σ(1)u = −σ(3), we have

U∗σ(3)
x U = σ(1)

x , U∗σ(1)
x U = −σ(3)

x (4.23)

for all x ∈ Λ. Thus,

ĤΛ = U∗HΛU = −
∑

x,y∈Λ

Jxyσ
(1)
x σ(1)

y −
∑

x∈Λ

µxσ(1)
x +

∑

x∈Λ

λxσ(3)
x . (4.24)

Proposition 4.10 We have the following:

(i) σ
(1)
x ¥ 0 w.r.t. HΛ,+ for all x ∈ Λ.

(ii) 1
2(1l− σ

(3)
x ) ¥ 0 w.r.t. HΛ,+ for all x ∈ Λ.

(iii) e−βĤΛ ¥ 0 w.r.t. HΛ,+ for all β ≥ 0.

Proof. (i), (ii) Let r be a map on Ω defined by r(−1) = +1 and r(+1) = −1. Clearly,
σ(1)|ω〉 = |r(ω)〉 holds. Then σ

(1)
x |ω〉 = |rx(ω)〉, where (rx(ω))y = r(ωx) if y = x,

(rx(ω))y = ωy if y 6= x. Thus, for all ω ∈ ΩΛ, it holds that σ
(1)
x |ω〉 ∈ HΛ,+. Thus, we

conclude (i). (ii) is obvious.

6This unitary operator is well-known [34, 43].
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(iii) Let

T̂ =
∑

x,y∈Λ

Jxyσ
(1)
x σ(1)

y , V̂µ = −
∑

x∈Λ

µxσ(1)
x , V̂λ =

∑

x∈Λ

λxσ(3)
x . (4.25)

Set V̂ = V̂µ + V̂λ. Then we have ĤΛ = −T̂ + V̂ . By (i), we have T̂ ¥ 0 w.r.t. HΛ,+.
On the other hand, since −V̂µ ¥ 0 w.r.t. HΛ,+

7, we have e−βV̂µ ¥ 0 w.r.t. HΛ,+ for all
β ≥ 0 by Proposition A.3. In addition, we have

e−βV̂λ |ω〉 = exp

{
− β

∑

x∈Λ

λxωx

}

︸ ︷︷ ︸
≥0

|ω〉 ∈ HΛ,+, (4.26)

which implies e−βV̂λ ¥0 w.r.t. HΛ,+. By Proposition A.4, we have e−βV̂ ¥0 w.r.t. HΛ,+

for all β ≥ 0. Now we can apply Proposition A.5 with A = −V̂ , B = T̂ . 2

Proof of Theorem 4.1

For each x ∈ Λ, by Proposition 4.10 (i) and (ii), we have

σ̂(3)
x = U∗σ(3)

x U = σ(1)
x ¥ 0, τ̂x = U∗τxU =

1
2
(1l− σ(3)

x ) ¥ 0 (4.27)

w.r.t. HΛ,+. Thus, U∗S(ε1)
x1 · · ·S(εn)

xn U ¥ 0 w.r.t. HΛ,+, implying that Â = U∗AU ¥ 0
w.r.t. HΛ,+ for all A ∈ A. By applying Theorem 2.7, we conclude Theorem 4.1. 2

4.3 Proof of Theorems 4.2 and 4.5

4.3.1 Preliminaries

Let K = C2 ⊗ C2 = C4. Then {|ω, ω′〉 |ω, ω′ ∈ Ω} is a CONS of K, where |ω, ω′〉 =
|ω〉 ⊗ |ω′〉. We label {|ω, ω′〉 |ω, ω′ ∈ Ω} as

|e1〉 = |+ 1,+1〉, |e2〉 = | − 1,−1〉, |e3〉 = |+ 1,−1〉, |e4〉 = | − 1, +1〉. (4.28)

Thus, each |ϕ〉 =
∑4

j=1 cj |ej〉 ∈ K can be identified with (c1, c2, c3, c4)T ∈ C4. We
introduce linear operators on K as

ψ =
1√
2

(
σ(3) ⊗ 1l + 1l⊗ σ(3)

)
, (4.29)

φ =
1√
2

(
σ(3) ⊗ 1l− 1l⊗ σ(3)

)
, (4.30)

η =
1√
2

(
σ(1) ⊗ 1l + 1l⊗ σ(1)

)
, (4.31)

ξ =
1√
2

(
σ(1) ⊗ 1l− 1l⊗ σ(1)

)
. (4.32)

7We used the assumption µx ≥ 0 here.
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In general, each operator X in K can be expressed as a 4×4 matrix: X = (Xij)i,j=1,2,3,4

with Xij = 〈ei|Xej〉. In particular, we have

ψ =
√

2
(

σ(3) 0
0 0

)
, φ =

√
2

(
0 0
0 σ(3)

)
,

η =
√

2
(

σ(1) α

α σ(1)

)
, ξ =

√
2

(
0 γ
γ 0

)
, (4.33)

where

α =
1√
2

(
1 1
1 1

)
, γ =

1√
2

( −1 1
1 −1

)
. (4.34)

Let u be the unitary operator given by (4.22) and let

ϑ =
(

u 0
0 u

)
. (4.35)

For each operator X on K, we write X̃ = ϑ∗Xϑ. By (4.33), we obtain

ψ̃ =
√

2
(

σ(1) 0
0 0

)
, φ̃ =

√
2

(
0 0
0 σ(1)

)
,

η̃ =
√

2
( −σ(3) α̂

α̂ −σ(3)

)
, ξ̃ =

√
2

(
0 γ̂
γ̂ 0

)
(4.36)

where α̂ = u∗αu = (1l2 − σ(3))/
√

2 and γ̂ = −(1l2 + σ(3))/
√

2.

Definition 4.11 Let

K+ =

{
|ϕ〉 ∈ K

∣∣∣∣∣ |ϕ〉 =
4∑

j=1

cj |ej〉, cj ≥ 0, j = 1, 2, 3, 4

}
. (4.37)

Clearly, K+ is a self-dual cone in K. ♦

Proposition 4.12 We have the following:

(i) ψ̃ ¥ 0 w.r.t. K+.

(ii) φ̃ ¥ 0 w.r.t. K+.

(iii) −ξ̃ ¥ 0 w.r.t. K+.

(iv) 1l4 + 1√
2
η̃ ¥ 0 w.r.t. K+.

(v) exp(βψ̃) ¥ 0 w.r.t. K+ for all β ≥ 0.

(vi) exp(βη̃) ¥ 0 w.r.t. K+ for all β ≥ 0.
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Proof. Note that by Proposition A.2, a linear operator X on K satisfies X ¥ 0 w.r.t.
K+ if and only if Xij = 〈ei|Xej〉 ≥ 0 for all i, j = 1, 2, 3, 4. Thus, (i), (ii), (iii), and (iv)
immediately follow from (4.36).

(v) By (i) and Proposition A.3, we can see that exp(βψ̃)¥0 w.r.t. K+ for all β ≥ 0.
To show (vi), we write η̃ = η̃d + η̃o, where

η̃d =
√

2
( −σ(3) 0

0 −σ(3)

)
, η̃o =

√
2

(
0 α̂
α̂ 0

)
. (4.38)

Suppose that

(a) exp(βη̃d) ¥ 0 w.r.t. K+ for all β ≥ 0,

(b) exp(βη̃o) ¥ 0 w.r.t. K+ for all β ≥ 0.

Then we can immediately conclude (vi) by Proposition A.4. Hence, it suffices to prove
(a) and (b).

To show (a), observe that

exp(βη̃d) =

(
e−
√

2βσ(3)
0

0 e−
√

2βσ(3)

)
. (4.39)

Since all matrix elements of exp(−√2βσ(3)) are positive, we conclude that (a) is true
by Proposition A.2.

Since η̃o ¥ 0 w.r.t. K+, we find that exp(βη̃o) ¥ 0 w.r.t. K+ for all β ≥ 0 by
Proposition A.3. Thus, we conclude (b). 2

4.3.2 Completion of proof of Theorems 4.2 and 4.5

Let Hext be given by (4.10). Hext acts in the extended Hilbert space KΛ = HΛ ⊗ HΛ.
For each x ∈ Λ, let

ψx =
1√
2

(
σ(3)

x ⊗ 1l + 1l⊗ σ(3)
x

)
, (4.40)

φx =
1√
2

(
σ(3)

x ⊗ 1l− 1l⊗ σ(3)
x

)
, (4.41)

ηx =
1√
2

(
σ(1)

x ⊗ 1l + 1l⊗ σ(1)
x

)
, (4.42)

ξx =
1√
2

(
σ(1)

x ⊗ 1l− 1l⊗ σ(1)
x

)
. (4.43)

Hext can be expressed as

Hext = −
∑

x,y∈Λ

Jxy(ψxψy + φxφy)−
√

2
∑

x∈Λ

µxψx −
√

2
∑

x∈Λ

λxηx. (4.44)

We employ the following identification8 of KΛ:

KΛ =
⊗

x∈Λ

K, (4.45)

8Indeed, we have KΛ =
“N

x∈Λ C
2
”
⊗
“N

x∈Λ C
2
” ∼=Nx∈Λ(C2 ⊗ C2) ∼=Nx∈Λ K.
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where K = C4. Thus, ψx, φx, and ηx can be expressed as

ψx = ⊗y∈Λ(ψ)δxy , φx = ⊗y∈Λ(φ)δxy , ηx = ⊗y∈Λ(η)δxy . (4.46)

Here (X)δxy = 1l if x 6= y, (X)δxy = X if x = y. Let ϑ be given by (4.35). Set
Θ = ⊗x∈Λϑ. For each linear operator X on KΛ, set X̃ = Θ∗XΘ. Then we obtain

H̃ext = −
∑

x,y∈Λ

Jxy(ψ̃xψ̃y + φ̃xφ̃y)−
√

2
∑

x∈Λ

µxψ̃x −
√

2
∑

x∈Λ

λxη̃x, (4.47)

where ψ̃x, φ̃x, η̃x, ξ̃x are defined through (4.36) and (4.46).

Definition 4.13 We define a self-dual cone in KΛ by

KΛ,+ :=
{
|Ψ〉 ∈ KΛ

∣∣∣∣ |Ψ〉 =
∑

n∈{1,2,3,4}Λ
Cn|en〉, Cn ≥ 0 ∀n ∈ {1, 2, 3, 4}Λ

}
, (4.48)

where |en〉 = ⊗x∈Λ|enx〉 for each n = {nx}x∈Λ ∈ {1, 2, 3, 4}Λ. ♦
Remark 4.14 |en〉 ∈ KΛ,+ for all n ∈ {1, 2, 3, 4}Λ. ♦
Proposition 4.15 We have the following:

(i) ψ̃x ¥ 0 w.r.t. KΛ,+ for all x ∈ Λ.

(ii) φ̃x ¥ 0 w.r.t. KΛ,+ for all x ∈ Λ.

(iii) −ξ̃x ¥ 0 w.r.t. KΛ,+ for all x ∈ Λ.

(iv) 1l + 1√
2
η̃x ¥ 0 KΛ,+ for all x ∈ Λ.

(v) exp(βψ̃x) ¥ 0 w.r.t. KΛ,+ for all x ∈ Λ and β ≥ 0.

(vi) exp(βη̃x) ¥ 0 w.r.t. KΛ,+ for all x ∈ Λ and β ≥ 0.

Proof. By Proposition A.2, a linear operator X in KΛ satisfies X ¥ 0 w.r.t. KΛ,+ if
and only if 〈en|Xem〉 ≥ 0 for all m,n ∈ {1, 2, 3, 4}Λ. Thus, the assertions immediately
follow from Proposition 4.12. 2

Corollary 4.16 exp(−βH̃ext) ¥ 0 w.r.t. KΛ,+ for all β ≥ 0.

Proof. Set H̃ext = −T̃ + Ṽ , where

T̃ =
∑

x,y∈Λ

Jxy(ψ̃xψ̃y + φ̃xφ̃y), Ṽ = Ṽµ + Ṽλ (4.49)

with Ṽµ = −√2
∑

x∈Λ µxψ̃x and Ṽλ = −√2
∑

x∈Λ λxη̃x. By Proposition 4.15 (i) and
(ii), it holds that T̃ ¥0 w.r.t. KΛ,+. On the other hand, we can see that by Proposition
4.15 (v) and (vi),

e−βVµ =
∏

x∈Λ

e
√

2βµxψ̃x︸ ︷︷ ︸
¥0

¥0, e−βVλ =
∏

x∈Λ

e
√

2βλxη̃x︸ ︷︷ ︸
¥0

¥0 (4.50)

w.r.t. KΛ,+ for all β ≥ 0.9 Thus, by Proposition A.4, we obtain e−βṼ ¥ 0 w.r.t. KΛ,+

for all β ≥ 0. By applying Proposition A.5, we conclude the desired assertion. 2

9Here we have used the assumptions µx ≥ 0 and λx ≥ 0.
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Corollary 4.17 For all A,B, C, D ⊆ Λ, we have the following:

(i) Θ∗σ(3)
A ⊗ τCΘ ¥ 0 w.r.t. KΛ,+.

(ii) Θ∗(σ(3)
B ⊗ τD − τD ⊗ σ

(3)
B

)
Θ ¥ 0 w.r.t. KΛ,+.

Proof. (i) Let ˜̀
x = 1

2(1l + 1√
2
η̃x) and m̃x = − 1

2
√

2
ξ̃x. By Proposition 4.15 (iii) and (iv),

it holds that ˜̀
x ¥ 0 and m̃x ¥ 0 w.r.t. KΛ,+. Thus, we have

Θ∗σ(3)
A ⊗ τCΘ = 2−|A|/2

∏

x∈A

(ψ̃x + φ̃x)
∏

x∈C

(˜̀x + m̃x) ¥ 0 (4.51)

w.r.t. KΛ,+ by Proposition 4.15.
(ii) We have

Θ∗(σ(3)
B ⊗ τD − τD ⊗ σ

(3)
B

)
Θ

=2−|B|/2
∏

x∈B

∏

y∈D

(ψ̃x + φ̃x)(˜̀y + m̃y)− 2−|B|/2
∏

x∈B

∏

y∈D

(ψ̃x − φ̃x)(˜̀y − m̃y) (4.52)

=
∑

X1,X2⊂B

∑

Y1,Y2⊂D

KX1X2Y1Y2ψ̃X1 φ̃X2
˜̀
Y1m̃Y2 (4.53)

with KX1X2Y1Y2 ≥ 0, ψ̃X1 =
∏

x∈X1
ψ̃x, φ̃X2 =

∏
x∈X2

φ̃x, ˜̀
Y1 =

∏
x∈Y1

˜̀
x, m̃Y2 =∏

x∈Y2
m̃x. Thus, Θ∗(σ(3)

B ⊗ τD − τD ⊗ σ
(3)
B )Θ ¥ 0 w.r.t. KΛ,+. 2

Proof of Theorems 4.2 and 4.5

By Corollaries 4.16, 4.17 and Theorem A.1, we have
〈〈(

σ
(3)
A (s)⊗ τC(s)− τC(s)⊗ σ

(3)
A (s)

)(
σ

(3)
B (t)⊗ τD(t)− τD(t)⊗ σ

(3)
B (t)

)〉〉
β

= Z−2
β Tr

[
e−sH̃ext︸ ︷︷ ︸

¥0

Θ∗
(
σ

(3)
A ⊗ τC − τC ⊗ σ

(3)
A

)
Θ

︸ ︷︷ ︸
¥0

e−(t−s)H̃ext︸ ︷︷ ︸
¥0

×Θ∗
(
σ

(3)
B ⊗ τD − τD ⊗ σ

(3)
B

)
Θ

︸ ︷︷ ︸
¥0

e−(β−t)H̃ext︸ ︷︷ ︸
¥0

]
≥ 0. (4.54)

This concludes Theorem 4.2.
Similarly, we can show Theorem 4.5 by Corollary 4.17 and Theorem A.1. 2

4.4 Proof of Example 4

We only prove (i) and (ii), since (iii) and (iv) can be proved in a similar manner.
Recall the Duhamel formula

e−t(A+B) =
∑

n≥0

∫

0≤t1≤t2≤···≤tn≤β
(−B(t1)) · · · (−B(tn)) e−tAdt1 · · · dtn (4.55)
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for any bounded self-adjoint operators A and B with B(t) = e−tABetA. Using this, we
have

∂

∂Jxy
e−βH =

∑

n≥1

Dn, (4.56)

Dn = n(Jxy)n−1

∫

0≤t1≤···≤tn≤β
Txy[t1] · · ·Txy[tn] e−βH

′
dt1 · · · dtn, (4.57)

where Txy = σ
(3)
x σ

(3)
y , H

′
= HΛ + Jxyσ

(3)
x σ

(3)
y and Txy[t] = e−tH

′
TxyetH

′
. Note that in

a similar manner to Sections 4.2 and 4.3, we have the following:

(a) e−βĤ
′
¥ 0 w.r.t. HΛ,+ for all β ≥ 0, where Ĥ

′
= U∗H ′

U .

(b) e−βH̃
′
ext ¥ 0 w.r.t. KΛ,+ for all β ≥ 0, where H

′
ext = H

′ ⊗ 1l + 1l⊗H
′
.

Hence, by setting Mn = Txy[t1] · · ·Txy[tn], we obtain

∂

∂Jxy
〈σ(3)

A 〉β

=
∑

n≥1

n(Jxy)n−1

∫

0≤t1≤···≤β

{〈
σ

(3)
A Mn

〉
H
′
,β
− 〈

σ
(3)
A

〉
H
′
,β

〈
Mn

〉
H
′
,β

}
dt1 · · · dtn

=
∑

n≥1

n(Jxy)n−1

2

∫

0≤t1≤···≤β

〈〈(
σ

(3)
A ⊗ 1l− 1l⊗ σ

(3)
A

)(
Mn ⊗ 1l− 1l⊗Mn

)〉〉
H′ ,β

dt1 · · · dtn

≥ 0, (4.58)

where 〈·〉H′ ,β and 〈〈·〉〉H′ ,β are the thermal averages associated with H
′
and H

′
ext. (Here

we used the facts that Θ∗(σ(3)
A ⊗1l−1l⊗σ

(3)
A )Θ¥0 and Θ∗(Mn⊗1l−1l⊗Mn) e−βH

′
extΘ¥0

w.r.t. KΛ,+, which follow from Corollary 4.17.) Thus, we have proved (i). Similarly,
by applying the fact that Θ∗(τA ⊗ 1l − 1l ⊗ τA)Θ £ 0 w.r.t. KΛ,+, which follows from
Corollary 4.17, we have

∂

∂Jxy
〈τA〉β

=
∑

n≥1

n(Jxy)n−1

2

∫

0≤t1≤···≤β

〈〈(
τA ⊗ 1l− 1l⊗ τA

)(
Mn ⊗ 1l− 1l⊗Mn

)〉〉
H′ ,β

dt1 · · · dtn

≤ 0. (4.59)

Thus, we have proved (ii). 2

5 Quantum rotor model

5.1 Results

Let Λ be a finite subset of R2. The quantum rotor model on Λ is defined by

H =
∑

x∈Λ

Ux

2

(
− i

∂

∂θx

)2
−

∑

x,y∈Λ

txy cos(θx − θy). (5.1)
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The Hilbert space is H = ⊗x∈ΛL2(T) with T = [−π, π]. Ux > 0 being the strength
of the on site repulsion and txy ≥ 0 being the hopping strength. H is a self-adjoint
operator acting in the Hilbert space H.10 We refer readers who want to learn the
physical background to [6, 54].

Remark 5.1 In this study, we simply write Mf , the multiplication operator by the
function f , as f(θ) if no confusion occurs. ♦
Let Tx = eiθx . For each A = {mx}x∈Λ ∈ ZΛ, we set

TA =
∏

x∈Λ

(Tx)mx . (5.2)

Let

A = Coni
{
TA |A ∈ ZΛ

}—w
. (5.3)

The thermal expectation value 〈·〉β is defined by

〈A〉β = Tr
[
A e−βH

]/
Zβ, Zβ = Tr

[
e−βH

]
(5.4)

for all A ∈ B(H).

Theorem 5.2 (First Griffiths inequality) Let A1, . . . , An ∈ A. For all 0 ≤ s1 ≤
s2 ≤ · · · ≤ sn < β, we have

〈 n
−→∏

j=1

Aj(sj)

〉

β

≥ 0. (5.5)

To state second Griffiths inequality, some conditions are required. We introduce an
extended Hilbert space Hext by Hext = H⊗ H. For each X ∈ B(Hext), we set

〈〈X〉〉β = TrHext

[
X e−βHext

]/
Z2

β, (5.6)

Hext = H ⊗ 1l + 1l⊗H. (5.7)

Let Cx = cos θx and

Cx(s) = e−sHCxesH . (5.8)

Theorem 5.3 (Second Griffiths inequality) For all x1, . . . , xn ∈ Λ, 0 ≤ s1 ≤ s2 ≤
· · · ≤ sn < β and ε1, . . . , εn ∈ {±1}, we have

〈〈 n
−→∏

j=1

[
Cxj (sj)⊗ 1l + εj1l⊗ Cxj (sj)

]〉〉

β

≥ 0. (5.9)

10The precise definition of −i ∂
∂θ

is given by

dom
“
− i

∂

∂θ

”
= {f ∈ C1(T) | f(−π) = f(π)},

−i
∂

∂θ
f = −if

′ ∀f ∈ dom
“
− i

∂

∂θ

”
.

Then −i ∂
∂θ

is essentially self-adjoint. We still denote its closure by the same symbol.
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From Theorem 5.3, we immediately obtain Corollary 5.4, which has a form similar
to (1.4). (This is why we call Theorem 5.3 the second Griffiths inequality, see Remark
2.16 and Theorem 2.18 for general arguments.)

Corollary 5.4 For each A = {mx}x∈Λ ∈ NΛ, set

CA =
∏

x∈Λ

(Cx)mx . (5.10)

For all A, B ∈ NΛ, we obtain
〈
CACB

〉
β
≥ 〈

CA
〉
β

〈
CB

〉
β
. (5.11)

Let

nx = −i
∂

∂θx
. (5.12)

Set nx(s) = e−sHnxesH . We have the following.

Theorem 5.5 For all x1, . . . , xn ∈ Λ, 0 ≤ s1 ≤ s2 ≤ · · · ≤ sn < β and ε1, . . . , εn ∈
{±1}, we have

〈〈 n
−→∏

j=1

[
nxj (sj)⊗ 1l + εj1l⊗ nxj (sj)

][
nxj (sj)⊗ 1l + εj1l⊗ nxj (sj)

]〉〉

β

≥ 0, (5.13)

where εj = −εj.

We can construct several extensions of Theorems 5.3 and 5.5. Theorem 5.6 illus-
trates this fact. Let

α(1)
x (s) = Cx(s)⊗ 1l + 1l⊗ Cx(s), (5.14)

α(2)
x (s) = Cx(s)⊗ 1l− 1l⊗ Cx(s), (5.15)

α(3)
x (s) =

[
nx(s)⊗ 1l + 1l⊗ nx(s)

][
nx(s)⊗ 1l− 1l⊗ nx(s)

]
. (5.16)

Theorem 5.6 For all x1, . . . , xn ∈ Λ, µ1, . . . , µn ∈ {1, 2, 3} and 0 ≤ s1 ≤ s2 ≤ · · · ≤
sn ≤ β, we have

〈〈 n
−→∏

j=1

α
(µj)
xj (sj)

〉〉

β

≥ 0. (5.17)

Example 5 For all A ⊆ Λ and x, y, z ∈ Λ, we have the following:

(i) 〈CA〉β is monotonically increasing in txy.

(ii) 〈n2
z〉β is monotonically increasing in txy.

(iii)
∂

∂Ux
〈CA〉β

∣∣∣
Ux=0

≤ 0.
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We will provide a proof of this example in Section 5.4. ♦

Remark 5.7 (i) Our results can be extended to a more general Hamiltonian of the
form

H =
∑

x∈Λ

Ux

2

(
− i

∂

∂θx

)2
−

∑

A∈NΛ

JACA (5.18)

with JA ≥ 0, where the sum converges under a uniform topology.

(ii) Since the ground state of H is unique, our results are valid at β = ∞. The results
at β = ∞ are essential for the study of quantum phase transitions [36]. ♦

5.2 Proof of Theorem 5.2

Let F be the Fourier transformation 11 on H and let Ĥ = FHF−1. We have

Ĥ =
∑

x∈Λ

Ux

2
n̂2

x +
1
2

∑

x,y∈Λ

(−txy)(T̂xT̂ ∗y + T̂ ∗x T̂y). (5.20)

Ĥ acts in the Hilbert space Ĥ = FH = ⊗x∈Λ`2(Z). n̂x and T̂x are defined by n̂x =
FnxF−1 and T̂x = FTxF−1.

For each n ∈ Z, set en(m) = δmn ∈ `2(Z). {en |n ∈ Z} is a CONS in `2(Z). For
each n = {nx}x∈Λ ∈ ZΛ, let en = ⊗x∈Λenx . Clearly, {en |n ∈ ZΛ} is a CONS of Ĥ as
well. Remarkably, for each n = {nx}x∈Λ ∈ ZΛ,

n̂xen = nxen, T̂xen = en+‹x , (5.21)

where δx = {δxy}y∈Λ ∈ ZΛ. In other words, n̂x is the number operator and T̂x is the
creation operator at site x.

Definition 5.8 Let

Ĥ+ =

{
F =

∑

n∈ZΛ

F (n)en ∈ Ĥ
∣∣∣F (n) ≥ 0 ∀n ∈ ZΛ

}
. (5.22)

Note that Ĥ+ is a self-dual cone in Ĥ. Clearly, en ∈ Ĥ+ for all n ∈ ZΛ. ♦

Proposition 5.9 We have the following:

(i) T̂x ¥ 0 w.r.t. Ĥ+ for all x ∈ Λ.

(ii) e−βĤ ¥ 0 w.r.t. Ĥ+ for all β ≥ 0.

11To be precise, F is a unitary operator given by

(Ff)(n) = (2π)−|Λ|/2

Z

TΛ
f(„) e−i„·nd„ ∀f ∈ H. (5.19)
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Proof. (i) Note that Ĥ+ = Coni{en |n ∈ ZΛ}−, where Coni(S)− is the closure of
Coni(S). Thus, it suffices to show that T̂xen ≥ 0 w.r.t. Ĥ+ for all n ∈ ZΛ. This is
trivial according to (5.21).

(ii) Let

−K̂ =
1
2

∑

x,y∈Λ

txy(T̂xT̂ ∗y + T̂ ∗x T̂y), Û =
∑

x∈Λ

Ux

2
n̂2

x. (5.23)

By (i), we can see that −K̂ ¥ 0 w.r.t. Ĥ+. On the other hand, since

e−βÛen = exp

{
− β

∑

x∈Λ

Ux

2
n2

x

}

︸ ︷︷ ︸
≥0

en for all n = {nx} ∈ ZΛ, (5.24)

we have e−βÛ ¥ 0 w.r.t. Ĥ+. Thus, by Proposition A.5, we conclude (ii). 2

5.2.1 Completion of proof of Theorem 5.2

By Proposition 5.9 (i), we have A ¥ 0 w.r.t. Ĥ+ for all A. Applying Theorem 2.7, we
prove Theorem 5.2. 2

5.3 Proof of Theorems 5.3, 5.5, and 5.6 and Corollary 5.4

First, note the following identification:

Hext = L2
(
TΛ × TΛ, dθdθ

′)
. (5.25)

Under the identification (5.25), we see that

Hext =H ⊗ 1l + 1l⊗H

=
∑

x∈Λ

Ux

2

{(
− i

∂

∂θx

)2
+

(
− i

∂

∂θ′x

)2
}

−
∑

x,y∈Λ

txy

{
cos(θx − θy) + cos(θ

′
x − θ

′
y)

}
. (5.26)

Next, we introduce a new coordinate system {φx, φ′x} with

φx =
1
2
(θ
′
x − θx), φ

′
x =

1
2
(θ
′
x + θx). (5.27)

Then we easily see that

Hext = L2
(
TΛ × TΛ, dφdφ

′)
. (5.28)

Using the identity

cos θ + cos θ
′
= 2 cos

θ
′
+ θ

2
cos

θ
′ − θ

2
, (5.29)
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we obtain

Hext =
∑

x∈Λ

Ux

4
(ν2

x + ν
′2
x )− 2

∑

x,y∈Λ

txy cos(φx − φy) cos(φ
′
x − φ

′
y), (5.30)

where

νx = −i
∂

∂φx
, ν

′
x = −i

∂

∂φ′x
. (5.31)

Let X = L2(TΛ, dφ). Then by (5.28), we obtain the following identification:

Hext = L2(TΛ, dφ)⊗ L2(TΛ, dφ) = X⊗ X. (5.32)

Moreover, we obtain the following proposition.

Proposition 5.10 We have Hext = T− V, where

T =
∑

x∈Λ

Ux

4
(
ν2

x ⊗ 1l + 1l⊗ ν2
x

)
, (5.33)

V = 2
∑

x,y∈Λ

txy cos(φx − φy)⊗ cos(φx − φy). (5.34)

Let ϑ be the antilinear isomorphism defined by

(ϑf)(φ) = f(φ) a.e., f ∈ L2(TΛ, dφ). (5.35)

By (3.4) and (5.32), we have the identification Hext = L 2(X) by ϑ. Moreover, by (3.4),
we have the following proposition:

Proposition 5.11 We have Hext = T− V, where

T =
∑

x∈Λ

Ux

4
{L(ν2

x) +R(ν2
x)

}
, (5.36)

V = 2
∑

x,y∈Λ

txyL
[
cos(φx − φy)

]
R

[
cos(φx − φy)

]
. (5.37)

By Corollary A.9, we immediately obtain the following:

Corollary 5.12 We have exp(−βHext) º 0 w.r.t. L 2(X)+ for all β ≥ 0.

5.3.1 Completion of proof of Theorem 5.3 and Corollary 5.4

Proposition 5.13 We have the following:

(i) cos θx ⊗ 1l + 1l⊗ cos θx = 2L(cosφx)R(cosφx) º 0 w.r.t. L 2(X)+.

(ii) cos θx ⊗ 1l− 1l⊗ cos θx = 2L(sinφx)R(sinφx) º 0 w.r.t. L 2(X)+.
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Proof. (i), (ii) We apply Ginibre’s idea [20]:

cos a + cos b = 2 cos
b + a

2
cos

b− a

2
, (5.38)

cos a− cos b = 2 sin
b + a

2
sin

b− a

2
. 2 (5.39)

Put

2V (ε)
x = Cx ⊗ 1l + ε1l⊗ Cx, ε = ±1. (5.40)

Then by Proposition 5.13, we have V
(ε)
x º 0 w.r.t. L 2(X)+ for all x ∈ Λ and ε ∈ {±1}.

Since exp(−βHext) º 0 w.r.t. L 2(X)+ for all β ≥ 0 by Corollary 5.12, we can apply
Theorem 3.11. Thus, we conclude Theorem 5.3.

For each A ⊆ Λ, define [A] = {mx}x∈Λ ∈ {0, 1}Λ by mx = 1 if x ∈ A and mx = 0
otherwise. For simplicity, we will consider the case where A = [A] and B = [B]. To
prove Corollary 5.4, we note

Cx ⊗ 1l = V (+1)
x + V (−1)

x , 1l⊗ Cx = V (+1)
x − V (−1)

x . (5.41)

Observe that

2
〈
CACB

〉
β
− 2〈CA〉β〈CB〉β

=
〈〈(

CA ⊗ 1l− 1l⊗ CA
)(

CB ⊗ 1l− 1l⊗ CB
)〉〉

β

=
∑

X⊆A

∑

Y⊆B

[
1− (−1)|X |

][
1− (−1)|Y|

]

︸ ︷︷ ︸
≥0

〈〈
V

(+1)
A\X V

(−1)
X V

(+1)
B\Y V

(−1)
Y

〉〉
β︸ ︷︷ ︸

≥0 by Theorem 5.3

≥ 0, (5.42)

where V
(±1)
A =

∏
x∈A V

(±1)
x . Hence, we conclude Corollary 5.4. 2

5.3.2 Completion of proof of Theorem 5.5

Proposition 5.14 For all x ∈ Λ, β ≥ 0 and ε ∈ {±1}, we have

(nx ⊗ 1l + 1l⊗ nx)(nx ⊗ 1l− 1l⊗ nx) º 0 w.r.t. L 2(X)+. (5.43)

Proof. Note that since ϑν∗xϑ = −νx, we have

nx ⊗ 1l + 1l⊗ nx = 1l⊗ νx = −R(νx), (5.44)

and

nx ⊗ 1l− 1l⊗ nx = −νx ⊗ 1l = −L(νx). (5.45)

Thus, we have (nx⊗1l+1l⊗nx)(nx⊗1l−1l⊗nx) = L(νx)R(νx) º 0 w.r.t. L 2(X)+. 2
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By Proposition 5.14, we see that

n
−→∏

j=1

[
nxj (sj)⊗ 1l + 1l⊗ nxj (sj)

][
nxj (sj)⊗ 1l− 1l⊗ nxj (sj)

]
e−βHext

=e−sHext︸ ︷︷ ︸
º0

[
nx1 ⊗ 1l + 1l⊗ nx1

][
nx1 ⊗ 1l− 1l⊗ nx1

]

︸ ︷︷ ︸
º0

e−(s2−s1)Hext︸ ︷︷ ︸
º0

× · · ·

· · · ×
[
nxn ⊗ 1l + 1l⊗ nxn

][
nxn ⊗ 1l− 1l⊗ nxn

]

︸ ︷︷ ︸
º0

e−(β−sn)Hext︸ ︷︷ ︸
º0

º 0 w.r.t. L 2(X)+.

(5.46)

Therefore, Theorem 5.5 follows from Proposition 3.9. 2

5.3.3 Completion of proof of Theorem 5.6

By Propositions 5.13 and 5.14, we know

[ n
−→∏

j=1

α
(µj)
xj (sj)

]
e−βHext º 0 w.r.t. L 2(X)+.

Thus, Theorem 5.6 immediately follows from Proposition 3.9. 2

5.4 Proof of Example 5

The proof of Example 5 is similar to that of Example 4, so we only provide a sketch.
By the Duhamel formula (4.55), we obtain

∂

∂txy

〈
CA〉β

=
∑

n≥1

n(txy)n−1

2

∫

0≤t1≤···≤tn≤β

〈〈(
CA ⊗ 1l− 1l⊗ CA

)(
Kn ⊗ 1l− 1l⊗ Kn

)〉〉
H
′
ext,β

dt1 · · · dtn,

(5.47)

where Kn = e−t1H
′
cos(θx − θy) et1H

′
· · · e−tnH

′
cos(θx − θy) etnH

′
with H

′
= H +

txy cos(θx − θy) and H
′
ext = H

′ ⊗ 1l + 1l⊗H
′
. Since e−tH

′
ext º 0, CA ⊗ 1l− 1l⊗ CA º 0

and Kn ⊗ 1l− 1l⊗ Kn º 0 w.r.t. L 2(X)+, we know that the RHS of (5.47) is positive.
Thus, we obtain (i). Similarly, we have

∂

∂txy

〈
n2

z〉β

=
∑

n≥1

n(txy)n−1

2

∫

0≤t1≤···≤tn≤β

〈〈 (
n2

z ⊗ 1l− 1l⊗ n2
z

)
︸ ︷︷ ︸
º0 by Proposition 5.14

(
Kn ⊗ 1l− 1l⊗ Kn

)〉〉
H
′
ext,β

dt1 · · · dtn

≥0. (5.48)

Hence, we arrive at (ii).
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(iii) Let H
′′

= H − Ux
2 n2

x. By Proposition 5.14, Corollary 5.12, and the Duhamel
formula (4.55), we obtain

∂

∂Ux

〈
CA

〉
β

∣∣∣
Ux=0

=− β

2

∫ β

0

〈〈 (
CA ⊗ 1l− 1l⊗ CA

)
︸ ︷︷ ︸

º0

e−tH
′′
ext︸ ︷︷ ︸

º0

(
n2

x ⊗ 1l− 1l⊗ n2
x

)
︸ ︷︷ ︸

º0

etH
′′
ext

〉〉
H
′′
ext,β

dt

≤0, (5.49)

where H
′′
ext = H

′′ ⊗ 1l + 1l⊗H
′′
. This completes the proof. 2

6 Bose–Hubbard model

6.1 Results

Let Λ be a finite subset of Rd. The Bose–Hubbard model on Λ is defined by

H =
∑

x,y∈Λ

(−txy)a∗xay +
∑

x∈Λ

Uxnx(nx − 1l)−
∑

x∈Λ

λx(a∗x + ax)− µNb. (6.1)

H acts in the bosonic Fock space B = ⊕∞n=0 ⊗n
s `2(Λ), where ⊗n

s `2(Λ) is the n-fold
symmetric tensor product of `2(Λ) with ⊗0

s `
2(Λ) = C. ax is the bosonic annihilation

operator satisfying the canonical commutation relations (CCRs):

[ax, a∗y] = δxy, [ax, ay] = 0. (6.2)

nx = a∗xax is the number operator at site x ∈ Λ and Nb =
∑

x∈Λ nx is the total number
operator.

We assume the following:

(A. 1) txy ≥ 0, Ux > 0, λx ≥ 0 for all x, y ∈ Λ.

(A. 2) txy = tyx for all x, y ∈ Λ and txx = 0 for all x ∈ Λ.

(A. 3) µ ∈ R.

Under these conditions, we see that e−βH is in the trace class for all β > 0. The thermal
expectation value is defined as

〈X〉β = Tr
[
X e−βH

]/
Zβ, Zβ = Tr

[
e−βH

]
. (6.3)

For each densely defined linear operator X, X# (# = + or − ) means

X# =

{
X if # = −
X∗ if # = +.

(6.4)

Set N0 = {0} ∪ N. For each m = {mx}x∈Λ ∈ NΛ
0 and # = {#x}x∈Λ ∈ {±}Λ, define

I(m;#) =
∏

x∈Λ

(
a#x

x

)mx (6.5)
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with
(
a#x

x

)0 = 1l. Now we define

A = Coni
{

I(m;#)
∣∣∣ m ∈ NΛ

0 , # ∈ {±}Λ
}

. (6.6)

Note that for all A ∈ A, A e−βH is in the trace class for all β > 0. Thus, 〈A〉β is finite.

Theorem 6.1 (First Griffiths inequality) Let A1, . . . , An ∈ A. For all 0 ≤ s1 ≤
s2 ≤ · · · ≤ sn < β, we have

〈 n
−→∏

j=1

Aj(sj)

〉

β

≥ 0, (6.7)

where A(s) = e−sHAesH .

To state the second quantum Griffiths inequality, we introduce the following nota-
tion:

〈〈Y 〉〉β := TrB⊗B

[
Y e−βHext

]/
Z2

β, Hext = H ⊗ 1l + 1l⊗H. (6.8)

Theorem 6.2 Let x1, . . . , xn, y1, . . . , yn ∈ Λ. For each 0 ≤ s1 ≤ t1 ≤ s2 ≤ t2 ≤ · · · ≤
sn ≤ tn < β, #1, . . . ,#n ∈ {±} and ε1, . . . , εn ∈ {±1}, we have

〈〈 n
−→∏

j=1

[
a

#j
xj (sj)⊗ 1l + εj1l⊗ a

#j
xj (sj)

][
a

#j
yj (tj)⊗ 1l + εj1l⊗ a

#j
yj (tj)

]〉〉

β

≥ 0, (6.9)

where # = −# 12 and a#
x (s) = e−sHa#

x esH .

Example 6 Consider the case where n = 1, ε1 = −1, and #1 = +. Then we have

〈a∗x(s)ay(t)〉β − 〈a∗x〉β〈ay〉β ≥ 0 (6.10)

for all x, y ∈ Λ and 0 ≤ s ≤ t < β. From this, we have

(a∗x, ay)β − 〈a∗x〉β〈ay〉β ≥ 0. (6.11)

In addition, by Theorem 6.1, it follows that

(a∗x, ay)β ≥ 0, 〈a∗x〉β ≥ 0, 〈ay〉β ≥ 0. ♦ (6.12)

We can generalize Theorem 6.2. To state our result, we need to introduce the
following:

α+1,x = ax ⊗ 1l + 1l⊗ ax, (6.13)
α−1,x = −i

(
ax ⊗ 1l− 1l⊗ ax

)
, (6.14)

where i =
√−1.

12To be precise, + = − and − = +.
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Theorem 6.3 (Second Griffiths inequality) Let x1, . . . , xn ∈ Λ. For all #1, . . . ,#n ∈
{±}, ε1, . . . , εn ∈ {±1} and 0 ≤ s1 ≤ s2 ≤ · · · ≤ sn < β, we have

〈〈 n
−→∏

j=1

α
#j
εj ,xj (sj)

〉〉

β

≥ 0, (6.15)

where α#
ε,x(s) = e−sHextα#

ε,xesHext.

Remark 6.4 If λx > 0 for all x ∈ Λ, then we can prove that the ground state of H is
unique13. In this case, our results are valid at β = ∞. ♦
Example 7 Consider the case where n = 3, #1 = +,#2 = #3 = −, and ε1ε2ε3 = 1.
We have

〈a∗1a2a3〉 − 〈a∗1〉〈a2a3〉 − 〈a2〉〈a∗1a3〉+ 〈a3〉〈a∗1a2〉 ≥ 0 (6.16)

for (ε1, ε2, ε3) = (−1,−1, +1), and

〈a∗1a2a3〉 − 〈a∗1〉〈a2a3〉+ 〈a2〉〈a∗1a3〉 − 〈a3〉〈a∗1a2〉 ≥ 0 (6.17)

for (ε1, ε2, ε3) = (−1, +1,−1), where we use the abbreviation a#
j = a#

xj (sj). On the
other hand, we have

〈a∗1a2a3〉+ 〈a∗1〉〈a2a3〉 − 〈a2〉〈a∗1a3〉 − 〈a3〉〈a∗1a2〉 ≤ 0 (6.18)

for (ε1, ε2, ε3) = (+1,−1,−1). Combining (6.16) and (6.17), we get

〈a∗1a2a3〉 − 〈a∗1〉〈a2a3〉 ≥ 0. ♦ (6.19)

If Ux ≡ 0, then we obtain a stronger result as follows.

Theorem 6.5 Assume that Ux = 0 for all x ∈ Λ. Assume that the matrix (−txy −
µδxy)x,y is positive-definite.14 Let x1, . . . , xn ∈ Λ. For all #1, . . . , #n ∈ {±}, ε1, . . . , εn ∈
{±1} and 0 ≤ s1 ≤ · · · ≤ sn < β, we have

〈〈 n
−→∏

j=1

[
a

#j
xj (sj)⊗ 1l + εj1l⊗ a

#j
xj (sj)

]〉〉

β

≥ 0. (6.20)

Corollary 6.6 Under the same assumptions as Theorem 6.5, we have

〈A1A2〉β − 〈A1〉β〈A2〉β ≥ 0 (6.21)

for all A1, A2 ∈ A.

Example 8 Let A ∈ A. Under the same assumptions as in Theorem 6.5, we have the
following:

(i) 〈A〉β is monotonically increasing in txy.

(ii) 〈A〉β is monotonically increasing in λx.

The proofs of these properties are similar to those of Examples 4 and 5. ♦
13This fact follows from an application of the Perron–Frobenius–Faris theorem[12].
14This assumption is needed in order to guarantee that e−βH is a trace class operator.
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6.2 Proof of Theorem 6.1

In this section, we will often discuss unbounded operators. Thus, we have to extend
definitions of our operator inequalities as follows:

Definition 6.7 Let A be a densely defined linear operator in H. If Ax ≥ 0 w.r.t. P

for all x ∈ P ∩ dom(A), then we also write A ¥ 0 w.r.t. P. Note that

〈x|Ay〉 ≥ 0 for all x ∈ P and y ∈ P ∩ dom(A). ♦ (6.22)

For each N = {Nx}x∈Λ ∈ NΛ
0 , we set

|N〉 =

( ∏

x∈Λ

Nx!

)−1/2 ∏

x∈Λ

(a∗x)NxΩ, (6.23)

where Ω is the Fock vacuum. Then
{|N〉 |N ∈ NΛ

0

}
is a CONS of B.

Definition 6.8 A standard self-dual cone in B is defined by

B+ =

{
ψ ∈ B

∣∣∣∣∣ ψ =
∑

N∈NΛ
0

ψN|N〉, ψN ≥ 0 ∀N ∈ NΛ
0

}
. (6.24)

B+ was introduced by Fröhlich [16], see also [46]. ♦

Remark 6.9 |N〉 ∈ B+ for all N ∈ NΛ
0 . ♦

The following lemma is useful in this section.

Lemma 6.10 Let A be a densely defined linear operator on B. Let P` be the orthogonal
projection onto ⊕`

n=0 ⊗n
s `2(Λ). Assume the following:

(i) |N〉 ∈ dom(A) for all N ∈ NΛ
0 .

(ii) AP`ϕ → Aϕ as ` →∞ for all ϕ ∈ dom(A).

Then the following are equivalent.

(a) A ¥ 0 w.r.t. B+.

(b) 〈M|A|N〉 ≥ 0 for all M,N ∈ NΛ
0

15.

Proof. (a) =⇒(b): This is immediate.
(b) =⇒ (a): Let A` = P`AP`. Then, for all ϕ ∈ B+ and ψ ∈ dom(A) ∩B+, we see

that

〈ϕ|A`ψ〉 =
∑

|M|≤`,|N|≤`

ϕM︸︷︷︸
≥0

ψN︸︷︷︸
≥0

〈M|A|N〉︸ ︷︷ ︸
≥0

≥ 0, (6.25)

where |N| =
∑

x∈Λ Nx. Taking ` → ∞, we obtain 〈ϕ|Aψ〉 ≥ 0, which implies Aψ ≥ 0
w.r.t. B+. 2

15〈ψ|X|φ〉 := 〈ψ|Xφ〉.
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Proposition 6.11 We have ax ¥ 0, a∗x ¥ 0 w.r.t. B+ for all x ∈ Λ.

Proof. It is not difficult to verify that ax and a∗x satisfy the assumptions of Lemma 6.10.
Moreover, we see that 〈M|ax|N〉 ≥ 0 and 〈M|a∗x|N〉 ≥ 0 for all M,N ∈ NΛ

0 . Thus, we
obtain the desired assertion by Lemma 6.10. 2

Corollary 6.12 For all A ∈ A, it holds that A ¥ 0 w.r.t. B+.

Proposition 6.13 We have e−βH ¥ 0 w.r.t. B+ for all β ≥ 0.

Proof. Let P` be the orthogonal projection defined in Lemma 6.10. Let H` = P`HP`.
Since H` converges to H in the strong resolvent sense as ` → ∞, it suffices to show
that

e−βH` ¥ 0 w.r.t. B+ for all β ≥ 0 and ` ∈ N. (6.26)

To this end, we set

T =
∑

x,y∈Λ

txya
∗
xay +

∑

x∈Λ

λx(ax + a∗x) + µNb, U =
∑

x∈Λ

Uxnx(nx − 1l). (6.27)

Let T` = P`TP`, U` = P`UP` . Then T` and U` are bounded for each ` ∈ N. We
observe that 〈M|T`|N〉 ≥ 0. Thus, by Proposition A.2, T` ¥ 0 w.r.t. B+ holds for all
` ∈ N. On the other hand,

〈M|e−βU` |N〉 =

{
exp

{
− β

∑
x∈Λ Nx(Nx − 1)

}
δMN if |M| ≤ ` and |N| ≤ `

δMN if |M| > ` or |N| > `
.

(6.28)

This means 〈M|e−βU` |N〉 ≥ 0. Thus, applying Proposition A.2, we conclude e−βU` ¥ 0
w.r.t. B+ for all β ≥ 0 and ` ∈ N. Hence, by Proposition A.5, we conclude e−βH` ¥ 0
w.r.t. B+ for all β ≥ 0 and ` ∈ N. 2

Corollary 6.14 Let x1, . . . , xn ∈ Λ. For all #1, . . . ,#n ∈ {±} and 0 ≤ s1 ≤ s2 ≤
· · · ≤ sn < β, we have

e−s1Ha#1
x1

e−(s2−s1)Ha#2
x2

e−(s3−s2)H · · · e−(sn−sn−1)Ha#n
xn

e−(β−sn)H ¥ 0 (6.29)

w.r.t. B+.

6.2.1 Completion of proof of Theorem 6.1

By Corollary 6.12 and Proposition 6.13, we have

[ n
−→∏

j=1

Aj(sj)

]
e−βH

=e−sH︸ ︷︷ ︸
¥0

A1︸︷︷︸
¥0

e−(s2−s1)H︸ ︷︷ ︸
¥0

· · · An︸︷︷︸
¥0

e−(β−sn)H︸ ︷︷ ︸
¥0

¥0 w.r.t. B+. (6.30)

Thus, by Proposition A.1, we conclude Theorem 6.1. 2
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6.3 Proof of Theorems 6.2 and 6.3

Let Bext = B⊗B. We introduce a new representation of the CCRs as follows. Let

ξx =
1√
2

(
ax ⊗ 1l + 1l⊗ ax

)
, ηx = − 1√

2

(
ax ⊗ 1l− 1l⊗ ax

)
. (6.31)

ξx and ηx act in Bext and are closable. We denote their closures by the same symbols.
Then {ξx, ηx} satisfies the following CCRs:

[ξx, ξy] = 0, [ηx, ηy] = 0, [ξx, ηy] = 0, (6.32)
[ξx, ξ∗y ] = δxy, [ηx, η∗y ] = δxy, [ξx, η∗y ] = 0. (6.33)

Using ξx and ηx, we can rewrite H as

Hext = −T+ U, (6.34)

where

T =
∑

x,y∈Λ

txy(ξ∗xξy + η∗xηy) +
√

2
∑

x∈Λ

λx(ξx + ξ∗x) (6.35)

and

U =Ud + Uo, (6.36)

Ud =
∑

x∈Λ

Ux

2

(
ξ∗xξxξ∗xξx + 4ξ∗xξxη∗xηx + η∗xηxη∗xηx

)

−
∑

x∈Λ

(1
2
Ux + µ

)
(ξ∗xξx + η∗xηx),

Uo =
∑

x∈Λ

Ux

2

(
ξ∗xξ∗xηxηx + ξxξxη∗xη∗x

)
. (6.37)

Let Ωext = Ω⊗ Ω ∈ Bext. For each M,N ∈ NΛ
0 , we define

|M,N〉〉 =

( ∏

x∈Λ

Mx!Nx!

)−1/2 ∏

x∈Λ

(ξ∗x)Mx(η∗x)NxΩext. (6.38)

Clearly,
{|M,N〉〉 |M,N ∈ NΛ

0 } is a CONS of Bext.

Definition 6.15 We define a self-dual cone in Bext by

Bext,+ =

{
Ψ ∈ Bext

∣∣∣∣∣ Ψ =
∑

M,N∈NΛ
0

ΨM,N|M,N〉〉, ΨM,N ≥ 0 ∀M,N ∈ NΛ
0

}
. ♦

(6.39)

We can prove the following in a manner similar to that used for Proposition 6.11.

Proposition 6.16 We have ξ#
x ¥ 0, η#

x ¥ 0 w.r.t. Bext,+ for all x ∈ Λ and # ∈ {±}.
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Proposition 6.17 Let

U = exp

{
− i

π

2

∑

x∈Λ

η∗xηx

}
. (6.40)

Then we have U ∗e−βHextU ¥ 0 w.r.t. Bext,+ for all β ≥ 0.

Proof. Let Ĥext = U ∗HextU . It is important to note that

U ∗UoU = −Uo. (6.41)

Thus, we have

Ĥext = −K+ Ud, (6.42)

where K = T + Uo. Let P` be the orthogonal projection onto the closed subspace
spanned by

{|M,N〉〉 |M,N ∈ NΛ
0 , |M| + |N| ≤ `

}
. Let Ĥext,` = P`ĤextP`. Since

Ĥext,` converges to Ĥext in the strong resolvent sense as ` →∞, it suffices to show that

exp
(− βĤext,`

)
¥ 0 w.r.t. Bext,+ for all β ≥ 0 and ` ∈ N. (6.43)

The proof of this is almost parallel to that of Proposition 6.13. For reader’s convenience,
we provide a sketch of it. Let K` = P`KP` and Ud,` = P`UdP`. First, we show that
K` ¥ 0 w.r.t. Bext,+ for all ` ∈ N. Next we show that exp

(− βUd,`

)
¥ 0 w.r.t. Bext,+

for all β ≥ 0 and ` ∈ N. Then by Proposition A.5, we conclude (6.43). 2

Proposition 6.18 Set α̂#
ε,x = U ∗α#

ε,xU . Then we have α̂#
ε,x ¥ 0 w.r.t. Bext,+ for all

x ∈ Λ, ε ∈ {±1} and # ∈ {−,+}.

Proof. By Proposition 6.16, we have

α̂#
+1.x =

√
2ξ#

x ¥ 0 w.r.t. Bext,+, (6.44)

α̂#
−1.x =

√
2η#

x ¥ 0 w.r.t. Bext,+. 2 (6.45)

6.3.1 Completion of proofs of Theorems 6.2 and 6.3

We only prove Theorem 6.3, since Theorem 6.2 is a corollary of it. Let Ĥext =
U ∗HextU . Then we have

U ∗
n
−→∏

j=1

α
#j
εj ,xj (sj)U eβĤext

=e−s1Ĥext︸ ︷︷ ︸
¥0

α̂#1
ε1,x1︸ ︷︷ ︸
¥0

e−(s2−s1)Ĥext︸ ︷︷ ︸
¥0

α̂#2
ε2,x2︸ ︷︷ ︸
¥0

· · · α̂#n
εn,xn︸ ︷︷ ︸
¥0

e−(β−sn)Ĥext︸ ︷︷ ︸
¥0

¥0 w.r.t. Bext,+ (6.46)

by Propositions 6.17 and 6.18. Thus, by Proposition A.1, we obtain Theorem 6.3. 2
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6.4 Proof of Theorem 6.5 and Corollary 6.6

If Ux = 0, then we have H = −T , where T is given by (6.27). Thus, instead of
Proposition 6.17, we have the following:

Proposition 6.19 We have e−βHext ¥ 0 w.r.t. Bext,+ for all β ≥ 0.

Note that the unitary operator U is unnecessary to prove Proposition 6.19. Hence,
instead of (6.46), we obtain

n
−→∏

j=1

[
a

#j
xj (sj)⊗ 1l + εj1l⊗ a

#j
xj (sj)

]
e−βHext

=e−s1Hext

[
a#1

x1
⊗ 1l + ε11l⊗ a#1

x1

]
e−(s2−s1)Hext · · ·

[
a#n

xn
⊗ 1l + εn1l⊗ a#n

xn

]
e−(β−sn)Hext

¥0 w.r.t. Bext,+. (6.47)

This completes the proof of Theorem 6.5. By applying Theorem 2.18, we prove Corol-
lary 6.6. 2

7 Hubbard model

7.1 Results

7.1.1 The finite temperature case

Let G = (Λ, E) be a graph with vertex set Λ and edge collection E. An edge with
end-points x and y will be denoted by {x, y}. We assume that {x, x} /∈ E for all x ∈ Λ,
i.e., any loops are excluded. In this section, we assume the following:

(G. 1) |Λ| is even.

(G. 2) G is bipartite, i.e., Λ admits a partition into two classes such that every edge has
its ends in different classes.

The Hubbard model on G is given by

H =
∑

{x,y}∈E

∑

σ∈{↑,↓}
(−txy)c∗xσcyσ + U

∑

x∈Λ

(nx↑ − 1
2)(nx↓ − 1

2). (7.1)

H acts in the Hilbert space H = F ⊗ F. F is the fermionic Fock space defined by
F = ⊕n≥0 ∧n `2(Λ), where ∧n`2(Λ) is the n-fold antisymmetric tensor product of `2(Λ)
with ∧0`2(Λ) = C. cxσ is the electron annihilation operator that satisfies the canonical
anticommutation relations (CARs):

{cxσ, c∗x′σ′} = δxx′δσσ′ , {cxσ, cx′σ′} = 0. (7.2)

nxσ = c∗xσcxσ is the number operator at vertex x ∈ Λ. txy ∈ R is the quantum
mechanical amplitude of an electron hopping from y to x. We assume that

(T) txy = tyx 6= 0 for all {x, y} ∈ E.
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U is the strength of the Coulomb repulsion16 such that

(U) U ≥ 0.

Since G is bipartite, Λ can be divided into two disjoint sets Λe and Λo. We set
µ(x) = 0 if x ∈ Λe, µ(x) = 1 if x ∈ Λo. For each x ∈ Λ, define

bx = (−1)µ(x)c∗x↑γ↑cx↓, (7.3)

where γ↑ = (−1l)N↑ with Nσ =
∑

x∈Λ nxσ. Let

A = Coni
{

b#1
x1

b#2
x2
· · · b#n

xn

∣∣∣ x1, . . . , xn ∈ Λ, #1, . . . , #n ∈ {+,−}, n ∈ N
}

. (7.4)

We use the thermal average associated with the grand canonical Gibbs state at
inverse temperature β:

〈X〉β = Tr
[
X e−βH

]/
Ξβ, Ξβ = Tr

[
e−βH

]
. (7.5)

For each β > 0, we can verify that 〈nx〉β = 1, where nx = nx↑ + nx↓. This means that
the system at half-filling will be considered.

Theorem 7.1 (First Griffiths inequality) Let A1, . . . , An ∈ A. For all 0 ≤ s1 ≤
s2 ≤ · · · ≤ sn ≤ β, we have

〈 n
−→∏

j=1

Aj(sj)

〉

β

≥ 0, (7.6)

where A(s) = e−sHA esH .

Example 9 For each x1, . . . , xn ∈ Λ, #1, . . . , #n ∈ {+,−} and 0 ≤ s1 ≤ s2 ≤ · · · ≤
sn ≤ β, we have

〈
b#1
x1

(s1)b#2
x2

(sn) · · · b#n
xn

(sn)
〉

β
≥ 0, (7.7)

where b#
x (s) = e−sHb#

x esH .

To state the second quantum Griffiths inequality, we introduce the following nota-
tion:

〈〈Y 〉〉β = TrH⊗H

[
Y e−βHext

]/
Ξ2

β, Hext = H ⊗ 1l + 1l⊗H. (7.8)

Theorem 7.2 (Second Griffiths inequality) For each x ∈ Λ, ε ∈ {±1},# ∈ {±}, σ ∈
{↑, ↓} and s ≥ 0, we introduce

α#
xσ;ε(s) = c#

xσ(s)⊗ 1l + εγ ⊗ c#
xσ(s), (7.9)

16All results in this section can be extended to a more general Coulomb interaction of the formP
x,y∈Λ Uxy(nx↑ − 1

2
)(ny↓ − 1

2
), where Uxy is real and positive semidefinite.
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where γ = (−1l)Ne with Ne = N↑ + N↓ and c#
xσ(s) = e−sHc#

xσ esH . Let x1, . . . , xn ∈ Λ.
For each 0 ≤ s1 ≤ s2 ≤ · · · ≤ sn ≤ β, #1, . . . , #n ∈ {+,−} and ε1, . . . , εn ∈ {±1}, we
have

〈〈 n
−→∏

j=1

[
(−1)µ(xj)α

#j

xj↑;εj
(sj)γ↑ ⊗ γ↑α

#j

xj↓;εj
(sj)

]〉〉

β

≥ 0 (7.10)

and
〈〈 n

−→∏

j=1

[
(−1)µ(xj)α

#j

xj↑;εj
(sj)γ↑ ⊗ γ↑α

#j

xj↓;−εj
(sj)

]〉〉

β

≥ 0. (7.11)

Corollary 7.3 Let x1, . . . , xn ∈ Λ. For each 0 ≤ s1 ≤ s2 ≤ · · · ≤ sn ≤ β and
#1, . . . ,#n ∈ {+,−}, we have

〈〈 n
−→∏

j=1

[
b
#j
xj (sj)⊗ γ↑ − γ↑ ⊗ b

#j
xj (sj)

]〉〉

β

≥ 0. (7.12)

Corollary 7.4 Let x1, . . . , x2n ∈ Λ. For each 0 ≤ s1 ≤ s2 ≤ · · · ≤ s2n ≤ β and
#1, . . . ,#2n ∈ {+,−}, we have

〈〈 2n
−→∏

j=1

[
b
#j
xj (sj)⊗ γ↑ − γ↑ ⊗ b

#j
xj (sj)

]〉〉

β

≥
〈〈 2n

−→∏

j=1

(−1)µ(xj)

[
c
#j

xj↑(sj)γ↓ ⊗ γ↑c
#j

xj↓(sj)− γ↓c
#j

xj↓(sj)⊗ c
#j

xj↑(sj)γ↑

]〉〉

β

≥0. (7.13)

Example 10 Consider the case where n = 2. We then have

(−1)µ(x)+µ(y)
(〈

c∗x↓cx↑c∗y↑cy↓
〉
β
− 〈

c∗x↓cx↑
〉
β

〈
c∗y↑cy↓〉β

)

≥(−1)µ(x)+µ(y)
(〈

cx↑c∗y↑
〉
β

〈
c∗x↓cy↓

〉
β

+
〈
cx↑cy↓

〉
β

〈
c∗x↓c

∗
y↑〉β

)

≥0. (7.14)

Since
〈
c∗x↓cx↑

〉
β

= 0 =
〈
cx↑cy↓

〉
β

by the symmetries of the system, we arrive at

(−1)µ(x)+µ(y)
〈
c∗x↓cx↑c∗y↑cy↓〉β ≥ (−1)µ(x)+µ(y)

〈
cx↑c∗y↑

〉
β

〈
c∗x↓cy↓

〉
β
≥ 0. (7.15)

If x, y ∈ Λe or x, y ∈ Λo, then (−1)µ(x)+µ(y) = 1, so that we obtain a standard-type
correlation inequality. ♦
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Corollary 7.5 Let nx↑ = 1l− nx↑. Let x1, . . . , xn ∈ Λ. We have

〈〈 n
−→∏

j=1

[
nxj↑nxj↓ ⊗ 1l + 1l⊗ nxj↑nxj↓

]〉〉

β

≥
〈〈 n

−→∏

j=1

[
nxj↑ ⊗ nxj↓ + nxj↓ ⊗ nxj↑

]〉〉

β

≥0. (7.16)

Example 11 In the case where n = 2, we have
〈
nx↑ny↑nx↓ny↓

〉
β

+
〈
nx↑nx↓

〉
β

〈
ny↑ny↓

〉
β

−
〈
nx↑ny↑

〉
β

〈
nx↓ny↓

〉
β
−

〈
nx↑ny↓

〉
β

〈
ny↑nx↓

〉
β
≥ 0. ♦ (7.17)

Remark 7.6 Our results can be extended to a general class of electron–phonon(or
photon) Hamiltonians, including the Holstein–Hubbard model and the SSH model. ♦

7.1.2 The zero-temperature case

Our results can be extended to the case where β = ∞. Unfortunately, the general
theorems in Section 3 cannot be directly applied to this model. To clarify the main
points of modification, we state results without proofs.

We assume an additional condition.

(G. 3) G is connected, i.e., any of its vertices are linked by a path in G.

We consider a half-filled system. Thus, our Hilbert space is restricted to

E = H ∩ ker(Ne − |Λ|). (7.18)

Let S(z) = 1
2(N↑ −N↓). Since S(z) commutes with H, we have the following decompo-

sition:

E =
|Λ|/2⊕

M=−|Λ|/2

EM , EM = E ∩ ker(S(z) −M). (7.19)

EM is called the M -subspace. For each M ∈ spec(S(z)), set HM = H ¹ EM . The
following theorem is important.

Theorem 7.7 [38, 44] For each M ∈ {−|Λ|/2,−(|Λ| − 2)/2, . . . , |Λ|/2}, HM has a
unique ground state.

We denote the normalized ground state of HM by ψM . We define the ground state
expectation value by

〈X〉∞,M = 〈ψM |XψM 〉. (7.20)
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Theorem 7.8 Let A1, . . . , An ∈ A. For all 0 ≤ s1 ≤ s2 ≤ · · · ≤ sn, we have
〈 n

−→∏

j=1

Aj(sj)

〉

∞,M

≥ 0. (7.21)

We introduce the following notation:

〈〈Y 〉〉∞,M =
〈
ψM ⊗ ψM

∣∣∣Y ψM ⊗ ψM

〉
. (7.22)

Theorem 7.9 Let x1, . . . , xn ∈ Λ. For each 0 ≤ s1 ≤ s2 ≤ · · · ≤ sn, #1, . . . , #n ∈
{+,−} and ε1, . . . , εn ∈ {±1}, we have

〈〈 n
−→∏

j=1

[
(−1)µ(xj)α

#j

xj↑;εj
(sj)γ↑ ⊗ γ↑α

#j

xj↓;εj
(sj)

]〉〉

∞,M

≥ 0 (7.23)

and
〈〈 n

−→∏

j=1

[
(−1)µ(xj)α

#j

xj↑;εj
(sj)γ↑ ⊗ γ↑α

#j

xj↓;−εj
(sj)

]〉〉

∞,M

≥ 0. (7.24)

7.2 Proof of Theorem 7.1

The hole–particle transformation U is a unitary operator such that

Ucx↑U∗ = (−1)µ(x)c∗x↑, Ucx↓U∗ = cx↓. (7.25)

Let Ĥ = UHU∗. Then we obtain the attractive Hubbard model:

Ĥ =
∑

{x,y}∈E

∑

σ∈{↑,↓}
(−txy)c∗xσcyσ − U

∑

x∈Λ

(nx↑ − 1
2)(nx↓ − 1

2). (7.26)

Let cx be the annihilation operator on F. We note that

cx↑ = cx ⊗ 1l, cx↓ = (−1l)N ⊗ cx, (7.27)

where N =
∑

x∈Λ c∗xcx. Then we obtain

Ĥ = T⊗ 1l + 1l⊗ T− U
∑

x∈Λ

(nx − 1
2)⊗ (nx − 1

2), (7.28)

where nx = c∗xcx and

T =
∑

{x,y}∈E

(−txy)c∗xcy. (7.29)

Let ϑ1 be an antilinear involution on F defined by

ϑ1c
∗
x1
· · · c∗xn

Ω = c∗x1
· · · c∗xn

Ω, x1, . . . , xn ∈ Λ, (7.30)

where Ω is the Fock vacuum in F. By (3.4), we have the following identification:

H = L 2(F). (7.31)

Moreover, by (3.4) and (7.28), we obtain the following:
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Proposition 7.10 We have

Ĥ = L(T) +R(T)− U
∑

x∈Λ

L(nx − 1
2)R(nx − 1

2), (7.32)

Proposition 7.11 We have the following:

(i) b̂x := UbxU∗ º 0 w.r.t. L 2(F)+ for all x ∈ Λ.

(ii) e−βĤ º 0 w.r.t. L 2(F)+ for all β ≥ 0.

Proof. (i) This immediately follows from the identification b̂x = L(cx)R(c∗x).
(ii) By Proposition 7.10 and Corollary A.9, we obtain (ii) 2

Corollary 7.12 For all A ∈ A, we have UAU∗ º 0 w.r.t. L 2(F)+.

7.2.1 Completion of proof of Theorem 7.1

By Theorem 3.11 and Corollary 7.12, we obtain Theorem 7.1. 2

7.3 Proof of Theorem 7.2

Let Hext = H⊗ H. Let

φxσ =
1√
2

(
cxσ ⊗ 1l + γ ⊗ cxσ

)
, ψxσ =

1√
2

(
cxσ ⊗ 1l− γ ⊗ cxσ

)
. (7.33)

φxσ and ψxσ act in Hext as well. These operators satisfy the following CARs:

{φxσ, φ∗yσ′} = δxyδσσ′ , {φxσ, φyσ′} = 0, (7.34)

{ψxσ, ψ∗yσ′} = δxyδσσ′ , {ψxσ, ψyσ′} = 0, (7.35)

{φxσ, ψ∗yσ′} = 0, {φxσ, ψyσ′} = 0. (7.36)

Let {φx, ψx |x ∈ Λ} be new annihilation operators on X = F⊗ F such that

{φx, φ∗y} = δxy, {φx, φy} = 0, (7.37)

{ψx, ψ∗y} = δxy, {ψx, ψy} = 0, (7.38)

{φx, ψ∗y} = 0, {φx, ψy} = 0, (7.39)

and φxΩX = 0 = ψxΩX, where ΩX is the Fock vacuum in X. Then we have the following
identifications:

φx↑ = φx ⊗ 1l, φx↓ = (−1l)N ⊗ φx, ψx↑ = ψx ⊗ 1l, ψx↓ = (−1l)N ⊗ ψx, (7.40)

where N =
∑

x∈Λ(φ∗xφx + ψ∗xψx). Let

U = U ⊗ U . (7.41)

Set

Ĥext = U HextU
∗ +

1
2
U |Λ|. (7.42)
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Then Ĥext can be expressed as

Ĥext = T⊗ 1l + 1l⊗ T− V, (7.43)

where

T =
∑

{x,y}∈E

(−txy)(φ∗xφy + ψ∗xψy) +
U

2
N , (7.44)

V =
U

2

∑

x∈Λ

(Nx ⊗Nx +Mx ⊗Mx), (7.45)

Nx = φ∗xφx + ψ∗xψx, Mx = φ∗xψx + ψ∗xφx. (7.46)

Let ϑ2 be an antilinear involution on X defined by

ϑ2φxϑ2 = φx, ϑ2ψxϑ2 = ψx, ϑ2ΩX = ΩX. (7.47)

By (3.4), we have the identification

Hext = L 2(X). (7.48)

In addition, we have the following expression:

Proposition 7.13 We have Ĥext = L(T) +R(T)− V, where

V =
U

2

∑

x∈Λ

{
L(Nx)R(Nx) + L(Mx)R(Mx)

}
. (7.49)

By Corollary A.9, we obtain the following:

Corollary 7.14 For all β ≥ 0, we have exp(−βĤext) º 0 w.r.t. L 2(X)+.

The below proposition immediately follows from the definitions (note that U γ ⊗
1lU ∗ = γ ⊗ 1l by (G. 1)).

Proposition 7.15 We have the following:

(i) U (−1)µ(x)(c#
x↑ ⊗ 1l + γ ⊗ c#

x↑)U
∗ =

√
2L(φ#

x ).

(ii) U (−1)µ(x)(c#
x↑ ⊗ 1l− γ ⊗ c#

x↑)U
∗ =

√
2L(ψ#

x ).

(iii) U γ↑ ⊗ γ↑(c
#
x↓ ⊗ 1l + γ ⊗ c#

x↓)U
∗ =

√
2R(φ#

x ).

(iv) U γ↑ ⊗ γ↑(c
#
x↓ ⊗ 1l− γ ⊗ c#

x↓)U
∗ =

√
2R(ψ#

x ).

Corollary 7.16 Let

αxσ;ε = cxσ ⊗ 1l + εγ ⊗ cxσ. (7.50)

For all ε ∈ {±1}, # ∈ {±} and x ∈ Λ, we have

U (−1)µ(x)α#
x↑,εγ↑ ⊗ γ↑α

#
x↓,εU

∗ º 0 (7.51)

w.r.t. L 2(X)+.
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Proof. By Proposition 7.15, we have

U (−1)µ(x)α#
x↑,−1γ↑ ⊗ γ↑α

#
x↓,−1U

∗ = 2L
(
ψ#

x

)
R

(
ψ#

x

)
º 0 w.r.t. L 2(X)+ , (7.52)

U (−1)µ(x)α#
x↑,+1γ↑ ⊗ γ↑α

#
x↓,+1U

∗ = 2L
(
φ#

x

)
R

(
φ#

x

)
º 0 w.r.t. L 2(X)+ . 2

(7.53)

7.3.1 Completion of proof of Theorem 7.2

Proof of (7.10)

Let Dε,#,x = (−1)µ(x)α#
x↑,εγ↑ ⊗ γ↑α

#
x↓,ε. Then we see that by Corollaries 7.14 and 7.16,

U

[ n
−→∏

j=1

(−1)µ(xj)α
#j

xj↑;εj
(sj)γ↑ ⊗ γ↑α

#j

xj↓;εj
(sj)

]
e−βHextU ∗

= e−s1Ĥext︸ ︷︷ ︸
º0

U Dε1,#1,x1U
∗

︸ ︷︷ ︸
º0

e−(s2−s1)Ĥext︸ ︷︷ ︸
º0

· · ·U Dεn,#n,xnU ∗
︸ ︷︷ ︸

º0

e−(β−sn)Ĥext︸ ︷︷ ︸
º0

º 0 (7.54)

w.r.t. L 2(X)+. Thus, by Theorem 3.10, we obtain (7.10). 2

Proof of (7.11)

Let Q be a unitary operator defined by Q = 1l⊗ (−1l)N↓ . Then we see that

QHextQ
−1 = Hext, Qαx↑,εQ−1 = αx↑,ε, Qαx↓,εQ−1 = αx↓,−ε. (7.55)

Thus, (7.11) follows from (7.10). 2

7.4 Proof of Corollary 7.3

Lemma 7.17 Let Cx,ε = (−1)µ(x)α#
x↑,εγ↑ ⊗ γ↑α

#
x↓,−ε. Set W = U Q. Then we obtain

W Cx,εW −1 º 0 w.r.t. L 2(X)+.

Proof. By Corollary 7.16 and (7.55), we see that

W Cx,εW
−1 = U Dε,+1,xU −1 º 0 w.r.t. L 2(X)+. 2 (7.56)

Lemma 7.18 For all β ≥ 0, we have W e−βHextW −1 º 0 w.r.t. L 2(X)+.

Proof. Since QHextQ−1 = Hext, we see that W e−βHextW −1 = e−βĤext º 0 w.r.t.
L 2(X)+. 2
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7.4.1 Completion of proof of Corollary 7.3

By Lemma 7.17, we obtain

W Cx,εW
−1 = W AxW −1 + εW BxW −1 º 0 w.r.t. L 2(X)+, (7.57)

where

Ax = Q−1
(
bx ⊗ γ↑ − γ↑ ⊗ bx

)
Q, (7.58)

Bx = −(−1)µ(x)Q−1
(
c∗x↑γ↓ ⊗ γ↑cx↓ − γ↓cx↓ ⊗ c∗x↑γ↑

)
Q. (7.59)

Thus, we have

W AxW −1 =
1
2

W Cx,+W −1

︸ ︷︷ ︸
º0

+
1
2

W Cx,−W −1

︸ ︷︷ ︸
º0

º 0 w.r.t. L 2(X)+. (7.60)

Finally, observe that

W

[ n
−→∏

j=1

A
#j
xj (sj)

]
e−βHextW −1

=W e−s1HextW −1︸ ︷︷ ︸
º0

W A#1
x1

W −1

︸ ︷︷ ︸
º0

W e−(s2−s1)HextW −1︸ ︷︷ ︸
º0

· · ·W e−(β−sn)HextW −1︸ ︷︷ ︸
º0

º 0 (7.61)

w.r.t. L 2(X)+. By Theorem 3.10, we conclude Corollary 7.3. 2

7.5 Proof of Corollary 7.4

7.5.1 First part of the proof

Note that W BxW −1 = 1
2W Cx,+W −1 − 1

2W Cx,−W −1. Combining this with (7.60), we
have

W

[ 2n
−→∏

j=1

A
#j
xj (sj)

]
e−βHextW −1 −W

[ 2n
−→∏

j=1

B
#j
xj (sj)

]
e−βHextW −1

=
∑

δ1,...,δn∈{±}
Xδ1,...,δn W Cx1,δ1(s1) · · ·Cxn,δn(sn) eβHext W −1

︸ ︷︷ ︸
º0

, (7.62)

where each Xδ1,...,δn is a positive constant. Thus, the RHS of (7.62)º 0 w.r.t. L 2(X)+.
By Theorem 3.10, we obtain the first inequality in (7.13).

7.5.2 Second part of the proof

We will show the second inequality in (7.13). Let Θ be an antilinear involution on H

such that

ΘcxσΘ = cxσ, ΘΩH = ΩH, (7.63)

where ΩH = Ω⊗ Ω. Then by (3.4), we have Hext = L 2(H) and

Ĥext = L(Ĥ) +R(Ĥ). (7.64)

By Corollary A.9, we have the following:

45



Proposition 7.19 For all β ≥ 0, we have exp(−βĤext) º 0 w.r.t. L 2(H)+.

Let S be the unitary operator on H given by

Scx↑S−1 = cx↓, Scx↓S−1 = cx↑. (7.65)

Set R = 1l⊗ SU . Remark that since SĤS−1 = Ĥ, we know that

Re−βHextR−1 = e−βĤext º 0 w.r.t. L 2(H)+ (7.66)

by Proposition 7.19.

Proposition 7.20 We have the following:

(i) R(−1)µ(x)cx↑γ↓ ⊗ 1lR−1 = L(c∗x↑γ↓).

(ii) Rcx↓γ↓ ⊗ 1lR−1 = L(cx↓γ↓).

(iii) R(−1)µ(x)1l⊗ cx↑γ↑R−1 = R(γ↓cx↓).

(iv) R1l⊗ γ↑cx↓R−1 = R(γ↓c∗x↑).

Corollary 7.21 We have the following:

(i) R(−1)µ(x)c∗x↑γ↓ ⊗ γ↑cx↓R−1 º 0 w.r.t. L 2(H)+.

(ii) −R(−1)µ(x)γ↓cx↓ ⊗ c∗x↑γ↑R
−1 º 0 w.r.t. L 2(H)+.

Proof. By Proposition 7.20, we see that

R(−1)µ(x)c∗x↑γ↓ ⊗ γ↑cx↓R−1 =L(cx↑γ↓)R(γ↓c∗x↑) º 0 w.r.t. L 2(H)+, (7.67)

−R(−1)µ(x)γ↓cx↓ ⊗ c∗x↑γ↑R
−1 =L(cx↓γ↓)R((cx↓γ↓)∗) º 0 w.r.t. L 2(H)+. (7.68)

This completes the proof. 2

Set

Kx = (−1)µ(x)
(
c∗x↑γ↓ ⊗ γ↑cx↓ − γ↓cx↓ ⊗ c∗x↑γ↑

)
. (7.69)

By Corollary 7.21, we know that RKxR−1 º 0 w.r.t. L 2(H)+. Thus, by (7.66), we
obtain

R

2n
−→∏

j=1

(−1)µ(xj)

[
c
#j

xj↑(sj)γ↓ ⊗ γ↑c
#j

xj↓(sj)− γ↓c
#j

xj↓(sj)⊗ c
#j

xj↑(sj)γ↑

]
e−βHextR−1

=Re−s1HextR−1︸ ︷︷ ︸
º0

RK#1
x1

R−1

︸ ︷︷ ︸
º0

Re−(s2−s1)HextR−1︸ ︷︷ ︸
º0

· · ·Re−(β−sn)HextR−1︸ ︷︷ ︸
º0

º 0 (7.70)

w.r.t. L 2(H)+. Hence, by Theorem 3.10, we obtain the second inequality in (7.13). 2
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7.6 Proof of Corollary 7.5

Let

Ax,+ = nx↑nx↓ ⊗ 1l + 1l⊗ nx↑nx↓, Ax,− = nx↑ ⊗ nx↓ + nx↓ ⊗ nx↑. (7.71)

Observe that

U Ax,+U ∗ =
1
2

{
L(Nx)R(Nx) + L(Mx)R(Mx)

}
,

U Ax,−U ∗ =
1
2

{
L(Nx)R(Nx)− L(Mx)R(Mx)

}
. (7.72)

Clearly, L(Nx)R(Nx) º 0, L(Mx)R(Mx) º 0 w.r.t. L 2(X)+. Thus, we have

U

( n
−→∏

j=1

Axj ,+ −
n
−→∏

j=1

Axj ,−

)
U ∗ º 0 w.r.t. L 2(X)+. (7.73)

By applying Theorem 3.10, we obtain the first inequality in (7.16). Proof of the second
inequality in (7.16) is similar to that of Section 7.5.2. 2

8 Concluding remarks

Let P be a self-dual cone in the Hilbert space H. Let H0 and V be self-adjoint operators
in H. For simplicity, we assume that H0 and V are bounded.17 H0 is the free Hamil-
tonian and V is the interaction. The system’s Hamiltonian is given by H = H0 − V .
Through our studies of the quantum Griffiths inequality, we recognize that the following
are model-independent properties:18

(P i) e−βH0 ¥ 0 w.r.t. P for all β ≥ 0.

(P ii) V ¥ 0 w.r.t. P.

(P ii) is equivalent to −V £ 0 w.r.t. P. Thus, if (P ii) is satisfied, we say that −V is
attractive w.r.t. P. As we have discussed in the previous sections, when we construct
the Griffiths inequality, it is most important to find a self-dual cone P such that −V
becomes attractive w.r.t. P. In this step, we are faced with the following difficulty:
in general, there are infinitely many self-dual cones in a single Hilbert space. Let us
assume that (P i) and (P ii) are satisfied by choosing some self-dual cone P. Now let
us choose another self-dual cone P′. Even if (P i) and (P ii) are satisfied, we can never
conclude that (P′ i) and (P′ ii) are fulfilled. Therefore, to apply our theory, we have
to choose a proper self-dual cone P such that (P i) and (P ii) are satisfied. In other
words, a suitable choice of a self-dual cone makes the interaction −V attractive. In
this sense, our theory is a kind of representation theory of attraction.

We remark upon some additional conclusions from (P i) and (P ii). First, we obtain
the positivity of a ground state.

17This assumption can be relaxed [44].
18Even when we show the second Griffiths inequality, the properties (P i) and (P ii) are essential for

our proof. Namely, (P i) and (P ii) still hold true for the extended Hamiltonian acting in the doubled
Hilbert space H⊗ H, see Sections 2–7.

47



Theorem 8.1 [44] Assume (P i) and (P ii). Assume that E = inf spec(H) is an
eigenvalue of H. Then there exists a nonzero vector ψ ∈ ker(H − E) such that ψ ≥ 0
w.r.t. P. Namely, among all the ground states of H, there exists at least one ground
state that is positive w.r.t. P.

Theorem 8.2 claims that the attractive interaction makes the system more stable.

Theorem 8.2 [44] Assume (P i) and (P ii). Let E0 = inf spec(H0). Then E ≤ E0.

To describe further effects of (P i) and (P ii), we define the following:

Definition 8.3 (i) A vector y ∈ H is called strictly positive w.r.t. P, whenever
〈x|y〉 > 0 for all x ∈ P\{0}. We write this as y > 0 w.r.t. P.

(ii) We write A ¤ 0 w.r.t. P, if Ax > 0 w.r.t. P for all x ∈ P\{0}. In this case, we
say that A improves the positivity w.r.t. P. ♦

Theorem 8.4 [12, 43] Assume (P i) and (P ii). Assume that e−βH ¤0 w.r.t. P for all
β > 0. If E = inf spec(H) is an eigenvalue, then dimker(H − E) = 1 (equivalently, if
H has a ground state, then it is unique). Moreover, the unique ground state is strictly
positive w.r.t. P.

Remark 8.5 If we impose additional conditions on V , we can prove E < E0 [44]. ♦

As a corollary of Theorem 8.4, we obtain information about structure of the ground
state.

Corollary 8.6 Let G be a group and let π be an irreducible representation of G on H.
Assume that πg ¥0 w.r.t. P for all g ∈ G. Under the same assumptions as in Theorem
8.4, let ϕ be the ground state of H, i.e., ϕ ∈ ker(H − E). Then we have πgϕ = ϕ for
all g ∈ G.

In the theory of strongly correlated electron systems, we can investigate the mag-
netic properties of the ground state by Theorem 8.4 and Corollary 8.6 [14, 15, 37, 38, 39,
40, 43, 45, 46, 48, 49, 50, 55, 56, 57]. Furthermore, we can find the same structures ((P
i) and (P ii)) in several areas, e.g., in the quantum field theory [16, 22, 26, 43, 46, 47, 51],
open quantum systems [41], topological orders [30, 31], and the theory of phase tran-
sitions [1, 2, 3, 11, 17, 18, 21, 27, 33]. These facts indicate that (P i) and (P ii) are
universal expressions of the notion of correlations. If this hypothesis is correct, then
several areas could be described by the same language and a new discovery in some
areas would automatically influence other areas. To reinforce this vision of unification,
we must continue to collect evidence.

A Fundamental properties of operator inequalities asso-
ciated with self-dual cones

A.1 Positivity preserving operators

In this appendix, we review useful operator inequalities studied in [43].
Let H be a complex Hilbert space and P be a self-dual cone in H.
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Proposition A.1 Let {xn}n∈N be a CONS of H. Assume that xn ∈ P for all n ∈ N.
Assume that A ¥ 0 w.r.t. P. Then we have Tr[A] ≥ 0.

Proof. Since xn ∈ P, we see that 〈xn|Axn〉 ≥ 0 for all n ∈ N. Thus, we arrive at
Tr[A] =

∑∞
n=1〈xn|Axn〉 ≥ 0. 2

Proposition A.2 Let N = dim H ∈ N ∪ {∞}. Let {xn}N
n=1 be a CONS of H. Assume

that xn ∈ P for all n ∈ {1, . . . , N}.19 Then the following (i) and (ii) are equivalent.

(i) A ¥ 0 w.r.t. P.

(ii) Amn = 〈xm|Axn〉 ≥ 0 for all m,n ∈ {1, . . . , N}.

Proof. (i) =⇒ (ii): Trivial.
(ii) =⇒ (i): Let w, z ∈ P. Then we can write

w =
N∑

n=1

cnxn, cn = 〈w|xn〉, (A.1)

z =
N∑

n=1

dnxn, dn = 〈z|xn〉. (A.2)

Since w, z ≥ 0 w.r.t. P, we see that cn ≥ 0, dn ≥ 0 for all n ∈ N. Thus, we have

〈w|Az〉 =
N∑

m,n=1

cmdnAmn ≥ 0. (A.3)

Since P is self-dual, we have Az ≥ 0 w.r.t. P. Thus, we conclude that A ¥ 0 w.r.t. P.
2

Proposition A.3 Assume that A ¥ 0 w.r.t. P. Then eβA ¥ 0 w.r.t. P for all β ≥ 0.

Proof. Since A ¥ 0 w.r.t. P, it holds that An ¥ 0 w.r.t. P for all n ∈ N. Thus ,

eβA =
∑

n≥0

βn

n!︸︷︷︸
≥0

An︸︷︷︸
¥0

¥0 w.r.t. P for all β ≥ 0. 2 (A.4)

Proposition A.4 Assume that eβA ¥ 0 and eβB ¥ 0 w.r.t. P for all β ≥ 0. Then
eβ(A+B) ¥ 0 w.r.t. P for all β ≥ 0.

Proof. Note that eβAeβB ¥ 0 w.r.t. P for all β ≥ 0. Thus, (eβA/neβB/n)n ¥ 0 w.r.t. P

for all β ≥ 0 and n ∈ N. By the Trotter–Kato product formula, we obtain the desired
assertion. 2

The following proposition is repeatedly used in this study.

Proposition A.5 Assume the following:
19In the case where N = ∞, the symbol {1, . . . , N} denotes N.
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(i) eβA ¥ 0 w.r.t. P for all β ≥ 0.

(ii) B ¥ 0 w.r.t. P.

Then we have eβ(A+B) ¥ 0 w.r.t. P for all β ≥ 0.

Proof. By (ii) and Proposition A.3, it holds that eβB ¥ 0 w.r.t. P for all β ≥ 0. Thus,
applying Proposition A.4, we conclude the assertion. 2

Proposition A.6 Let A be a positive self-adjoint operator. Assume that e−βA ¥ 0
w.r.t. P for all β ≥ 0. Assume that E = inf spec(A) is an eigenvalue of A. Then there
exists a nonzero vector x ∈ ker(A− E) such that x ≥ 0 w.r.t. P.

Proof. STEP 1. Let J be an antilinear involution given by Proposition A.7 below.
Set HJ = {x ∈ H | Jx = x}. We will show that ker(A− E) ∩ HJ 6= {0}.

To see this, let x ∈ ker(A − E). Then we have the decomposition x = <x + i=x
with <x = 1

2(1l + J)x and =x = 1
2i(1l − J)x. Clearly , <x,=x ∈ HJ . Since x 6= 0, it

holds that <x 6= 0 or =x 6= 0. Since e−βA ¥ 0 w.r.t. P for all β ≥ 0, A commutes with
J . Thus, <x,=x ∈ ker(A− E) ∩ HJ .

STEP 2. Take x ∈ ker(A − E) ∩ HJ . By Proposition A.7 (iii), we have a unique
decomposition x = x+−x−, where x± ∈ P and 〈x+|x−〉 = 0. Let |x| = x+ +x−. Then
we have

e−βE‖x‖ = 〈x|e−βAx〉 ≤ 〈|x||e−βA|x|〉 ≤ e−βE ‖|x|‖︸ ︷︷ ︸
=‖x‖

. (A.5)

Thus, |x| ∈ ker(A− E). Clearly, |x| ≥ 0 w.r.t. P. 2

Proposition A.7 A self-dual cone P has the following properties:

(i) P ∩ (−P) = {0}.
(ii) There exists a unique antilinear involution J in H such that Jx = x for all x ∈ P.

(iii) Each element x ∈ H with Jx = x has a unique decomposition x = x+− x− where
x+, x− ∈ P and 〈x+|x−〉 = 0.

(iv) H is linearly spanned by P.

Proof. See, e.g., [5]. 2

A.2 Reflection positive operators

To apply Theorem 3.11, it is crucial to show that e−βH º 0 w.r.t. L 2(H)+ for all
β > 0. The following proposition is often useful in proving this condition:

Proposition A.8 Let H0 be a self-adjoint operator on L 2(H) bounded from below.
Let V ∈ B(L 2(H)) be self-adjoint. Assume the following:

(i) e−βH0 º 0 w.r.t. L 2(H)+ for all β ≥ 0.

(ii) V º 0 w.r.t. L 2(H)+.
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Let H = H0 − V . We have e−βH º 0 w.r.t. L 2(H)+ for all β ≥ 0.

Proof. Note that

eβV =
∑

n≥0

βn

n!︸︷︷︸
≥0

V n︸︷︷︸
º0

º 0 w.r.t. L 2(H)+. (A.6)

Thus, by the Trotter–Kato product formula, we obtain

e−βH = s- lim
n→∞

(
e−βH0/n︸ ︷︷ ︸

º0

eβV/n︸ ︷︷ ︸
º0

)n
º 0 w.r.t. L 2(H)+ for all β ≥ 0, (A.7)

where s- lim
n→∞ means the strong limit. 2

Corollary A.9 Let H0 = L(A) + R(A), where A is self-adjoint and bounded from
below. Let

V =
∞∑

j=1

L(Bj)R(Bj), (A.8)

where Bj ∈ B(H) is self-adjoint and the right hand side of (A.8) is a weak convergent
sum. Define H = H0 − V . Then we obtain e−βH º 0 w.r.t. L 2(H)+ for all β ≥ 0.

Proof. Observe that e−βH0 = L(e−βA)R(e−βA) º 0 w.r.t. L 2(H)+ for all β ≥ 0. Since
V º 0 w.r.t. L 2(H)+, we obtain the desired assertion by Proposition A.8. 2

The following lemma will be often useful:

Lemma A.10 Let Aj , j = 1, . . . , N be a bounded operator acting in H. Let M = (Mij)
be a positive semidefinite N ×N matrix. Then we have

N∑

i,j=1

MijL(A∗i )R(Aj) º 0 w.r.t. L 2(H)+. (A.9)

Proof. There exists a unitary matrix U such that M = U∗DU , where D = diag(λj) is
a diagonal matrix with λj ≥ 0. Set Ãi =

∑N
j=1 UijAj . Then we see

LHS of (A.9) =
N∑

j=1

λjL(Ã∗j )R(Ãj) º 0 w.r.t. L 2(H)+. (A.10)

This completes the proof. 2
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