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In association with the property of the 1/2+ state observed just above the 8Be(0+) + n threshold energy in 9Be, we investigate the photodisintegration cross section of an s state in a simple schematic two-body model using the complex scaling method. The photodisintegration cross section, continuum level density, scattering phase shifts, and scattering length are discussed in relation with the virtual state. These scattering observables show strong divergences when a virtual state is located near the physical scattering region.
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I. INTRODUCTION

The peculiar behavior of the cross sections near the threshold energy region has been of great interest for a long time. Previously, a large photodisintegration cross section of the deuteron has been observed, and its reaction mechanism has been discussed in association with nuclear interactions [1]. Recently, the Coulomb breakup reaction cross sections of neutron halo nuclei have been investigated to understand the mechanism of the low-lying enhancement in the cross section in relation with exotic nuclear halo structure [2]. Furthermore, from an astrophysical viewpoint, much interest has been concentrated on the low-energy cross section of the 9Be photodisintegration, in which the 9Be nucleus breaks up into the α + α + n three-body final state [3].

For these problems, we have tried to understand the origin of the peaks in cross sections observed near the threshold energies from the viewpoint of nuclear many-body resonances. In order to describe the many-body resonances explicitly, we employed the complex scaling method (CSM), which provides us with a promising way to obtain the resonant states similarly to bound-state calculations. In our previous work [4], we discussed that the observed peak in the 8Be photodisintegration above the 8Be + n threshold can be well explained as a result of a 8Be + n two-body virtual state but not of an α + α + n three-body resonance.

A virtual-state character on light nuclei including halo nuclei has been studied using different theoretical methods, namely, the analytical continuation method [5] and the Jost function method [6]. We use the CSM [7–10] to investigate a virtual state in this work. Generally, the CSM plays an important role not only in the investigation of many-body resonances but also in the description of nonresonant many-body continuum states [11–16]. In the CSM, the resonant state is obtained as the pole of the S matrix in the fourth quadrant of the complex momentum plane, but the virtual state cannot be obtained directly as an isolated energy-eigenvalue. The virtual pole lies on the negative energy axis of the second Riemann sheet corresponding to the negative imaginary momentum axis, which is a border of the fourth quadrant.

As far as we know, there is no previous study (except our previous one [4]) where the CSM can be applied successfully to virtual state. Applying the CSM to the α + α + n three-body model for 9Be, we have shown that the sharp peak of the photodisintegration cross section experimentally observed just above the 8Be(0+) + n threshold is explained as a 1/2+ virtual state of the 8Be(0+) + n two-body configuration. However, this result has not been obtained from the virtual-state solution directly, and the virtual-state properties, such as pole position and scattering length, have not been clarified. To obtain a virtual-state pole, the analytical continuation method seems to the most available one. But, recently, Kamimura et al. [17] discussed that sometimes the analytical continuation method does give accurate pole positions for three-cluster systems. It is strongly desired to develop the CSM in order to obtain the direct information of virtual states and also broad resonance states.

The purpose of this work is to investigate, in the framework of the CSM, the structure of a virtual state in an s-wave using a simple schematic two-body model which simulates the 8Be(0+) + n system. We discuss the virtual state in detail, calculating the photodisintegration cross section corresponding to the existence of a virtual state. We show that when a virtual state approaches the zero energy near the physical scattering region, it has a strong influence on the scattering observables. In our previous work of 9Be [4], we concluded that the virtual state is responsible for the enhancement of the
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photodisintegration cross section near the two-body \(^9\text{Be} + n\) threshold. In the present work, we confirm that the virtual state leads to rapid variations in phase shifts and in scattering lengths as changing the potential strengths. Increasing the potential strength, the virtual state is moving away from the scattering region into the bound-state region and its effects on the scattering observables will emerge in the cross section, the phase shifts, and scattering length. We calculate those quantities by using the level density obtained in the CSM. We carefully investigate the behavior of scattering observables in relation to the existence of the virtual state located near the threshold by different potential strengths.

In Sec. II, we explain our framework, applying the CSM to a simple schematic two-body model. In Sec. III, we give the obtained results and discussions. Finally, the conclusion is given in Sec. IV.

II. FORMALISM

A. Complex scaling method

To understand the mechanism of a low-energy peak formation in the photodisintegration of the \(^9\text{Be}(1/2^+)\) state, we investigate a simple schematic two-body model corresponding to the \(^8\text{Be} + n\) structure in \(^9\text{Be}\). In this schematic model, both clusters are assumed to be structureless and spinless, and relative motion between clusters is described by the following Schrödinger equation:

\[
H \Psi_{J\nu} = E_\nu \Psi_{J\nu}, \tag{1}
\]

where \(J\) and \(\nu\) are the spin and parity and \(\nu\) is the state index. The Hamiltonian \(H\) consists of the relative kinetic energy \(T = -\frac{\hbar^2}{2\mu} \nabla^2\) and the potential \(V\) for relative motion, where \(\mu\) is the reduced mass. Then the Hamiltonian is given as

\[
H = \frac{\hbar^2}{2\mu} \nabla^2 + V(r), \tag{2}
\]

where we assume the simple Gaussian potential

\[
V(r) = V_1 \exp(-ar^2). \tag{3}
\]

In this model, for simplicity, we put \(\frac{\hbar^2}{2\mu} = 1\) (MeV fm\(^2\)). This potential was introduced in Ref. [18] by taking the first term of the potential with an \(a = 0.16\) fm\(^2\). The potential depth \(V_1\) is adjusted to reproduce one bound state of \(s\) and \(p\) waves. The first \(s\)-wave bound state is considered the Pauli-forbidden state in order to simulate the \(^8\text{Be} + n\) system, and the bound \(p\)-wave solution is the ground state corresponding to the \(3/2^-\) state of \(^9\text{Be}\). We calculate the electric dipole \((E1)\) transition from the ground \(p\)-wave state to the excited unbound \(s\)-wave states.

The eigenvalue problem of Eq. (1) is generally solved under a boundary condition of asymptotic outgoing waves for bound and unbound states. The enforcement of the boundary condition directly enables us to obtain bound states in an \(L^2\) functional basis set because the states have negative energies and a damping behavior in the asymptotic region. The unbound states are defined as the eigenstates belonging to the complex eigenenergy which corresponds to a complex momentum value in the lower half plane (unphysical plane [9,10]).

The CSM has been introduced to obtain resonant states within \(L^2\) basis functions and is defined by the following complex dilation transformation for relative coordinate \(\vec{r}\) and momentum \(\vec{k}\) [19]:

\[
\vec{r} \rightarrow \vec{r} e^{i\theta}, \quad \vec{k} \rightarrow \vec{k} e^{-i\theta}, \tag{4}
\]

where \(\theta\) is a scaling angle given by a real number and \(0 < \theta < \theta_{\text{max}}\). The maximum value \(\theta_{\text{max}}\) is determined to keep analyticity of the transformed potential. For example, \(\theta_{\text{max}} = \pi/4\) for a Gaussian potential. In a many-body system, this transformation makes every branch cut rotated by \(-2\theta\) from the real axis on the complex energy plane. Applying this transformation to Eq. (1), we obtain the complex-scaled Schrödinger equation

\[
H^\theta \Psi_{J\nu}^\theta(\theta) = E^\theta_\nu \Psi_{J\nu}^\theta(\theta). \tag{5}
\]

The complex-scaled Hamiltonian \(H^\theta\) and wave function \(\Psi_{J\nu}^\theta(\theta)\) are defined as \(U(\theta)HU(\theta)^{-1}\) and \(U(\theta)\Psi_{J\nu}^\theta\), respectively, and see Refs. [9,10] for details.

Applying the \(L^2\) basis function method, the radial wave function is expanded as

\[
\Psi_{J\nu}^\theta(\theta) = \sum_{n=1}^{N} c^r_{\nu n}(\theta) \phi_n(r), \tag{6}
\]

where \(\phi_n(r)\) is an appropriate basis function set. The expansion coefficients \(c^r_{\nu n}(\theta)\) and the complex energy eigenvalues \(E^\theta_\nu\) are obtained by solving the complex-eigenvalue problem given in Eq. (5). The complex energies of resonant states are obtained as \(E_r = E^{\text{res}}_r - i\Gamma_r/2\), when \(\tan^{-1} (\Gamma_r/2E^{\text{res}}_r) < \theta\).

B. Continuum level density and scattering phase shift

The continuum level density, \(\Delta(E)\), is defined as a function of the real energy \(E\) [20,21]

\[
\Delta(E) = -\frac{1}{\pi} \text{Im} \{\text{Tr} [G^+(E) - G_0^+(E)]\}, \tag{7}
\]

where \(G^+(E) = (E + i\epsilon - H)^{-1}\), \(G_0^+(E) = (E + i\epsilon - H_0)^{-1}\) are the full and free Green’s functions for \(H\) of Eq. (2) and \(H_0 = -\frac{\hbar^2}{2\mu} \nabla^2\), respectively. The continuum level density is also related to the scattering phase shift \(\delta(E)\) and the relation is expressed in a single channel case as [20,21]:

\[
\Delta(E) = \frac{1}{\pi} \frac{d\delta(E)}{dE}. \tag{8}
\]

Using Eqs. (7) and (8), we can obtain the phase shift \(\delta(E)\) in terms of the eigenvalues of \(H\) (with interaction) and \(H_0\) (without interaction) by integrating the continuum level density over the energy \(E\). When we apply the CSM and obtain the complex-scaled Green’s function, the continuum level density can be expressed as

\[
\Delta_\theta(E) = -\frac{1}{\pi} \text{Im} \left\{ \text{Tr} \left[ \frac{1}{E - H^\theta} - \frac{1}{E - H_0^\theta} \right] \right\}. \tag{9}
\]

In the calculation of \(\Delta_\theta(E)\) in Eq. (9), we apply the extended completeness relation whose detailed explanation is given...
in Refs. [22–24]. Here, we use the solutions obtained by
diagonalization of matrix elements of $H^\theta$ and $H_0^\theta$ with a finite
number $N$ of basis functions in Eq. (6). The energy eigenvalues
of $H_0^\theta$ are given as $\epsilon^0_k - i\epsilon^0_k$ with the label $k = 1, \ldots, N$. All
of these values are distributed on the “2\theta line.” The continuum
level density of Eq. (7) is approximated as

$$
\Delta(E) \approx \Delta_N^0(E) = -\frac{1}{\pi} \text{Im} \left[ \sum_{b=1}^{N_b} \frac{1}{E + i0 - E_b} \right]
+ \sum_{r=1}^{N^0} \frac{1}{E - E^\text{res}_r + i\Gamma_r/2} + \sum_{c=1}^{N^c} \frac{1}{E - \epsilon^c_c + i\epsilon^c_c}
- \sum_{k=1}^{N} \frac{1}{E - \epsilon_k^0 + i\epsilon_k^0} \right],
$$

(10)

where the eigenvalues $E^\theta_v$ are classified into those of $N_b$
bound states, $N^0_v$ resonant states, $N^c_v$ continuum states, and
totally $N = N_b + N^0 + N^c$. It is important to note that the approximated continuum level density, $\Delta_N^0(E)$, has a
dependence on the scaling angle $\theta$ substantially because we employ a finite number $N$ of the basis states to expand the
complex scaled wave functions. In the calculation we adopt a
sufficiently large number of $N$ to keep the numerical accuracy
and to make the $\theta$ dependence negligible in the solutions [25].

We can also calculate the phase shift from $\Delta_N^0(E)$

$$
\delta^N_0(E) = N_b\pi + \sum_{r=1}^{N^0} \left\{ -\cot^{-1} \left( \frac{E - E^\text{res}_r}{\Gamma_r/2} \right) \right\}
+ \sum_{c=1}^{N^c} \left\{ -\cot^{-1} \left( \frac{E - \epsilon^c_c}{\epsilon^c_c} \right) \right\}
- \sum_{k=1}^{N} \left\{ -\cot^{-1} \left( \frac{E - \epsilon_k^0}{\epsilon_k^0} \right) \right\},
$$

(11)

where we assume $E \geq 0$ [26].

### C. Transition strength and cross section

Using the energy eigenvalues and eigenstates of the
complex-scaled Hamiltonian $H^\theta$ and their biorthogonal states
of $\langle \Psi^\theta_J, \theta \rangle$ and $\langle \Psi^\theta_J, \theta \rangle$, we define the complex-scaled
Green’s function $G^\theta(E; \xi, \xi')$ as

$$
G^\theta(E; \xi, \xi') = \langle \xi' | \frac{1}{E - H^\theta} | \xi \rangle = \sum_{J, \theta} \frac{\langle \Psi^\theta_J, \theta \rangle | \Psi^\theta_J, \theta \rangle}{E - E^\theta_J}.
$$

(12)

In the derivation of the right-hand side of Eq. (12), we use the
extended completeness relation [22–24]. In the complex-scaled
Green’s function of Eq. (12), outgoing boundary
conditions are taken into account by the imaginary parts of the
energy eigenvalues $E^\theta_J$. Using the complex-scaled Green’s
function, we calculate the photodisintegration cross section.

The cross sections for the electric dipole transitions $\sigma^E_J$ is
expressed as the following form:

$$
\sigma^E_J(E_\gamma) = \frac{16\pi^3}{9 \left( \frac{E_\gamma}{\hbar c} \right)} \frac{dB(E_1, E_\gamma)}{dE_\gamma},
$$

(13)

where $E_\gamma$ is the incident photon energy and $B(E_1)$ is an
electric dipole transition strength. Using the CSM and the
complex-scaled Green’s function Eq. (12), the electric dipole transition strength is given as

$$
dB(E_1, E_\gamma) = \frac{1}{\pi} \frac{1}{2J_{gs} + 1}
\times \text{Im} \left[ \sum_{\nu} \langle \bar{\Psi}^\theta_{J\nu}(\theta) | \hat{O}^J(E_1) | \Psi^\theta_{J\nu}(\theta) \rangle \right]
\times \frac{1}{E - E^\theta_{\nu}} \langle \bar{\Psi}^\theta_{J\nu}(\theta) | \hat{O}^J(E_1) | \Psi^\theta_{J\nu}(\theta) \rangle,
$$

(14)

where $J_{gs}$ and $\Psi_{gs}$ represent the total spin and the wave function
of the ground state, respectively, and $\hat{O}(E_1)$ is an electric
dipole transition operator. The energy $E$ is related to $E_\gamma$ as
$E = E_\gamma - E_{gs}$, where $E_{gs}$ is the binding energy of the ground
state measured from the threshold.

### III. RESULTS AND DISCUSSIONS

#### A. Two-body model for the $^8\text{Be} + n$ system

It is believed that the CSM cannot describe virtual states corresponding to $S$-matrix poles on the negative imaginary axis
on the complex momentum plane. In Fig. 1, the mathematical trajectories of $s$-wave $S$-matrix poles are displayed in momentum
and in energy planes [27]. In the CSM, eigenvalues on the
solid line can be obtained, but those of the broken line cannot
be obtained. Then the virtual-state term does not explicitly
appear in the continuum level density of Eq. (10) and the
phase shift of Eq. (11). However, in our previous work [4],
the peak of the photodisintegration cross section calculated by
the CSM suggests the existence of the virtual state.

![FIG. 1. Trajectories of the s-wave poles in momentum (k) and in energy (E) planes.](image-url)
To confirm that continuum solutions of the CSM describe the virtual state, we calculate the phase shifts of the $s$ wave using Eq. (11). We solve the eigenvalue problem of Eq. (5) employing the Gaussian basis functions [28] given as

$$\phi_i(r) = N_i(b_i r) \exp \left( -\frac{1}{2\gamma_i} r^2 \right) Y_{\ell m}(\hat{r}),$$

where the range parameters are given by a geometric progression as $b_i = b_0 \gamma_i^{-1}$; $i = 1, \ldots, N$, and $N_i(b_i)$ is the normalization factor. We take $N = 60$ and employ the optimal values of $b_0$ and $\gamma$ to obtain stationary solutions. All results are obtained with $\theta = 15^\circ$.

The energy level diagram of the potential model is shown in Fig. 2. Here we show the levels of $J^\pi = 0^+$ and $1^-$, which are obtained by solving the complex-scaled Schrödinger equation. The potential strength $V_1$ in Eq. (3) is taken to reproduce one bound $J^\pi = 0^+_1$ of $s$ waves. But this $J^\pi = 0^+_1$ solution is assumed to be the Pauli forbidden state, because in this model we simulate the $^3$Be(0$^+$) + $n$ system which has the Pauli-forbidden (0s) neutron configuration. In this model, the $1^-$ solution describes the ground state. We investigate $E1$ transitions from the $1^-$ ground state to the excited $0^+$ unbound states including the $0^+_2$ state. We investigate the behavior of the $E1$ transition strength as changing the potential strength $V_1$ for $0^+$ and $1^-$ states.

The pole trajectories for the $J^\pi = 0^+_1, 1^-$ and $0^+_2$ bound states are shown in Fig. 3. From the results, we can see that the $0^+_2$ state changes from bound to unbound in the range of $-1.45 \text{ MeV} < V_1 < -1.42 \text{ MeV}$. For $V_1 = -1.43 \text{ MeV}$, we obtain the bound $0^+_2$ state, but this bound-state solution disappears at $V_1 = -1.42 \text{ MeV}$. The unbound state for $V_1 = -1.42 \text{ MeV}$ is expected to be a virtual state from the $s$-wave pole trajectory shown in Fig. 1.

Using the calculated eigenvalues including the continuum states for $-1.42 \text{ MeV}$, we calculate the photodisintegration cross section due to the $E1$ transition. The result is shown in Fig. 4. It is seen that the peak is obtained at a lower energy region with the similar shape as observed in the $^3$Be(1/2$^+$) state (shown in Fig. 1 of Ref. [4]).

To understand the virtual-state contribution to the cross section in the CSM calculation more clearly, we calculate the continuum level density of the $J^\pi = 0^+$ state, using Eq. (10) with $V_1 = -1.42 \text{ MeV}$ and $-1.43 \text{ MeV}$, which correspond to virtual-state and bound-state cases, respectively. In Fig. 5, we show the calculated continuum level density. The results show a very similar behavior for $V_1 = -1.42 \text{ MeV}$ and $-1.43 \text{ MeV}$, and the difference seems very small except for a small energy region.

To see a difference between the calculated continuum level densities for $V_1 = -1.42 \text{ MeV}$ and $-1.43 \text{ MeV}$, we calculate the phase shifts by using Eq. (11). The results are presented in Fig. 6, and we can see a large difference in the low-energy region. In the case of $V_1 = -1.43 \text{ MeV}$, there is one bound state except for the lowest bound state assigned to the Pauli forbidden state, and then the phase shift starts from $\pi$ at

FIG. 2. The energy level diagram of the two-body potential model simulating $^3$Be. The dotted line represents the threshold energy.

FIG. 3. The pole trajectories for the $J^\pi = 0^+_1, 1^-$, and $0^+_2$ states. The circles, triangles, and squares display the eigenvalues of the $J^\pi = 0^+_1, 1^-$, and $0^+_2$ states, respectively, calculated as changing the potential strength $V_1$.

FIG. 4. Photodisintegration cross sections due to the $E1$ transition calculated with the two-body potential model with the strength $V_1 = -1.42 \text{ MeV}$. The arrow indicates the threshold energy which is shown in the Fig. 2 as a dotted line.

FIG. 5. The calculated continuum level density. The results show a very similar behavior for $V_1 = -1.42 \text{ MeV}$ and $-1.43 \text{ MeV}$, and the difference seems very small except for a small energy region.

FIG. 6. The phase shifts for the $J^\pi = 0^+_1, 1^-$, and $0^+_2$ states. The circles, triangles, and squares display the eigenvalues of the $J^\pi = 0^+_1, 1^-$, and $0^+_2$ states, respectively, calculated as changing the potential strength $V_1$. To see a difference between the calculated continuum level densities for $V_1 = -1.42 \text{ MeV}$ and $-1.43 \text{ MeV}$, we calculate the phase shifts by using Eq. (11). The results are presented in Fig. 6, and we can see a large difference in the low-energy region. In the case of $V_1 = -1.43 \text{ MeV}$, there is one bound state except for the lowest bound state assigned to the Pauli forbidden state, and then the phase shift starts from $\pi$ at

FIG. 7. The calculated continuum level density. The results show a very similar behavior for $V_1 = -1.42 \text{ MeV}$ and $-1.43 \text{ MeV}$, and the difference seems very small except for a small energy region.

FIG. 8. The phase shifts for the $J^\pi = 0^+_1, 1^-$, and $0^+_2$ states. The circles, triangles, and squares display the eigenvalues of the $J^\pi = 0^+_1, 1^-$, and $0^+_2$ states, respectively, calculated as changing the potential strength $V_1$. To see a difference between the calculated continuum level densities for $V_1 = -1.42 \text{ MeV}$ and $-1.43 \text{ MeV}$, we calculate the phase shifts by using Eq. (11). The results are presented in Fig. 6, and we can see a large difference in the low-energy region. In the case of $V_1 = -1.43 \text{ MeV}$, there is one bound state except for the lowest bound state assigned to the Pauli forbidden state, and then the phase shift starts from $\pi$ at
are phase shifts calculated at $V_1 = -1.42$ MeV and $-1.43$ MeV. The black solid and red dashed curves are the results at $V_1 = -1.42$ MeV and $-1.43$ MeV, respectively. The scale of the graph was magnified in the inset.

$E = 0$ MeV because of the Levinson theorem and decreases with energy. On the other hand, in the case of $V_1 = -1.42$ MeV, the phase shift starts from zero and increases up to about $\pi/3$ but not $\pi/2$ unlike a resonance. This phase shift behavior supports the appearance of the virtual state. In the case of $V_1 = -1.43$ MeV, the phase shift decreases passing across $\pi/2$ from above, and an enhancement of the cross section due to $\delta = \pi/2$ is often called an echo.

Furthermore, we calculate the scattering length from the obtained $s$-wave phase shift using the relation

$$a_s = -\lim_{k \to 0} \tan \delta_N^0(E)/k,$$

where $k = \sqrt{2\mu E}/\hbar$ is a momentum. For different potential strengths in the range of $-1.43 < V_1 < -1.42$ MeV, the calculated scattering lengths $a_s$ are shown in Fig. 7. We find a sudden change of $a_s$ in the range of $-1.43 < V_1 < -1.42$ MeV. While $a_s$ is positive for the potential strength ($V_1 \leq -1.43$ MeV) reproducing a bound $0^+$ state, $a_s$ is negative for $V_1 \geq -1.42$ MeV. And at $V_1 = -1.42$ MeV, it is seen that $a_s$ has a large negative value, which also indicates the existence of the virtual state.

From the result of phase shifts which are calculated using the complex-scaled energy eigenvalues, we confirm that the virtual state is included in the continuum solutions of the CSM though it is not an isolated solution. We try to extract a more detailed information on the virtual state, such as the pole position, from the CSM solutions in the next analysis.

### B. Virtual state in the CSM

As we discussed in Ref. [4], the contribution of the virtual state to the cross section is scattered into the continuum $0^+$ solutions obtained on the rotated $2\theta$ line in the CSM. Analyzing contributions from each eigenstate on the $2\theta$ line to the phase shift, we can confirm that the virtual state is not described by a particular one among the continuum solutions. Then, we develop a new method to extract the virtual-state information from the continuum solutions.

The continuum level density $\Delta_N^0(E)$ given by Eq. (10) depends on the potential strength $V_1$ and we express this quantity as $\Delta_N^0(E; V_1)$ for convenience. The quantity $\Delta_N^0(E; V_1)$ of $J^\pi = 0^+$ states is expected to have a contribution from the virtual state in the case of $V_1 = -1.42$ MeV, which disappears in the case of $V_1 = -1.43$ MeV. In the case of $V_1 = -1.43$ MeV, a bound $0^+$ state appears instead of the virtual state, and then the continuum level density is expressed as

$$\Delta_N^0(E; -1.43 \text{ MeV}) = \Delta_N^0(E) + \Delta_N^{0-2}(E; -1.43 \text{ MeV}),$$

where $\Delta_N^2$ and $\Delta_N^{0-2}$ are the contribution from bound and continuum states, respectively. In this case, there are two bound $0^+$ states including the Pauli forbidden state, and then

![FIG. 5. Calculated continuum level density $\Delta_N^0(E)$ at the strengths of $V_1 = -1.42$ MeV and $-1.43$ MeV. The black solid and red dashed curves are the results at $V_1 = -1.42$ MeV and $-1.43$ MeV, respectively.](image1)

![FIG. 6. Calculated phase shifts of the $0^+$ state for $V_1 = -1.42$ MeV and $-1.43$ MeV. The solid and open solid curves are phase shifts calculated at $V_1 = -1.42$ MeV and $-1.43$ MeV, respectively. The scale of the graph was magnified in the inset.](image2)

![FIG. 7. Scattering length of the $0^+$ state calculated for $V_1 = -1.2$ MeV and $-1.5$ MeV in the CSM. The horizontal dotted line indicates $a_s = 0$ and the vertical broken line shows a border where the $a_s$ changes sign.](image3)
the contribution from continuum states is calculated by using the number of \( N - 2 \) continuum solutions on the 2\( \eta \) line in the complex energy plane because of no resonances. In the case of \( V_1 = -1.42 \, \text{MeV} \), we have

\[
\Delta_v^N(E; -1.42 \, \text{MeV}) = \Delta_v^b(E) + \Delta_v^{N-1}(E; -1.42 \, \text{MeV}),
\]

(18)

where the bound 0\(^+\) state is the Pauli forbidden state alone. We calculate a difference

\[
\Delta_{\text{virt}}(E) = \Delta_v^{N-1}(E; -1.42 \, \text{MeV}) - \Delta_v^{N-2}(E; -1.43 \, \text{MeV}).
\]

(19)

From this quantity, it is expected to extract the effect of the virtual state on the continuum level density. The difference is displayed in Fig. 8, which shows the sharp peak near the zero energy. Here we assume that \( \Delta_v^{N-1}(E; -1.42 \, \text{MeV}) \) consists of two types of contributions; one is a virtual-state contribution and another is a background. The background contribution is also assumed to have a weak dependence of the strength of \( V_1 \). Then the background contributions are considered to be almost the same in both cases of \( V_1 = -1.42 \, \text{MeV} \) and \(-1.43 \, \text{MeV} \). When the background is expressed by \( \Delta_v^{N-2}(E; -1.43 \, \text{MeV}) \) approximately, we can consider that \( \Delta_{\text{virt}}(E) \) corresponds to the virtual-state contribution of the continuum level density.

Since the phase shift is obtained by integrating the continuum level density, the phase shift of the virtual state is given as

\[
\delta_{\text{virt}}(E) = \pi \int_0^E \Delta_{\text{virt}}(E')dE'.
\]

(20)

Using the result of \( \Delta_{\text{virt}}(E) \) shown in Fig. 8, we obtained the corresponding phase shift as shown in Fig. 9. This result indicates a characteristic behavior of the phase shift of the virtual state. From Eq. (11), it is seen that a bound state gives a constant shift of \( \pi \) in the phase shift, and a resonant state gives a monotonic increasing function up to \( \pi \) for energy \( E \) as discussed in Refs. [4,26]. The phase shift of the virtual state is described by an increasing function of energy but does not reach \( \pi/2 \). The phase shift given in Fig. 6 is understood as a summation of phase shifts of the virtual state and the background states. The background phase shift seems to behave like a monotonic decreasing function of energy, similarly to hard-sphere scattering, as seen from Fig. 6.

The phase shift of the virtual state is also considered to yield from a corresponding pole of the virtual state. Although such a pole cannot be obtained as an eigenvalue solution in the CSM, it is expected to extract the pole position \( E_v \) on the second Riemann sheet of energy from the continuum level density of the virtual state. When we assume a negative real energy \( E_v \) for the virtual pole, the continuum level density of the virtual state is considered to be expressed as

\[
\Delta_{\text{virt}}(E) \propto \frac{1}{E - E_v}.
\]

(21)

Using numerical data shown in Fig. 8, we can estimate \( E_v \approx -0.001 \, \text{MeV} \).

The Jost function method can be easily applied to the present two-body model of Eq. (8) [6], and it is possible to solve virtual states directly. For \( V_1 = -1.42 \, \text{MeV} \), in the Jost function method, we obtain a solution of the virtual state at \( E_v = -4.97 \times 10^{-6} \, \text{MeV} \). Comparing this result, the present \( E_v \approx -0.001 \, \text{MeV} \) seems rather large in magnitude. However, the present result should be considered reasonable, because it is difficult for the CSM, where complex eigenvalue problems have to be solved with the basis expansion, to keep a numerical accuracy with around six figures.

**IV. SUMMARY AND CONCLUSION**

The photodisintegration cross section for the 1/2\(^+\) state in \(^9\text{Be}\) shows a peculiar enhancement near the \(^8\text{Be} + n\) threshold energy and its origin is interesting in relation with the unbound states of \(^7\text{Be}\) such as virtual state. In this study, simulating the \(^8\text{Be} + n\) system, we solved the schematic two-body potential model with the CSM in detail.

In this model calculation, much interest focused on the \( s\)-wave virtual state because it was discussed as an origin of the peak of the photodisintegration cross section in \(^9\text{Be}\) in the
previous work [4]. Another aim of this work is to show that the virtual state can be successfully described in the CSM, which has been believed to be not able to treat such a state.

The two-body potential model was shown to reproduce a peak in the $E_1$ transition strength at a lower energy region by choosing an appropriate value of the potential strength, which has a very similar shape, as was observed in the photodisintegration cross section in $^9$Be. To confirm that its potential strength has a solution of the virtual state, we calculated the continuum level density and the phase shift using eigenvalue solutions in the CSM. From the characteristic phase shift behavior and scattering length, it was concluded confirming their reliability, since the Jost function method is not available for three-body systems such as the $\alpha + \alpha + n$ for $^9$Be, we can study a wide class of unbound states including virtual states in three-body systems in the CSM.
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