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Abstract

In this account, a technical overview of the artificial force induced reaction (AFIR) method is presented. The AFIR method is one of automated reaction path search methods developed by the authors, and has been applied extensively to a variety of chemical reactions such as organocatalysis, organometallic catalysis, and photoreactions. There are two modes in the AFIR method, i.e., multi-component mode (MC-AFIR) and
single-component mode (SC-AFIR). The former has been applied to bimolecular and multicomponent reactions and the latter to unimolecular isomerization and dissociation reactions. Five numerical examples are presented for Aldol reaction, Claisen rearrangement, Co-catalyzed hydroformylation, a fullerene structure search, and a non-radiative decay path search in an electronically excited naphthalene molecule.

Finally, possible applications of the AFIR method are discussed.
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**Finding reaction paths:** Artificial force induced reaction (AFIR) method has been developed for exploring chemical structures and reaction pathways in computers. A
technical overview of the AFIR method is presented together with some numerical examples. Numerical results demonstrated its high applicability and efficiency.

1. Introduction

Recent advances in quantum chemistry and computer technology enabled application of quantum chemical calculations to various problems in chemistry. In particular, significant contributions have been made in the area of mechanistic study of homogeneous catalysis. In these studies, geometries of intermediates (IMs) and transition states (TSs) have been investigated by geometry optimization. In studies of reactions involving electronic excited states, geometries of minima on the seam of crossing between two or more electronic states as well as IMs and TSs on the electronic excited state have been optimized. Recently, geometry optimization is made routinely even in systems containing hundred or more atoms, and therefore is a very powerful tool in studies of the mechanism of chemical reactions on the basis of quantum chemical calculations.

However, there is a problem in geometry optimization. Namely, it generally requires a good guess or previous knowledge of the reaction mechanism. Such inputs may be a guess of transition state, knowledge on IMs and/or products, an estimate of
reaction variables, etc. It is therefore difficult to study highly complicated multistep reactions or those for which limited previous knowledge is available. A systematic approach that can explore important geometries automatically needs to be developed.\textsuperscript{14-16} Although there have been considerable efforts in development of such automated searching approaches,\textsuperscript{17-45} a comprehensive review of various existing methods is beyond the scope of this personal account. This account focus on the artificial force induced reaction\textsuperscript{46-49} (AFIR) method, developed by ourselves and implemented in the GRRM (global reaction route mapping) program.\textsuperscript{50,51} The AFIR has been applied most extensively to organo and organometallic catalysis in combination with quantum chemical calculations.\textsuperscript{52-64} The other applications are to gas-phase reactions,\textsuperscript{65-67} enzyme catalysis,\textsuperscript{68} domino reaction,\textsuperscript{69} and metal cluster catalysis.\textsuperscript{70,71} It has also been applied to electronic excited states and geometries of seam of crossing between two electronic states.\textsuperscript{72-75} In this account, a technical overview of the AFIR method is provided with some numerical examples.

2. Artificial Force Induced Reaction (AFIR) method

2.1 AFIR function

The idea of AFIR is simple; just push fragments A and B together or pull them apart.
When both A and B are atoms, they can be pushed together by adding a linear function of their distance $r_{AB}$ to their potential energy $E(r_{AB})$. In Fig. 1, a diatomic potential curve $E(r_{AB})$ is shown. This curve has a barrier which separates the reactant pair A + B and the product X. This barrier can be eliminated by adding the term $\alpha r_{AB}$ to $E(r_{AB})$, where $\alpha$ is a constant parameter. The resulting function which is shown in blue in Fig. 1 has no barrier. On this function $E(r_{AB}) + \alpha r_{AB}$, the product region can be reached efficiently from the reactant pair just by minimizing the function.

The same procedure can be done in polyatomic systems by minimizing the following AFIR function:

$$F(Q) = E(Q) + \rho \alpha \sum_{i \in A} \sum_{j \in B} \omega_{ij} r_{ij} \sum_{i \in A} \sum_{j \in B} \omega_{ij}$$

(1)

This function consists of two terms, i.e., the Born-Oppenheimer potential energy surface (PES) $E(Q)$ of geometrical parameters $Q$ and the artificial force term. The parameter $\alpha$ in the artificial force term determines the strength of force. The coefficient $\rho$ is either 1 to push fragments together or $-1$ to pull them apart. The force term is given as a weighted sum of the distance $r_{ij}$ between atom $i$ in the fragment A and atom $j$ in the fragment B, and the weight function $\omega_{ij}$ is:

$$\omega_{ij} = \left[ \frac{(R_i + R_j)}{r_{ij}} \right]^\rho$$

(2)
This weight function puts a stronger force to the closer atom pairs and a weaker force to the more distant pairs. In eq. (2), the inverse distance $1/r_{ij}$ is scaled by $R_i + R_j$, the sum of covalent radii of atoms $i$ and $j$, to treat all elements equivalently. It was confirmed that results did not strongly depend on the choice of $p$, and $p$ is usually set to 6.0.

For convenience, the parameter $\alpha$ is determined by the following equation.

$$
\alpha = \frac{\gamma}{2^{\frac{1}{6}} - \left(1 + \sqrt{1 + \frac{\gamma}{\epsilon}}\right)^{-\frac{1}{6}}} R_0
$$

(3)

This $\alpha$ corresponds to the mean force that acts on two atoms in their direct collision on the Lennard-Jones (LJ) potential with collision energy $\gamma$, in the area from the minimum to the turning point. The standard Ar-Ar parameters of the LJ potential, i.e., $R_0 = 3.8164$ Å and $\epsilon = 1.0061$ kJ/mol, were employed. The model collision energy parameter $\gamma$ defines an approximate upper limit of the barrier height that can be eliminated by the force term. The $\gamma$ parameter can be chosen by users, depending approximately on the highest TS energies searched. A choice of $\gamma$ parameter may also be justified based on experimental conditions such as temperature $T$, reaction time $t$, etc. In all examples presented below, the $\gamma$ value was decided assuming the rate constant $k$ of the standard transition state theory.\textsuperscript{76}
\[ k = \frac{k_B T}{h} \exp \left[ -\frac{\Delta\Delta G^\ddagger}{RT} \right] \]  \hspace{1cm} (4)

In eq. (4), \( \Delta\Delta G^\ddagger \) is the overall Gibbs free energy of activation, \( k_B \) is the Boltzmann constant, \( T \) is the temperature, \( h \) is the Planck constant and \( R \) is the gas constant. The reaction time \( t \) can be estimated as the inverse of the rate constant, i.e., \( t \approx 1/k \). By substituting \( k = 1/t \) and taking inverse and natural logarithm of the both sides of eq. (4), the \( \gamma \) required to overcome the barrier of \( \Delta\Delta G^\ddagger \) can be estimated as follows.

\[ \gamma = RT \left( \ln t - \ln \frac{h}{k_B T} \right) \]  \hspace{1cm} (5)

Temperature \( T \) assumed in each calculation is described in the corresponding section. One should set \( t \) to a larger value than those in actual reactions. This is because \( \gamma \) provides just an approximate upper limit of the barrier height. It is thus recommended to use a large value not to overlook important paths. Hence, \( t \) was set to 10 days in all the examples in this paper. For example, at \( T = 298.15 \) K, \( \gamma = 93.3 \) kJ/mol when \( t = 1 \) hour, \( \gamma = 101.2 \) kJ/mol when \( t = 1 \) day, and \( \gamma = 106.9 \) kJ/mol when \( t = 10 \) days. The \( \gamma \) value determined with \( t = 10 \) days is larger by \( \sim 15\% \) compared to the case \( t = 1 \) hour. It should also be noted that a search with a very large \( \gamma \) gives many high barrier pathways that are not important in a given experimental condition, and such an exhaustive search requires very large computational costs.
We note here that adding an artificial force to specified atoms has been previously made for various methods. For example, in the steered molecular dynamics (MD), a force has been added to selected atoms to accelerate an MD toward a specific direction or to simulate mechanochemical dynamics. A force term described by the linear function of atom-atom distance has been added to the PES and the resulting model function has been used for discussing geometrical transformations under a mechanical force introduced by an external stimulus. A force was also added for empirical corrections of molecular geometries in geometry optimization. At nearly the same time, two groups independently suggested use of an artificial force in the purpose for obtaining an approximate reaction path and related TSs, where one of them has been termed AFIR and the other enforced geometry optimization (EGO). EGO adds a force between two selected atoms. The way to add a force in AFIR is different from in EGO; AFIR can put a force not only between atoms but also between polyatomic fragments using the AFIR function. This feature allowed for the use of AFIR in automated pathway sampling with the multicomponent algorithm described below. Significance of the use of the AFIR function was discussed previously in more detail. As shown below, AFIR has been further used and established as an efficient automated reaction path search method for a range of practical applications.
2.2 AFIR path

The force term in eq. (1) eliminates barriers along a reaction path, and allows for reaching a product very efficiently just by minimizing the AFIR function. Such a path obtained by minimization of the AFIR function is called AFIR path. The AFIR function includes $E(Q)$, and the AFIR path is expected to pass low energy regions near corresponding TSs. Actually, it was shown that the maximum energy point along the AFIR path was a good guess of the corresponding TS.46-49 A reaction path can be obtained by optimizing a TS starting from the maximum energy point on the AFIR path and subsequently doing an intrinsic reaction coordinate82,83 (IRC) path calculation starting from the obtained TS.

This procedure may fail to find shallow TSs. This happens especially when $\gamma$ is much larger than the barrier in the target reaction. To reduce such cases, relaxation of the AFIR path has been made before optimizing TSs. Although this can be done by any path optimization method,84-89 in this study the locally updated planes85 (LUP) method was employed. In the LUP method, path points are evenly distributed along a given path and moved to lower energy points in the hyperplane perpendicular to the path tangent. This procedure, i.e., evenly distributing the path points and relaxing them toward lower
energy points in the hyperplane, is repeated until certain termination criteria are met. In this study, this was repeated 15 times in total, where path points were distributed in every ~1.0 Å in the first 10 cycles and in every ~0.5 Å in the last 5 cycles. The two terminal points were optimized directly to local minima (MINs). At the other point $p_i$, the path tangent was defined as the tangent to a circle that includes three successive path points $p_{i-1}$, $p_i$, and $p_{i+1}$. Maximum energy points were treated separately, and optimized directly to the highest points. Finally, all maximum energy points and minimum energy points along the path obtained after 15 LUP cycles were optimized to TSs and MINs, respectively, using a standard geometry optimization method described below.

Local optimization, i.e., AFIR function minimization, LUP path optimization, TS optimization, and MIN optimization, were made by combined rational function optimization (RFO) and quadratic approximation (QA) methods. An optimization step was at first determined by the RFO method. The RFO step was adopted when the step size was smaller than a given trust radius ($R_T$). If the size of RFO step exceeded $R_T$, then the step was determined by the QA method. The QA method gives an optimization step whose size exactly matches $R_T$. The $R_T$ value was set to 0.5 Å in AFIR function minimization, in the first 10 cycles of LUP path optimization, and in MIN optimization, while it was set to 0.1 Å in the last 5 cycles of LUP path optimization and in TS
optimization. The search can be done either with or without exact Hessian. In the with-Hessian search, exact Hessian is computed in every $m$ optimization steps and updated. In the default setting of the GRRM program, $m = 5$ in TS optimization and $m = 50$ in AFIR function minimization, LUP path optimization, and MIN optimization.

In the without-Hessian search, the initial Hessian was estimated by a simple force field in which all atom pairs were assumed to be linked by a spring with a force constant

$$\epsilon_s = 2.0e^{-1} \delta[\frac{1}{(\mathbf{R}_i \cdot \mathbf{R}_j)}] \text{ au.}$$

Then, this very crude Hessian was updated by Hessian updating methods. In TS optimization and LUP path optimization, Bofill’s Hessian updating method combining Powel’s equation and the SR1 equation with Bofill’s parameter was employed.\(^{92}\) While, in AFIR function minimization and MIN optimization, Farkas and Schlegel’s method combining the BFGS and SR1 equations by the square root of Bofill’s parameter was applied.\(^{93}\) Furthermore, gradient vectors not only at the last step but also at several previous steps were used in Hessian updating.\(^{93}\)

IRC path calculations were made starting from all obtained TSs. This is generally necessary to discuss which pair of MINs is connected by the TS. This is because such a path connectivity may alter depending on the nature of path. For example, the connectivity may change whether to adopt the mass-weighted coordinate or not in steepest descent path calculations.\(^{16}\) In this study, IRC calculations were made by the
local quadratic approximation (LQA) method. In the without-Hessian search, the first IRC points in forward and backward IRC path calculations were obtained as minima on the hypersphere centered at the TS. In the quadratic approximation at the TS, these points are located on the imaginary frequency mode. Then, the IRC path was followed by the LQA method using Bofill’s Hessian updating method. In the with-Hessian search, exact Hessian was computed in every 10 steps.

The flow of the single AFIR path calculation can be summarized as follows:

1. Minimize the AFIR function for given fragments and \( \gamma \) (the force term is applied only in this step).

2. Relax the AFIR path by the LUP method.

3. Optimize maxima and minima on the relaxed path to TSs and MINs, respectively, by the combined RFO/QA geometry optimization method.

4. Calculate the IRC path by the LQA method starting from all obtained TSs.

   An option is available to skip TS optimization and IRC calculation. This option is used to accelerate the search of MINs only. In this case, the flow is simplified as follows:

   1. Minimize the AFIR function for given fragments and \( \gamma \) (the force term is applied only in this step).
2. Optimize minima on the AFIR path to MINs by the combined RFO/QA geometry optimization method.

It should be emphasized that all MINs and TSs obtained and discussed below are local minima and first-order saddles, respectively, on the PES without the force term. Furthermore, from all the TSs, IRC calculations were made to confirm the connectivity of IRC paths.

2.3 Multi-component algorithm

The AFIR has originally been developed for bimolecular and multicomponent reactions. The algorithm for such reactions has been called multicomponent AFIR (MC-AFIR). In MC-AFIR, fragments A and B in eq. (1) correspond to reactant molecules or a part of them. When the third reactant C exists, two additional terms to apply forces between A and C and between B and C are added. At first, their initial mutual orientations and approach positions are randomly generated. Then, starting from the random structure, the AFIR function is minimized to obtain the corresponding AFIR path. By repeating the random structure generation and AFIR function minimization, one can obtain many AFIR paths automatically. This cycle is stopped if no new product is found in the latest \( n \) AFIR paths. Finally, LUP path optimization, TS optimization,
and IRC path calculation are applied successively to all obtained AFIR paths, and related MINs, TSs, and IRC paths are identified. These multistep calculations are all automated in the developmental version of GRRM program.\textsuperscript{50} In MC-AFIR, these AFIR path calculations can be executed in parallel.

2.4 Single-component algorithm

The AFIR was extended for reactions that occur in a single molecule.\textsuperscript{49} The algorithm introduced for this purpose has been termed single-component AFIR (SC-AFIR). In SC-AFIR, fragments A and B in eq. (1) are systematically defined in a single molecule.

At first, two atoms $k$ and $l$ are chosen. Then, a perturbed structure is generated by the following two steps: (1) the distance of the two atoms is reduced / increased by $x\%$ ($x = 20$ in the following examples), and (2) positions of the other atoms are optimized by the least squares fitting in which the root mean square error between elements in the distance matrix for the original structure and those for the perturbed structure is minimized. This treatment is important especially when the original structure has a (local) symmetry. For example, in a linear tri-atomic molecule P-Q-R, the positive force applied between P and R will just reduce the length of the molecule and never give a non-linear structure. On the other hand, the perturbed structure determined by this
procedure is non-linear, and the positive force smoothly leads to its triangle-shaped isomer. It should be noted that no quantum chemical calculation is required in generation of the perturbed structure.

In the perturbed structure, fragments A and B are defined around the atoms $k$ and $l$. First, $k$ and $l$ are included in A and B, respectively. Then, all atoms connected to A or B are included in A or B, respectively, where atoms $i$ and $j$ are regarded to be connected when $r_{ij} / (R_i + R_j) < 1.5$. This selection is done twice, and atoms directly connected to $k$ and $l$ (first layer) and those connected to them (second layer) are included in A and B, respectively. Finally, atoms $i$ in A and $j$ in B are excluded from A and B, respectively, when $r_{ij} / (R_i + R_j) < r_{kl} / (R_k + R_l)$.

Once the two fragments A and B are defined in the perturbed structure, the corresponding AFIR function is minimized. As usual, this will give an AFIR path, and the subsequent LUP path optimization, TS optimization, and IRC calculation give related MINs, TSs, and IRC paths. By applying this procedure to all atom pairs except for those with very long distances ($r_{ij} / (R_i + R_j) > 5.0$), reaction paths can be searched systematically starting from the molecule. In the latest implementation, atom pairs that are identical to the other pair when symmetry is considered are excluded. In SC-AFIR, these AFIR path calculations can also be done in parallel.
The above procedure is at first applied to the initial MIN. The initial MIN can either be prepared by users or be generated randomly. Then, some new MINs that are connected to the initial MIN with an IRC path will be obtained. There are several options to control the further search. If only paths connected to the initial MIN are subjects of interest, the further search is not considered. By applying the SC-AFIR to all obtained MINs one after another, a global (or semi-global) PES area accessible with the given \( \gamma \) can be mapped out. The search can be confined to low energy regions or PES areas including structures having a specified bond-connectivity, by omitting applications of the SC-AFIR to MINs with high energy or those without specified bond-connectivity. These confined searches are much more efficient than the global search.

In such confined searches, those far from the initial MIN will not be considered. A simple stochastic algorithm is available to reach low energy MINs in different regions of the PES efficiently. In this algorithm, the following parameter \( \mu_i \) is computed for all MINs in selecting a MIN to which the SC-AFIR is applied.

\[
\mu_i = \xi_i \frac{\exp[-\Delta G_i / RT_k]}{\sum_j^{\text{all MINs}} \exp[-\Delta G_j / RT_k]}
\]

(6)

Then, a MIN that has the maximum \( \mu \) value is chosen. In the expression of \( \mu_i \), \( \xi_i \) is a random number between 0 and 1 and \( \Delta G_i \) is Gibbs free energy of MIN \( i \). The \( T_k \) is a model temperature parameter, which determines how frequently high energy MINs are
chosen and is usually set to a much higher value than the corresponding experimental temperature. In the without-Hessian search, electronic energy $\Delta E_i$ is adopted instead of $\Delta G_i$ because $\Delta G_i$ is available only when exact Hessian is computed. In addition, distant atom pairs that are omitted in the usual SC-AFIR procedure are considered sometimes (once in $N$ AFIR path calculations in an $N$ atom system) to induce a large structural deformation. The search is terminated when the latest $P$ AFIR paths do not update the lowest $Q$ minima. In the previous study, $Q$ and $P$ were set to $N$ and $3N$, respectively, in systems including $N$ atoms.71

2.5 Multi-state calculation

Automated reaction path search methods can be applied to reactions involving multiple electronic states using two model function approaches. These approaches were introduced in combination with the other automated reaction path search method,34,36 and described in a recent review together with some examples on small systems.13,40

In exploration of structures of the minimum energy seam of crossing (MESX) or the minimum energy conical intersection (MECI) between two states, one can apply the seam model function (SMF) approach.34 MESX is a minimum energy point within the seam of crossing hypersurface ($f$–1 dimensional, where $f$ is the internal degrees of
freedom) between two states with different spin or spatial symmetry, and MECI is a minimum energy point within the conical intersection hypersurface (f–2 dimensional) between two states with the same spin and spatial symmetry. In the SMF approach, MINs on the following model function are explored.

\[
F_{\text{SMF}}(Q) = \frac{1}{2} \left[ E_{\text{State}^1}(Q) + E_{\text{State}^2}(Q) \right] + \frac{\left[ E_{\text{State}^1}(Q) - E_{\text{State}^2}(Q) \right]^2}{\beta} \tag{7}
\]

In eq. (7), \(E_{\text{State}^1}(Q)\) and \(E_{\text{State}^2}(Q)\) are adiabatic PESs for the two target electronic states, and \(\beta\) is a constant parameter (set to 30 kJ/mol in this and previous studies). MINs on \(F_{\text{SMF}}(Q)\) are located near corresponding MESXs or MECIs. Therefore, MINs on \(F_{\text{SMF}}(Q)\) are explored by the AFIR method at first. Specifically, \(F_{\text{SMF}}(Q)\) is substituted to \(E(Q)\) in eq. (1), and the AFIR function consisting of \(F_{\text{SMF}}(Q)\) and the force term is minimized to reach different MINs on \(F_{\text{SMF}}(Q)\). Then, all obtained MINs on \(F_{\text{SMF}}(Q)\) are reoptimized by any standard MESX / MECI optimization method. In this study, the gradient projection\(^{95}\) (GP) method combined with the branching plane update\(^{96}\) (BPU) approach was employed.

On PESs of electronic excited states, there are many singular points in low energy regions due to conical intersections with the lower state. To avoid this problem, the avoiding model function (AMF) approach was introduced.\(^{36}\) In AMF, MINs and TSs on the following model function are explored.
\[ F^{AMF}(Q) = \frac{1}{2} \left( E^{\text{State-1}}(Q) + E^{\text{State-2}}(Q) \right) + \frac{1}{2} \sqrt{\left( E^{\text{State-1}}(Q) - E^{\text{State-2}}(Q) \right)^2 + 4U^2} \]

\[ U(Q) = \frac{\chi}{2} \exp \left[-\left( \frac{E^{\text{state-1}}(Q) - E^{\text{state-2}}(Q)}{\chi} \right)^2 \right] \]

(8)

In \( F^{AMF}(Q) \), \( E^{\text{State-1}}(Q) \) is an adiabatic PES of the upper (target) state, \( E^{\text{State-2}}(Q) \) is an adiabatic PES of the lower state, and \( \chi \) is a constant parameter (set to 30 kJ/mol in previous studies). In TS regions, \( F^{AMF}(Q) \) is nearly identical to \( E^{\text{State-1}}(Q) \). On the other hand, in conical intersection regions between the two states, \( F^{AMF}(Q) \) has a smooth, avoided-crossing-like shape, in contrast to singular \( E^{\text{State-1}}(Q) \). This allows for exploration of excited state TSs by any automated reaction path search method. When it is combined with AFIR, \( F^{AMF}(Q) \) is substituted to \( E(Q) \) in eq. (1), and AFIR paths on \( F^{AMF}(Q) \) are explored.\(^{72} \) TSs and MINs on \( F^{AMF}(Q) \) are \textit{approximate} structures. All these structures are finally reoptimized on \( E^{\text{State-1}}(Q) \) by any standard geometry optimization technique.

3. Results

3.1 Aldol reaction

Aldol reaction is one of the simplest bimolecular reactions.\(^{97} \) Performance of the MC-AFIR method implemented in the latest developmental version of GRRM was examined using the simplest substrate pair, i.e., formaldehyde and vinyl alcohol. In this
application, three structures were read in. These three correspond to structures of formaldehyde, cis-isomer of vinyl alcohol, and its trans-isomer. In our previous study, only the former two were used, the search corresponded to a conformation specific search. In this calculation, the MC-AFIR cycle was terminated when no new product was obtained in the latest 100 AFIR paths. The parameter $\gamma$ in eq. (3) was set to 106.9 kJ/mol, i.e., $T = 298.15$ K and $t = 10$ days in eq. (5). Both with-Hessian and without-Hessian calculations were tested. Since the search is stochastic, identical calculation was performed 10 times with different random number seeds to see the statistics. The searches were done at the spin-restricted B3LYP/6-31G level.

With this $\gamma$, only one path was found. This single path, which is shown at the left top in Fig. 2, corresponds to the path of Aldol reaction. This path was found in all the 20 calculations, i.e., 10 with-Hessian calculations and 10 without-Hessian calculations. The average numbers of gradient and Hessian calculations required to complete the search were 6716 and 233, respectively, in the with-Hessian calculations. On the other hand, the average number of gradient calculations required in the without-Hessian calculations were 6898. It should be noted that these numbers are the sum of all calculations including TS optimizations and IRC path calculations. The average numbers of gradient and Hessian calculations that were done before the first detection of the Aldol product
were 1015 and 29, respectively, in the with-Hessian calculations. The average number of gradient calculations that were made before the first detection of the Aldol product was 602 in the without-Hessian calculations.

In addition, an unrealistic calculation was performed to see what happened when unreasonably large $\gamma$ was adopted. In this calculation, the initial $\gamma$ was randomly given between 106.9 and 1069 kJ/mol in each AFIR path calculation, and the $\gamma$ value was gradually increased up to 1069 kJ/mol. The with-Hessian algorithm was applied. The other settings were the same to those adopted in the above calculations. All obtained paths that possess a TS are listed in Fig. 2 in ascending order in terms of relative Gibbs free energy value of TS, where relative electronic energy values are also shown in parentheses. These energy values are relative to the sum of energies of separately optimized formaldehyde and the cis-isomer of vinyl alcohol. In addition to these paths, many high energy pathways that do not have any TS and generate radical pairs such as HCO + CH$_3$-CH-OH were found. Obviously, these radical channels as well as paths in Fig. 2 except for the Aldol one are unimportant in mechanistic studies of Aldol reactions. The numbers of gradient and Hessian calculations required to complete the whole calculation including TS optimizations and IRC path calculations were 270287 and 11919, respectively. This result emphasizes importance of the choice of the $\gamma$ value to
enhance efficiency. Use of eq. (5) suggested in this paper was reasonable.

3.2 Claisen rearrangement

Claisen rearrangement of an allyl vinyl ether is a fundamental unimolecular reaction. Performance of the SC-AFIR method was tested with this reaction using the simplest substrate CH₂=CH-O-CH₂=CH=CH₂. This reaction was experimentally performed at high temperatures ~470.15 K; therefore a relatively large \( \gamma = 171.5 \text{ kJ/mol} \) (\( T = 470.15 \text{ K} \), \( t = 10 \text{ days} \)) was adopted. In this calculation, the SC-AFIR search was applied to MINs that had the bond connectivity corresponding to CH₂=CH-O-CH₂=CH=CH₂. Namely, IRC paths connected to one of conformers of CH₂=CH-O-CH₂=CH=CH₂ were explored. Furthermore, both with-Hessian and without-Hessian calculations were performed for comparison. These searches were done at the spin-restricted B3LYP/6-31G level.

All obtained MINs and TSs in the two calculations are listed in Fig. 3. In the labels of structures, both relative Gibbs free energy and electronic energy in parentheses are shown. TSx/y is a TS along the IRC path connecting MINx and MINy. There are two bond rearranging TSs, i.e., TS2/11 and TS6/15, in this list, and these two correspond to the chair- and boat-type TSs, respectively, of Claisen rearrangement. All the other TSs
except for TS12/13 and TS12/15 are for conformational rearrangements between
conformers of allyl vinyl ether. Importance of the conformational rearrangement path
network in accurate prediction of experimental rate constants and also in discussions
of time scale hierarchy in reaction networks were discussed very recently. The
SC-AFIR search successfully identified both kinetically slow chemical bond
reorganization paths and fast conformational rearrangement paths in a single theoretical
framework. No kinetically unimportant product was found in the search with \( \gamma = 171.5 \),
and this also justified the use of eq. (5) in deciding the \( \gamma \) value.

Structures missed in the without-Hessian calculation are indicated by * in the
structure labels in Fig. 3. The with- and without-Hessian calculations gave essentially an
identical result. All pathways connected to MINs that have the bond connectivity
corresponding to \( \text{CH}_2=\text{CH-O-CH}_2\text{-CH=CH}_2 \) obtained by the with-Hessian calculation
were found also by the without-Hessian calculation. Only differences are seen in the
product region. This difference arose by subtle differences in AFIR paths going over the
high TS12/13 and TS12/15. It is known that paths may reach different MINs depending
on subtle differences in path nature when the MINs are connected by a barrier that is
much lower than the highest point of the path. This happened in AFIR paths computed
by different integration algorithms. However, this was not a problem in this application.
This is because paths connecting conformers in the product region were not the subject of the search as specified in the computational setup. In the with-Hessian calculation, 68169 and 8954 times gradient and Hessian calculations were made in total. In the without-Hessian calculation, 104832 times gradient calculations were done in whole including TS optimizations and IRC path calculations. The subtle increase in the number of gradient calculations in the without-Hessian calculation is due to the slower convergence in geometry optimizations. We note that in the without-Hessian calculation, Gibbs free energy is not available because Hessian is required to compute vibrational free energy corrections.

3.3 Co-catalyzed hydroformylation

In the next example, MC- and SC-AFIR were combined. Hydrogen H₂, carbon monoxide CO, and ethylene C₂H₄ are reactants and cobalt hydride carbonyl complex HCo(CO)₃ is a catalyst. This reaction known as hydroformylation affords propionaldehyde C₂H₅CHO. Its mechanism and kinetics have been studied both experimentally and theoretically. In the following calculations, it was assumed that only one H₂, one CO, one C₂H₄, and one HCo(CO)₃ were involved. In MC-AFIR calculations, some atoms, O atom in CO, H atoms in C₂H₄, and all atoms except for Co
in HCo(CO)$_3$, were excluded from A and B in eq. (1). In SC-AFIR calculations, the perturbed structure generation, fragments definition, and resulting AFIR function minimization were not applied to atom pairs including one of the following atoms: O atom in CO, H atoms in C$_2$H$_4$, and O atoms in HCo(CO)$_3$. Based on a typical experimental temperature, $\gamma$ was set to 153.0 kJ/mol ($T = 403.15$ K, $t = 10$ days). The search was done at the spin-restricted B3LYP/6-31G level using the with-Hessian algorithm.

Obtained structures are listed in Figs 4-6. In these figures, important structures that are used in further growth of the structural list are indicated by *. DC stands for dissociation channel, and corresponding DCs are described in captions. To obtain these structures, several MC- and SC-AFIR calculations were done sequentially. At first, MC-AFIR was applied to the H$_2$/HCo(CO)$_3$, CO/HCo(CO)$_3$, and C$_2$H$_4$/HCo(CO)$_3$ pairs. These three calculations gave MIN5, MIN6, and MIN7 in Fig. 4, and required 767 gradient and 32 Hessian in H$_2$/HCo(CO)$_3$, 1242 and 125 in CO/HCo(CO)$_3$, and 1180 and 82 in C$_2$H$_4$/HCo(CO)$_3$. All these paths were barrierless, and their kinetic importance was equivalent. Thermodynamically, MIN6 was the most preferable. Therefore, MC-AFIR was applied further to the H$_2$/MIN6 and C$_2$H$_4$/MIN6 pairs. These calculations, that required 584 gradient and 44 Hessian in H$_2$/MIN6 and 409 and 13 in
C\textsubscript{2}H\textsubscript{4}/MIN6, gave no additional structure with the present \(\gamma\). An application of SC-AFIR to MIN6, which required 558 gradient and 75 Hessian, resulted in a path of pseudo rotation through TS6/6. Then, MIN7 was chosen as the second most preferable intermediate. An application of MC-AFIR to the H\textsubscript{2}/MIN7 pair, which required 610 gradient and 25 Hessian, did not give any new structure. An application of MC-AFIR to the CO/MIN7 pair, which required 17422 gradient and 1570 Hessian, generated several high barrier paths for ligand exchanges. On the other hand, an application of SC-AFIR to MIN7, which required 6435 gradient and 874 Hessian, gave a kinetically preferable intermediate MIN10. An application of SC-AFIR to MIN10, which required 2143 gradient and 306 Hessian, confirmed that MIN10 is also preferable thermodynamically among its isomers; MIN10 was chosen for the next step.

Applications of MC-AFIR to the H\textsubscript{2}/MIN10 and CO/MIN10 pairs, that required 1813 gradient and 139 Hessian in H\textsubscript{2}/MIN10 and 3017 and 315 in CO/MIN10, gave MIN18 in Fig. 5 as a kinetically preferable intermediate. Then, an SC-AFIR calculation starting from MIN18, which required 3928 gradient and 512 Hessian, found MIN19 as a kinetically preferable intermediate. An application of SC-AFIR to MIN19, which required 16428 gradient and 2027 Hessian, found MIN20 and confirmed that MIN20 was preferable both kinetically and thermodynamically. An application of MC-AFIR to
the H₂/MIN20 pair, which required 2133 gradient and 186 Hessian, gave MIN24 as a kinetically preferable intermediate. Finally, an SC-AFIR calculation starting from MIN24, which required 168124 gradient and 22180 Hessian, gave complexes between HCo(CO)₃ and C₂H₅CHO. At this stage, the original catalyst was reproduced and the product of hydroformylation was obtained. Therefore, a fully-systematic prediction of the full-catalytic cycle was completed at this stage.

The structural list in Figs. 4-6 is much more perfected than the list published previously by ourselves. On the other hand, computational costs also increased substantially. This is because SC-AFIR was used in this study in the isomerization stages. Previously, each ligand was used as fragments A and B in eq. (1). For example, whole of the -CO-CH₂-CH₃ part was considered to be one fragment. This treatment was not enough to find all isomerization TSs shown in Figs. 4-6. Previously, only one H-atom transfer TS, i.e., TS29/DC11, was found for the final step. In this study, six such TSs were found. In an accurate prediction of reaction barrier and selectivity, finding all low-lying TSs is necessary for each elementary step. We also note that for the final step 94 MINs and 158 TSs were located in total. Among them, only MINs having the bond connectivity of MIN24 are shown in Figs 5 and 6 for clarity. Concerning TSs, those connecting a pair of two MINs among MIN24-41 and those connecting one of
these MINs and a DC are presented. In the 94 MINs, a structure having an OH moiety is included, and this is considered to be a precursor of an alcohol byproduct. In Figs. 4-6, there are many other paths leading to resting states and/or byproducts. Such paths are not directly involved in the catalytic cycle, but must be considered to discuss kinetics and selectivity. The present calculation with $\gamma = 153.0$ kJ/mol ($T = 403.15$ K, $t = 10$ days in eq. (5)) gave a reasonable set structures to understand not only mechanism but also kinetics and selectivity.

### 3.4 Fullerene from scratch

As a case study of the stochastic SC-AFIR algorithm, a search for the structure of Buckminsterfullerene was performed. In this example, TSs were not optimized. Namely, LUP optimization, TS optimization, and IRC path calculation were skipped during the search, and MINs were optimized directly from lowest points along AFIR paths. The parameter $T_R$ in eq. (6) was set to 10000 K to explore a wide area of the PES. Very large $\gamma = 1238.9$ kJ/mol ($T = 3000$ K, 10 days) was adopted assuming high energy processes such as laser abrasion. The search was done at the SCC-DFTB$^{109,110}$ (DFTBA in G09) level using the without-Hessian algorithm.

Formation of fullerene and related carbon materials has been studied extensively
either by stochastic approaches or MD simulations. The purpose of application of SC-AFIR here is just to show its performance in structure searches. The search was started from a random structure of \( \text{C}_{60} \) cluster, and terminated when Buckminsterfullerene was found. Since the search is stochastic and results depend on random numbers, 10 independent calculations were performed starting from 10 different initial structures. The results are summarized in Fig. 7. In this figure, the initial random structure, the first local minimum obtained by optimization of the random structure, and the final structure are shown for each independent calculation. In addition, the numbers of gradient calculations \( n_g \) required are presented. In all the calculations, Buckminsterfullerene was found within 500000 gradient calculations. The average number of gradient calculations required was 288503. Before identifying Buckminsterfullerene, a number of higher local minima were visited. On average, 1300 independent MINs were obtained during the searches. This result demonstrates that SC-AFIR can be used in prediction of unknown structures.

3.5 Fluorescence of small PAHs

Final example is automated exploration of MECI structures. MECIs of naphthalene between its singlet first excited electronic state (\( S_1 \)) and singlet ground electronic state
(S₀) were searched starting from its Franck-Condon (FC) geometry. In photoreactions, molecules can have excess energy depending on absorbed photon energy. The γ should be decided depending on available excess energy. In this study, performance was examined with two different values, γ = 100.0 and 200.0 kJ/mol. The searches were done using the spin-flip TDDFT with the BHHLYP functional and 6-31G* basis set. The without-Hessian algorithm was adopted in the SMF/SC-AFIR part, and all obtained approximate MECI structures were optimized by the GP/BPU method.

Fig. 8 shows all obtained MECI structures. These MECIs are consistent with those obtained for benzene. In total, 7531 and 8708 gradient calculations were made in the searches with γ = 100.0 and 200.0 kJ/mol, respectively. Electronic energy values relative to the S₀ energy at the FC point are shown in structural labels. The S₁/S₀ energy gaps at all these MECIs were smaller than 0.1 kJ/mol, and only single value is shown. Structures obtained by the searches with γ = 100.0 and 200.0 kJ/mol are indicated by a and b, respectively. In both of the two searches, all the lowest-lying MECIs, MECI1-5, were found. The sixth lowest MECI was found only in the search with γ = 200.0 kJ/mol. This would be because there was a high barrier for H-atom transfer from the FC point to MECI6. MECI7 was relatively low in energy, but was not found in the search with γ = 100.0 kJ/mol. This happens in the SC-AFIR search starting only from the FC point.
SC-AFIR starting from the FC point can find only one of similar MECIs when there are some MECIs in a similar direction. MECI7 has a deformation in the CH moiety in the right-hand side of the molecule. MECI4 also has a deformation in the same CH part. When $\gamma$ is small, the lower energy ones among similar MECIs tend to be found, and for qualitative discussions the present treatment is enough. On the other hand, one can find all such MECIs when SMF/SC-AFIR is applied not only to the FC point but also to all obtained MECIs having bond connectivity of the FC structure. The other cases in which either a or b is missing can also be explained with these two reasons.

In this calculation, the lowest MECI, i.e., MECI2, in the FC region was identified. Similarly, the lowest MECIs for benzene, phenanthrene, anthracene, and pyrene in their FC regions were identified. We focused on the difference between the energy at the lowest MECI and the $S_1$ energy at the FC point i.e., $E_{\text{Lowest-MECI}} - E_{\text{FC}}$. Then, a correlation between this energy difference and the experimental fluorescence quantum yields is shown in Fig. 9. The two quantities showed a nice correlation in Fig. 9. The gap $E_{\text{Lowest-MECI}} - E_{\text{FC}}$ should have a correlation with the rate of non-radiative decay. When the energy difference is large and the non-radiative decay is slow, the fluorescence quantum yield becomes large. We emphasize that such a discussion can be made only when the lowest MECI is identified. The present approach can be a powerful
tool to identify the lowest MECI in the FC region. Further investigation incorporating the contribution of triplet states is currently under progress.

4. Concluding remarks

In this study, the AFIR method has been developed as an automated reaction path search method. This method applies an artificial force between two or more fragments to push them together or to pull them apart. This can be done by adding an artificial force term to the PES. The artificial force term is given as a weighted sum of linear functions of atom-atom distances. Such a model function consisting of the PES and the artificial force term is called AFIR function. By minimizing the AFIR function starting from a given structure, the other structure that undergoes bond reorganizations between the fragments is obtained. The path obtained by minimization of the AFIR function is called AFIR path, and the AFIR path can be regarded as an approximate path of chemical reactions. TSs along the reaction path can be obtained by relaxing the AFIR path and optimizing maximum energy points along the path. Finally, IRC path calculations are done starting from all obtained TSs.

Reaction paths in bimolecular and multicomponent reaction can be searched systematically by the MC-AFIR algorithm, while, those for unimolecular isomerization
and dissociation can be explored by the SC-AFIR algorithm. As a demonstration, MC-AFIR was applied to Aldol reaction between formaldehyde and vinyl-alcohol. The performance of SC-AFIR was described by its application to Claisen rearrangement reaction. Furthermore, MC- and SC-AFIR were combined in a study of the full catalytic cycle of Co-catalyzed hydroformylation. In addition, a fullerene structure search in C$_{60}$ and a conical intersection search between two lowest single electronic states of naphthalene by SC-AFIR were also presented. These numerical examples demonstrated applicability of the AFIR method to a variety of chemical problems. All these calculations were done by the latest developmental version of the GRRM program, and all functions discussed above will be available in the next update of the distribution version.

AFIR can move a geometry from one MIN to the other straightforwardly just by minimizing a single smooth function. This allows for highly efficient escaping from the initial MIN and reaching the product region. This feature is lacking in many approaches. For example, in MD based approaches, unwanted fluctuation and vibration are generally involved. Such motions are important in discussing non-equilibrium processes and in evaluation of free-energy barriers, but are nothing more than a factor to increase the cost in static path calculations. The efficient MIN-to-MIN move by AFIR enabled extensive
applications of it to various systems.

AFIR assumes that the gradient of PES at given geometries can be obtained with a reasonable accuracy. By grace of advances in quantum mechanical (QM) calculation methods, this assumption is applicable to at least low energy geometries in many reaction systems. When the collision energy parameter $\gamma$ is set to a small value such as $\gamma < 200$ kJ/mol, AFIR will never visit high energy regions as shown in this paper. AFIR therefore is suited particularly to applications to PESs of QM calculations. However, in applications to electronic excited states or to highly correlated systems such as metal clusters, one must take great care in the choice of QM calculation methods.

Applications have already been made to a variety of organo and organometallic catalysis.\(^{52-64}\) Catalysis of metal clusters has also been a target of previous applications.\(^{70,71}\) Recent extensions allowed for studies of photoreactions.\(^{73,74}\) This enabled discussions of fluorescence in relatively large molecules and non-radiative decay mechanisms in organic molecules and organometallic complexes. A kinetic analysis which can be applied to a complex reaction path network obtained by the AFIR search has also been established recently.\(^{100}\) Further developments are under progress to improve efficiency of the AFIR method and also to expand its applicability. In designing new reactions, the ability of AFIR to find unexpected pathways would be a great help. It
is therefore expected that AFIR will be one of useful tools in future catalysis research.
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**Fig. 1.** A diatomic potential curve $E(r_{AB})$ between atoms A and B (see the black curve) and the corresponding AFIR function $E(r_{AB}) + \alpha r_{AB}$ (see the blue curve). $r_{AB}$ is the distance between A and B, and $\alpha$ is a constant parameter.
**Fig. 2.** Bond reorganization pathways obtained by MC-AFIR for the bimolecular reaction between formaldehyde and vinyl alcohol. TS$_x$/$y$ is a transition state connecting MIN$_x$ and MIN$_y$ in this figure. Gibbs free energy and electronic energy in parentheses relative to separately optimized reactants are shown in kJ/mol.
Fig. 3. Reaction pathways obtained by SC-AFIR for the unimolecular reaction of allyl vinyl ether. TS\textsubscript{x/y} is a transition state connecting MIN\textsubscript{x} and MIN\textsubscript{y} in this figure. Gibbs free energy and electronic energy in parentheses relative to separately optimized reactants are shown in kJ/mol. Structures missed by the without-Hessian algorithm are indicated by *.
Fig. 4. Reaction pathways obtained by MC- and SC-AFIR for the initial part of Co-catalyzed hydroformylation. TS\(_x/y\) is a transition state connecting MIN\(_x\) and MIN\(_y\) in this figure. Gibbs free energy and electronic energy in parentheses relative to separately optimized reactants are shown in kJ/mol. DC stands for dissociation channel:

DC1 is HCo(CO)\(_3\) + CO at 0.0 (0.0) kJ/mol, DC2 is MIN7 + CO at −45.1 (−106.1) kJ/mol, and DC3 is MIN6 + C\(_2\)H\(_4\) at −115.5 (−171.5) kJ/mol.
Fig. 5. Reaction pathways obtained by MC- and SC-AFIR for the middle part of Co-catalyzed hydroformylation. TSx/y is a transition state connecting MINx and MINy in this figure or in Fig. 4. Gibbs free energy and electronic energy in parentheses relative to separately optimized reactants are shown in kJ/mol. DC stands for dissociation channel: DC4 is MIN13 + H₂ at −56.1 (−116.0) kJ/mol, DC5 is MIN14 + H₂ at −44.4 (−106.0) kJ/mol, DC6 is MIN13 + CO at −56.1 (−116.0) kJ/mol, DC7 is
MIN20 + H$_2$ at $-138.7$ ($-252.3$) kJ/mol, and DC8 is MIN19 + H$_2$ at $-110.8$ ($-226.7$) kJ/mol.
Fig. 6. Reaction pathways obtained by MC- and SC-AFIR for the last part of Co-catalyzed hydroformylation. TS\textsubscript{x/y} is a transition state connecting MIN\textsubscript{x} and MIN\textsubscript{y}
in this figure, in Fig. 4, or in Fig. 5. Gibbs free energy and electronic energy in parentheses relative to separately optimized reactants are shown in kJ/mol. DC stands for dissociation channel: DC9 is MIN22 + H₂ at −135.5 (−249.5) kJ/mol, DC10 is MIN19 + H₂ at −110.8 (−226.7) kJ/mol, DC11 is MIN42 + HCo(CO)₃ at −108.7 (−213.1) kJ/mol.
Fig. 7. Initial random structure, initial local minimum structure obtained by optimization of the random structure, and the final structure seen in the 10 independent stochastic SC-AFIR searches. The number of gradients computed in each step $n_g$ is shown below arrows. Electronic energy relative to Buckminsterfullerene is shown below each structure.
Fig. 8. Minimum energy conical intersection (MECI) structures of naphthalene between its singlet first excited electronic state ($S_1$) and the singlet ground electronic state ($S_0$), obtained by the SMF/SC-AFIR search starting from the Franck-Condon (FC) geometry. Electronic energy relative to the $S_0$ energy of the FC point are shown. The energy gap between the two target states are smaller than 0.1 kJ/mol, and only single value is shown. Structures obtained by the searches with $\gamma = 100$ and 200 kJ/mol, respectively, are indicated by a and b.
Fig. 9. The correlation between the fluorescence quantum yields measured in cyclohexane$^{121}$ and the energy difference, $E_{\text{Lowest-MECl}} - E_{\text{FC}}$ (cross marks). Each PAH is indicated with the structure and name of the PAH. Reproduced from Ref. 74 with permission from the Royal Society of Chemistry.
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