ON LARGE TIME BEHAVIOR OF GROWTH BY BIRTH AND SPREAD

YOSHIKAZU GIGA

Abstract. This is essentially a survey paper on a large time behavior of solutions of some simple birth and spread models to describe growth of crystal surfaces. The models discussed here include level-set flow equations of eikonal or eikonal-curvature flow equations with source terms. Large time asymptotic speed called growth rate is studied. As an application, a simple proof is given for asymptotic profile of crystal grown by anisotropic eikonal-curvature flow.

1. Introduction

Equations describing front propagation or surface evolution are very important in various fields of science and technology. Let $\Gamma_t$ be a hypersurface in $\mathbb{R}^N$ depending on time $t$, which describes, for example wave front or crystal surface. For simplicity, $\Gamma_t$ is assumed to be closed so that it is the boundary of some bounded open set $D_t$. Let $V$ be the normal velocity of $\Gamma_t$ in the direction of $n$, a unit normal vector field of $\Gamma_t$ outward from $D_t$. The evolution given by a constant speed is often called Huygens’ principle. Its explicit form is

\begin{equation}
V = \sigma \quad \text{on} \quad \Gamma_t,
\end{equation}

where $\sigma$ is a constant. This is a famous eikonal equation. To describe evolution of crystal surface, one has to consider anisotropy called kinetic anisotropy. It can be written

\begin{equation}
V = M(n)\sigma \quad \text{on} \quad \Gamma_t,
\end{equation}

where $M(n)$ is a given positive function defined on a unit sphere. The function $M$ is called a mobility. We refer this equation anisotropic eikonal equation. These equations are equations for one parameter family $\{\Gamma_t\}$.

In modern materials sciences, one also has to consider the curvature effect. The evolution is given by

\begin{equation}
V = aH + \sigma \quad \text{on} \quad \Gamma_t
\end{equation}

with $a \geq 0$, where $H$ is the $(N-1)$ times mean curvature in the direction of $n$, i.e., $H = -\text{div}_\Gamma n$, where $\text{div}_\Gamma$ denotes the surface divergence. If $\sigma = 0$ and $a = 1$, this equation is known as the mean curvature flow equation, which stems from materials science, and has been widely studied in mathematical community. Thus the equation (1.3) is often called the eikonal-curvature flow equation if $a > 0$ and $\sigma \neq 0$.
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In materials science, one has to consider another anisotropy not only kinetic anisotropy. It is given as an anisotropic mean curvature or weighted mean curvature. Let $\gamma$ be a given nonnegative function in $\mathbb{R}^N$ which is positively homogeneous of degree one, i.e., $\gamma(\lambda p) = \lambda \gamma(p)$ for all $\lambda > 0$, $p \in \mathbb{R}^N$. The anisotropic mean curvature $H_\gamma$ is defined at least formally by

$$H_\gamma = -\text{div} \xi(n), \quad \xi(p) = \nabla_p \gamma = (\partial \gamma/\partial p_1, \ldots, \partial \gamma/\partial p_N).$$

It is known as the first variation of the interfacial energy $\int_\Gamma \gamma(n) d\mathcal{H}^{N-1}$ with respect to a variation of hypersurface $\Gamma$, where $\mathcal{H}^{N-1}$ denotes the $N - 1$ dimensional Hausdorff measure. If $\gamma(p) = |p|$ so that $\xi(n) = n$, $H_\gamma$ is nothing but standard $H$. A typical anisotropic version of (1.3) is

$$V = M(n)(aH_\gamma + \sigma) \quad \text{on} \quad \Gamma_t.$$

It is very fundamental to ask whether or not the initial value problem for these equations is uniquely solvable. More precisely, the problem is that for a given initial data $\Gamma_0$ find $\{\Gamma_t\}_{t>0}$ solving (1.4). If one considers the problem globally-in-time, the singularity may develop for some smooth initial data even for (1.1). Thus one needs some weak notion of the solution. A level-set formulation is by now standard to solve such a problem globally-in-time. A level-set equation for (1.4) is the equation for $u$ in $\mathbb{R}^N \times (0, \infty)$ such that each level-set of $u$ moves by (1.4). To fix the orientation, we take $n = -\nabla u / |\nabla u|$, where $\nabla$ denotes the spatial gradient, i.e., $\nabla = (\partial_{x_1}, \ldots, \partial_{x_N})$, $\partial_{x_j} = \partial / \partial x_j$. For example, the level-set equation for (1.1) and (1.3) are

$$u_t - \sigma |\nabla u| = 0,$$

$$u_t - |\nabla u| \left( a \text{ div } \left( \frac{\nabla u}{|\nabla u|} \right) + \sigma \right) = 0,$$

respectively, where $u_t = \partial u / \partial t$. Unfortunately, level-set equations are highly degenerate in parabolic sense because there is no diffusion in the direction of $\nabla u$. Fortunately, there is notion of viscosity solutions [8], [18] based on order-preserving structure to handle continuous but non $C^1$ solutions. It turns out that such a notion is adjustable to this setting. Here are typical results. We consider the initial value problem of the level-set equation for (1.4), namely,

$$u_t - M(\nabla u / |\nabla u|) (a \text{ div } (-\xi (-\nabla u / |\nabla u|)) + \sigma) |\nabla u| = 0 \quad \text{in} \quad \mathbb{R}^N \times (0, \infty),$$

$$u_{t=0} = u_0.$$

We shall use a short-hand notation $\{u > \ell\}$, $\{u < \ell\}$, $\{u = \ell\}$ to represent sets $\{(x, t) \mid u(x, t) > \ell\}$, $\{(x, t) \mid u(x, t) < \ell\}$ and $\{(x, t) \mid u(x, t) = \ell\}$, respectively.

**Theorem 1.1.** Assume that $a \geq 0$ and $\sigma \in \mathbb{R}$ and that $M \geq 0$ is continuous. Assume that $\gamma$ is convex and $\gamma(p) > 0$ for $p \neq 0$. Assume that $u_0 \in C(\mathbb{R}^N)$ equals constant $\alpha$ outside a ball. For $\gamma$ assume either

(a) (smoothness) $\gamma \in C^2(\mathbb{R}^N \setminus \{0\})$

or

(b) (crystalline) $\gamma$ is piecewise linear.
Then the following statements hold.

(Global solvability) The initial value problem for (1.7) admits a unique continuous viscosity solution globally-in-time which equals $\alpha$ outside some ball in each finite time interval $(0, T)$.

(Uniqueness of level-sets) The set $\{u < \ell\}$ (resp. $\{u > \ell\}$) depends only on $\{u_0 < \ell\}$ (resp. $\{u_0 > \ell\}$) and independent of the choice of $u_0$. The set $\{u = \ell\}$ is called the level-set flow solution of (1.4) with initial data $\Gamma_0 = \{u_0 = \ell\}$.

The assumption at space infinity does not restrict application if one considers a closed hypersurface. This statement for (a) was first proved around thirty years ago by [7] and simultaneously for the level-set mean curvature flow equation by [11] (corresponding the case $a = 1, \sigma = 0$ in (1.3)); see e.g. [18] for details of the theory as well as related references. The case (b) of crystalline is not a simple generalization because the equation is nonlocal like total variation flow. For $N = 2$, this statement was proved by [14] in 2001, where more general $\gamma$ is treated. For higher dimension $N \geq 3$, it is quite recent that this statement was proved by [24], [25] based on the work of [16], [17] in the sprit of [13]. The crucial steps are comparison principle and approximation arguments to construct a solution. Independently, A. Chambolle et al. [6], [5] proved such a result for “convex” mobility but general convex $\gamma$ including (b) based on distance functions.

If one looks the level-set equations, each level-set propagates by a given propagation law or surface evolution equations. This is also considered as spreading effects. For example, if one considers (1.5), each level-set spreads horizontally with velocity $\sigma$. Consider a crystal surface so that $u$ is now the height of crystal. Assume that initially it is flat so that $u_0 = 0$. Then it does not grow just by spreading effect. One needs birth of crystal so that crystal grows. There are two typical mechanism of growth of crystal surface [3]. One is the two-dimensional nucleation. The crystal surface grows by external supply of crystal molecules for a flat surface. It grows by catching such molecules. It is easy to catch molecules at the place where the crystal shape is not flat, i.e., $\nabla u \neq 0$ because of existence of microscopic steps. However, in the place where the surface is flat, there are no way to catch molecules unless there are step sources. At a very initial stage of the two-dimensional nucleation the step source catches crystal molecules so that a small disk-like island is formed at the step source on a flat face. Then this island grows by spreading and there occurs another birth of small disk-like island. It results a “wedding cake” consisting of several disks. This is a way of birth of new crystal surface in the two-dimensional nucleation.

The other mechanism of crystal growth is the spiral growth which is more popular. As pointed out in [3], a pair of spirals opposite orientation whose centers are very close essentially forms a small island just like two-dimensional nucleation [33], [36], [34].

There are several models describing birth and spread macroscopically [32]. If one fixes location of step source, it is of the form

\begin{equation}
(1.8) \quad u_t + F(\nabla u, \nabla^2 u) = r(x),
\end{equation}
where $u_t + F$ is the left-hand side of the level-set equation (1.7) and $r(x) \geq 0$ is positive where step source exists. The simplest model is

$$u_t - \sigma |\nabla u| = c I(x), \quad I(x) = \begin{cases} 1 & x = 0 \\ 0 & x \neq 0 \end{cases}$$

with $c > 0$. This model is actually proposed [35] to describe some high-temperature superconductor by approximating spiral growth on a crystal surface.

Our goal in this paper is to study the large-time behavior of the solution. We are especially interested in proving the asymptotic speed or the growth rate

$$\lim_{t \to \infty} \frac{u(x,t)}{t}$$

and its property. This is a very general question for partial differential equations of evolution type. There are by now several general theory for first order problems and some for second order problems (see review article [30]) but our problem is not covered by known theories like the weak KAM theory so far; see Subsection 2.3 and Subsection 5.1. The next result is a straightforward generalization of the result of [23].

**Theorem 1.2 (Existence of asymptotic speed).** Assume that $r \geq 0$ is Lipschitz (continuous) and compactly supported. Assume the same assumption in Theorem 1.1 on (1.7) with $a \geq 0$, $\sigma > 0$ and $M > 0$. Assume further that $\gamma \in C^2(R^N \setminus \{0\})$. Let $u$ be the viscosity solution of (1.8) having the same left-hand side as (1.7) with $u_0 = 0$. Then the asymptotic speed $R = \lim_{t \to \infty} u(x,t)/t$, which is nonnegative, exists and the convergence is locally uniform.

Let $1_E$ denote the characteristic function of $E$, i.e.,

$$1_E(x) = \begin{cases} 1, & x \in E \\ 0, & \text{otherwise.} \end{cases}$$

If $r_\varepsilon(x)$ is close to $c 1_E$ in the sense $r_\varepsilon = c \eta_\varepsilon * 1_E$, where $\eta_\varepsilon$ is the Friedrichs mollifier i.e., $\eta \in C^\infty_c(R^N), 0 \leq \eta \leq 1, \int \eta \, dx = 1$, $\eta(x) \equiv 0$ for $|x| \geq 3/4$ and $\eta_\varepsilon(x) = \varepsilon^{-N} \eta(x/\varepsilon)$, one might expect the asymptotic speed $R_\varepsilon$ for $r_\varepsilon$ converges to $c$ as $\varepsilon \downarrow 0$. This is true for the first order model like $u_t - \sigma |\nabla u| = r(x)$. Unfortunately, this is not true in general for the second-order models. The next result easily follows by the comparison principle from similar results in [22], where the case $r = c 1_E$ is considered. For this non-Lipschitz $r$, we do not know even the existence of asymptotic speed.

**Theorem 1.3.** Consider (1.8) with $r = r_\varepsilon$ in the plane. Assume the left-hand side is the same as (1.6) with $a = \sigma = 1$ and that $\gamma(p) = |p|$, $M(p) = |p|$. Assume that $E$ is a closed square whose edge length is $2d$ with $d \in (1/\sqrt{2}, 1)$ so that $E$ is not contained in nor not contains a unit disk. Then

$$0 < \liminf_{\varepsilon \to 0} R_\varepsilon \leq \limsup_{\varepsilon \to 0} R_\varepsilon < c.$$

This is because of curvature effect of spreading. There are few literature on asymptotic speed of second-order problems, for example, the work [38], [39] studied the turbulent flow speed for what is called G-equations.
Our next concern is the asymptotic shape. For this purpose, we introduce a notion of the support function \( W_M \) of the polar of \( 1/M \), i.e.,

\[
W_M(x) = \sup \{ x \cdot p \mid |p| \leq 1/(M(|p|/|p|)) \}, \ x \in \mathbb{R}^N. 
\]

Its one sub level-set is often called the Wulff shape

\[
W_M = \{ x \in \mathbb{R}^N \mid W_M(x) \leq 1 \} = \bigcap_{|m|=1} \{ x \in \mathbb{R}^N \mid x \cdot m \leq M(m) \}.
\]

**Theorem 1.4** (Asymptotic profile). Let \( u \) be as in Theorem 1.2. Then

\[
\lim_{\lambda \to \infty} \frac{u(\lambda x, \lambda t)}{\lambda} = R(t - W_M(x)/\sigma)_+ 
\]

locally uniformly for \((x, t) \in \mathbb{R}^N \times (0, \infty)\), where \( b_+ = \max(b, 0) \).

**Remark 1.5.** The results in Theorem 1.2 and Theorem 1.4 can be easily extended for general bounded uniformly continuous initial data by simple comparison with constant initial data. Thus \( R \) is independent of \( u_0 \).

As a byproduct of our analysis, we give a simple new proof of anisotropic profile of level-set flow of (1.4) when the shape is growing. Such a result is originally proved by H. Ishii, G. E. Pires and P. E. Souganidis [29] a long time ago. From the point of (1.8), it is asymptotic profile of the horizontal growth.

**Theorem 1.6.** Let \( \Gamma_t \) be the level-set flow solution in Theorem 1.1. Assume that \( \gamma \in C^2(\mathbb{R}^N \setminus \{0\}) \). Assume that \( \Gamma_0 \) strictly encloses \((a(N - 1)/\sigma)W_\gamma \) up to translation. Then \( \Gamma_t/t \to \partial W_M \) as \( t \to \infty \) in the sense of the Hausdorff distance.

Note that our assumption for \( \Gamma_0 \) is weaker than [29, Theorem 6.1] where they assured \( \Gamma_0 \) encloses a sufficiently large ball. Note that their proof based on characterization of \( \lim_{t \to \infty} u(tx, t) \) works even when \( \gamma \) is crystalline, where \( u \) is in Theorem 1.1. For crystalline case evolution of a convex shape by (1.4) is analyzed in [15], where the role of anisotropy in \( M \) and \( \gamma \) is clarified. We expect that all results in Theorem 1.2 – Theorem 1.6 can be extended to crystalline \( \gamma \) if appropriate stability holds (See Subsection 5.2).

This paper is organized as follows. In Section 2 we discuss the first-order model while in Section 3 we discuss the second-order model and give a sketch of the proof of Theorem 1.2. In Section 4 we prove Theorem 1.3, Theorem 1.4 and Theorem 1.6. In Section 5 we discuss unscaled asymptotic profiles and open problems.

## 2. First order models

We consider

\[
(2.1) \quad u_t - \sigma|\nabla u| = r(x)
\]

or its anisotropic version

\[
(2.2) \quad u_t - \sigma M(-\nabla u) = r(x), \quad (M(p) := M(p/|p|)|p| \text{ for } p \in \mathbb{R}^N)
\]
for a bounded upper semicontinuous function $r$. Here $M$ is assumed to be continuous and nonnegative and $\sigma > 0$. If $r$ is continuous, the standard theory of viscosity solutions yields a unique global-in-time solution for any bounded uniformly continuous initial data. However, if $r$ is not continuous, typically $r(x) = cI(x)$, the solution may not be unique. We need to consider a kind of maximal solution which is formulated as an envelope solution in [19]. If one applies this equation to describe height of crystal surface by $u$, then it seems to be natural to consider a maximal solution [35]. In fact, there exists a unique global-in-time envelope solution for any such $r$ when initial data $u_0$ is bounded uniformly continuous [19, Theorem 3.20]. Note that $M$ doesn’t need to be convex. We shall discuss several explicit solutions.

2.1. Explicit solutions. We consider (2.1) with $r(x) = cI(x)$, $\sigma > 0$ with initial data $u_0 = 0$.

**Proposition 2.1.** Assume that $\sigma > 0$.

(i) If $c > 0$, then $u_R(x,t) = R(t - |x|/\sigma)_+$ for $0 \leq R \leq c$ is a viscosity solution of (1.9) with $u_R|_{t=0} = 0$. The solution $u_c$ is the unique envelope solution with zero initial data.

(ii) If $c \leq 0$, then $u \equiv 0$ is a viscosity solution of (1.9) with initial data $u|_{t=0} = 0$ (It is actually the unique viscosity solution.)

*Proof.* (i) It is rather trivial to see that $u_R$ solves (1.9) except $x = 0$. At the origin assume that $u_R - \varphi$ takes its maximum at $(0, 0, \hat{t})$, $\hat{t} > 0$ for some $C^1$ function $\varphi$. Then $\varphi_t(0, \hat{t}) \leq R$ so that

$$\varphi_t(0, \hat{t}) - \sigma |\nabla \varphi(0, \hat{t})| - cI(0) \leq R - c \leq 0.$$

Thus, $u_R$ is a subsolution. Note that at $t = |x|/\sigma$, there is no way to touch from above. The test from below at $t = |x|/\sigma$ yields that $u_R$ is a supersolution. We thus conclude that $u_R$ is a solution.

(ii) This is very easy to check, so the proof is safely left to the reader.

\[\square\]

Its anisotropic version is as follows. We consider (2.2) with $r(x) = cI(x)$.

**Proposition 2.2.** Assume that $\sigma > 0$.

(i) If $c > 0$, then $u_R(x,t) = R(t - W_{M}(x)/\sigma)_+$ for $0 \leq R \leq c$ is a viscosity solution of

$$u_t - \sigma M(-\nabla u) = cI(x)$$

with $u_R|_{t=0} = 0$. The solution $u_c$ is the unique envelope solution starting from zero.

(ii) If $c \leq 0$, then $u \equiv 0$ is a viscosity solution of (2.3) with $u|_{t=0} = 0$.

The proof of this Proposition 2.2 is of course more involved. However, if one notices that $M(\nabla W_{M}) = 1$, it is rather easy.

2.2. Asymptotic speed and profile. The next result is a special case of [27, Theorem 2.3]. For $u : \mathbb{R}^N \times (0, \infty) \to \mathbb{R}$, let $u^\lambda(x,t)$ be a rescaled function defined by

$$u^\lambda(x,t) = u(\lambda x, \lambda t)/\lambda \quad \text{for} \quad \lambda > 0.$$
Theorem 2.3. Assume that $r \geq 0$ is continuous and compactly supported. Let $u$ be the viscosity solution of (2.2) with initial data $u|_{t=0} = 0$. Let $c = \max r(x)$. Then $u^\lambda \to c \left(t - W_M(x)/\sigma\right)_+$ locally uniform as $\lambda \to \infty$.

Proof. The proof given in [27] is studying relaxed upper and lower limit. We here give a simple proof. We may assume that zero is a maximum point of $r$ by translation. We know the solution is Lipschitz independent of regularity of $r$ if initial data is Lipschitz [19] since the Hamiltonian is coercive in the sense that $M(p) \to \infty$ as $|p| \to \infty$. Thus \{u^\lambda(x,t)\} is equi-Lipschitz in $\mathbb{R}^N \times (0,T)$. By the Ascoli-Arzel`a theorem for each sequence, there is a convergent subsequence $u^\lambda_i$ and limit $v$ such that $v^\lambda_i \to v$ locally uniformly (by diagonal argument) as $\lambda \to \infty$. By the stability of viscosity solutions [18], $v$ satisfies (2.3) with $c = \max r(x)$.

Fortunately, $r^\lambda(x) \geq cI(x)$ for $r^\lambda(x) = r(\lambda x)$ so $v$ must be the envelope solution of (2.3) and it must be unique. Thus, the convergence $u^\lambda \to v$ becomes full convergence and $v(x) = c \left(t - W_M(x)/\sigma\right)_+$. \hfill $\square$

This statement is not exactly contained in Theorem 1.4 where $r$ is assumed to be Lipschitz. This asymptotic results yield asymptotic speed as a Corollary.

Corollary 2.4. Under the same assumption of Theorem 2.3, the asymptotic speed
\[ \lim_{t \to 0} \frac{u(x,t)}{t} = c \]
exists and it is equals to $\max r$.

This is easy to prove by taking $t = 1$, $\lambda = t$, $x = x/t$. Note that the asymptotic speed is nothing but the maximum of $r$. For the first-order problem, the situation like Theorem 1.3 does not occur.

2.3. Non-coercive case. For a coercive case, large-time behavior is well studied. It goes back to the work of G. Namah and J.-M. Roquejoffre [31] and A. Fathi [12]. It gives even asymptotic expansion $u(x,t) \sim ct + w(x)$ in the sense for a given ball $B$
\[ \sup_{x \in B} |u(x,t) - ct - w(x)| \to 0 \quad \text{as} \quad t \to \infty. \]

Here $w$ is a viscosity solution of a cell problem.
\[ c - M(-\nabla w) = r(x). \]

Solutions may not be unique because the set \{$\hat{x} \mid \max r = r(\hat{x})$\} plays a role of Aubry set. See Section 5. We do not touch this problem. We say the equation (1.8) of the form
\[ u_t + F(\nabla u) = r(x) \]
is coercive if
\[ \lim_{|p| \to \infty} F(p) = -\infty. \]
We notice that if the problem is non-coercive, the large-time behavior is not well studied although there are several works by [40], [20], [21] related to
crystal growth. For example, if
\[(2.4) \quad u_t - \frac{\left| \nabla u \right|}{\left| \nabla u \right| + 1} = r(x),\]
it is not yet clear what the asymptotic speed is. Moreover, for a constant \(c > 0\), the uniqueness of a solution with \(r = cI(x)\) is not guaranteed. In fact, according to [19, Example 5.15]
\[U_c(x,t) = \begin{cases} \frac{ct}{1-c} |x| & (|x| \leq (1-c)^2t) \\ \left( (\sqrt{t} - \sqrt{|x|})_+ \right)^2 & (|x| \geq (1-c)^2t) \end{cases}\]
is a unique envelope solution of (2.4) with \(r = cI(x)\) when \(c \leq 1\). However, if \(c > 1\) even an envelope solution may not be unique.

3. Second order models

3.1. Models. We now consider the equation (1.8) for (1.7), namely
\[(3.1) \quad u_t - M(-\nabla u) (a \text{div} (-\xi(-\nabla u)) + \sigma) = r(x).\]
The major difference from (2.2) is that the curvature effect is included in spreading process; see Figure 1 for the graph of \(u\) governed by (3.1). In particular, if the radius of island is too small, it does not spread. In the two-dimensional nucleation, it is more realistic to consider the case that the place of birth may depend on time, i.e., \(r\) may depend on \(t\). However, in this note we only consider the case when \(r\) is independent of time because it is already complicated than what we expect. Moreover, if one uses this model to describe the spiral growth, \(r\) must be independent of time and this is better approximation than (2.2).

We first recall the well-posedness of the initial value problem for (3.1).

**Theorem 3.1 (Solvability).** Assume the same hypotheses of Theorem 1.1 concerning \(a, \sigma, M, \gamma\) and \(u_0\). Assume that \(r\) is continuous and has compact support. Then the initial value problem for (3.1) with \(u_{|t=0} = u_0\) admits a unique continuous viscosity solution \(u\) globally-in-time which equals \(\alpha\) outside some ball in each finite time interval.

**Figure 1.** The graph of \(u\) at time \(t\) solving (3.1)
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Proof. The proof for the case when \( \gamma \) is \( C^2 \) outside the origin is by now standard and well known as in [18]. However, the case when \( \gamma \) is crystalline is quite new even if \( r = 0 \) [24], [25]. We first prove the comparison principle. Suppose that \( u \) is viscosity subsolution and \( v \) is a viscosity supersolution as in [24], [25]. Then we have to conclude that \( u \leq v \) if initially \( u \leq v \). The definition for viscosity sub and supersolution with \( r \neq 0 \) is not given there but it is obtained as a trivial modification. This comparison principle can be proved along the line of [24], [25] if one replaces doubling variable procedure with shift parameter \( \zeta \) by

\[
\Phi_\zeta = u(x,t) - v(y,s) - \frac{|x - y - \zeta|^2}{2\varepsilon} - S_{\varepsilon,\delta}(t,s),
\]

where \( S_{\varepsilon,\delta}(t,s) \) should be

\[
S_{\varepsilon,\delta}(t,s) = \frac{|t - s|^2}{2\varepsilon} + \frac{\delta}{T - t} + \frac{\delta}{T - s};
\]

in [24], [25] \( \delta \) is taken to be equal to \( \varepsilon \). We fix \( \delta > 0 \) small enough as in [13] unrelated to \( \varepsilon \). We argue by contradiction as in [24], [25] and end up with

\[
2\delta \leq \frac{\delta}{(T - \hat{t})^2} + \frac{\delta}{(T - \hat{s})^2} \leq r(\hat{x}) - r(\hat{y}),
\]

where \( (\hat{x}, \hat{t}, \hat{y}, \hat{s}) \) is a maximum point of \( \Phi_\zeta \) for small \( \zeta \) depending on \( \varepsilon \). If \( \varepsilon \to 0 \) with \( \zeta \to 0 \), we observe \( \hat{x} - \hat{y} \to 0 \) so we get a contradiction. Existence can be proved by approximation as in [24], [25].

3.2. Radial case and its generalization. We consider the special case when \( M = \gamma \). In other words, kinetic anisotropy agrees with interfacial anisotropy. Moreover, assume that \( r \) depends only on \( W_\gamma(x) \), i.e., \( r(x) = h(W_\gamma(x)) \). We postulate that the solution \( u(x,t) \) only depends on \( W_\gamma(x) \), i.e., \( u \) has the form

\[
u(x,t) = U(W_\gamma(x),t)\]

Since we know that \( \xi(\nabla W_\gamma(x)) = x/|x| \) so that \( \div \xi(W_\gamma(x)) = N - 1 \) and \( \gamma(\nabla W_\gamma) = 1 \),

\[
(3.2) \quad u_t - \gamma(-\nabla u)(a \div (-\xi(-\nabla u)) + \sigma) = h(W_\gamma(x))
\]

is reduced to

\[
(3.3) \quad U_t - \frac{a(N - 1)}{\rho} U_\rho + \sigma U_\rho = h(\rho)
\]

if \( U = U(\rho,t) \) is a nonincreasing function with respect to \( \rho \), i.e., \( U_\rho \leq 0 \). The equation for \( U \) is the same as in radial solution for isotropic case. The equation (3.3) is now linear first order but non-coercive Hamilton-Jacobi equation with singularity.

To see that the asymptotic speed may not be max \( h \), we give a few examples. We rather consider discontinuous \( h \) of the form

\[
(3.4) \quad h = c\chi_{[0, \rho_0]}.
\]

Since the right-hand side is not continuous, we do not expect uniqueness of viscosity solutions. We rather consider the maximal solution. We set a critical number

\[
\rho_* = a(N - 1)/\sigma
\]
and define

$$\psi_0(\rho) = c \{ \rho + \rho_* \log |\sigma \rho - a(N-1)| | / \sigma = c \{ \rho + \rho_* \log |\rho - \rho_*| \} / \sigma,$$

which solves

$$\left( -\frac{a(N-1)}{\rho} + \sigma \right) \partial_\rho \psi = c \quad \text{for} \ \rho \neq \rho_*.$$

Moreover, $\partial_\rho \psi_0(0) = 0$ as we expected.

**Theorem 3.2.** Consider (3.2) with (3.4) and $u|_{t=0} = 0$. Assume that $\gamma$ is $C^2$ outside the origin or that $\gamma$ is crystalline with $N = 2$. Assume that $\sigma > 0$, $a > 0$.

(i) If $\rho_0 < \rho_*$, then

$$u(x,t) = \begin{cases} \min \{ \psi(W_\gamma(x))^+ , ct \} & \text{for } x \text{ with } W_\gamma(x) < \rho_* \\ 0 & \text{for } x \text{ with } W_\gamma(x) \geq \rho_* \end{cases}$$

with $\psi(\rho) = \psi_0(\rho) - \psi_0(\rho_0)$ is the maximal viscosity solution.

(ii) If $\rho_0 > \rho_*$, then

$$u(x,t) = \begin{cases} \min \{ ct , (ct - \psi(W_\gamma(x)))^+ \} & \text{for } x \text{ with } W_\gamma(x) \geq \rho_* \\ ct & \text{for } x \text{ with } W_\gamma(x) < \rho_* \end{cases}$$

is the maximal viscosity solution.

(iii) If $\rho_0 = \rho_*$, then

$$u(x,t) = ct 1_{W_\gamma}$$

is the maximal viscosity solution.

From this we see the growth speed depends on geometry where $u$ takes maximum. This is quite different from the first-order model. In fact in the case (i) $u(x,t)$ is bounded as $t \to \infty$ and $\lim_{t \to \infty} u(x,t)/t = 0$. In the case (ii) $c = \lim_{t \to \infty} u(x,t)/t$ for all $x \in \mathbb{R}^N$ while in the case (iii) $c = \lim_{t \to \infty} u(x,t)/t$ for $x \in \rho_* W_\gamma$ while outside $\rho_* W_\gamma$ we observe that $u(x,t) \equiv 0$. See Figure 2 for profiles of the graph of $u$ at time $t$.

By the way, the function $U(\rho,t) = \min \{ \psi(\rho), ct \}$ solves (3.3) with (3.4) for $\rho \in (0, \rho_*)$, $t \in \mathbb{R}$ if $\rho_0 < \rho_*$ while $U(\rho,t) = \min \{ ct, ct - \psi(\rho) \}$ solves (3.3) with (3.4) for $\rho > \rho_*$, $t \in \mathbb{R}$ if $\rho_0 > \rho_*$ in viscosity sense. If one omits the plus part symbol in (i), (ii), then $u$ is an entire viscosity solution, i.e., it solves (3.1) for all $t \in \mathbb{R}$, $x \in \mathbb{R}^N$; in the case of (i) one has to exclude the place where $\rho = \rho_*$. 

**Figure 2.** The graph of $u$ at time $t$
The results in Theorem 3.2 is essentially proved in [22], where the isotropic case, i.e., \( \gamma(p) = |p| \) or \( W_\gamma(x) = |x| \) is discussed. Theorem 3.2 is a trivial extension of results in [22, Sect. 4] to anisotropic case. For crystalline case, this result should be true. Although it is easy to see that the proposed solution is a viscosity solution, to show the maximality we need some stability of crystalline level-set equation which is so far not available for \( N \geq 3 \); see Section 5.2. The case \( N = 2 \) is proved in [14].

3.3. Lipschitz bounds. We shall derive Lipschitz bounds in time and space for (3.1) when the initial data \( u_0 = 0 \) and \( r \geq 0 \) is Lipschitz. These are straightforward extension of those in [23], where the isotropic case is discussed.

**Lemma 3.3** (Bound for time derivative). Assume the same hypotheses of Theorem 3.1 concerning \( a, \sigma, M, r \). Assume that \( u_0 = 0 \) and \( r \geq 0 \). Let \( u \) be the viscosity solution of (3.1) in Theorem 3.1. Then \( u \) is Lipschitz in \( t \) and

\[
0 \leq u_t(x, t) \leq c := \max_{\mathbb{R}^N} r(x)
\]

for all \( x \in \mathbb{R}^N \) and almost all \( t \geq 0 \).

**Proof.** Since \( v(x, t) = ct \) is a viscosity supersolution (see e.g. [18]) and \( w \equiv 0 \) is a viscosity supersolution of (3.1), by the comparison principle we easily see that

\[
0 \leq u(x, t) \leq ct \quad \text{in} \quad \mathbb{R}^N \times [0, \infty)
\]

For any given \( s > 0 \), both

\[
u^s(x, t) := u(x, t + s) \quad \text{and} \quad u(x, t)
\]

are viscosity solutions of (3.1). Since \( u^s(x, 0) \geq u(x, 0) = u_0 = 0 \), by the comparison principle we obtain

\[
0 \leq (u^s - u)(x, t) \leq \sup_{\mathbb{R}^N} (u^s - u_0) \bigg|_{t=0} \leq cs
\]

which yields the desired estimate. \( \square \)

**Lemma 3.4** (Bound for spatial derivative). Assume the same hypotheses of Lemma 3.3. Assume furthermore that \( \gamma \in C^2(\mathbb{R}^N \setminus \{0\}) \) and that \( r \) is Lipschitz. Then \( u \) is spatially Lipschitz and its gradient is essentially bounded. More precisely, its \( L^\infty \)-norm has a bound

\[
\|\nabla u\|_{L^\infty(\mathbb{R}^N)}(t) \leq K
\]

with \( K \) independent of \( t \in (0, \infty) \).

This can be proved by what is called Bernstein’s method. We first recall a simple matrix inequality.

**Lemma 3.5.** Let \( A \) and \( B \) be real symmetric matrices. Assume that \( A \) is nonnegative definite, i.e., \( A \geq 0 \). Then

\[
(\text{tr} AB)^2 \leq \text{tr}(ABB) \, \text{tr} A.
\]
This follows from the Schwarz inequality 
\[(\text{tr}(t^ab))^2 \leq \text{tr}^t aa \text{ tr}^t bb\]
for general real square matrices \(a, b\) by setting \(a = A^{1/2}, \ b = A^{1/2}B\), where \(t^a\) denotes the transpose of \(a\).

**Formal proof of Lemma 3.4.** We write (3.1) in the form of (1.8) with \(F = F(p, X)\). Pretending that everything is smooth, we differentiate (1.8) in \(x_k\) to get
\[u_{kt} + \sum_{\ell=1}^N \frac{\partial F}{\partial p_\ell} u_{k\ell} + \sum_{i,j=1}^N \frac{\partial F}{\partial X_{ij}} u_{kij} = r_k,\]
where we use a shorthand notation \(u_k = \frac{\partial}{\partial x_k} u\), \(u_{k\ell} = \frac{\partial}{\partial x_k} \frac{\partial}{\partial x_\ell} u\) and so on.

We multiply \(u_k\) and add from 1 to \(N\) to get differential inequality for \(w = \sum_{k=1}^N u_k^2/2\) of the form
\[w_t + \sum_{\ell=1}^N \frac{\partial F}{\partial p_\ell} w_\ell + \sum_{\ell,i,j=1}^N \frac{\partial F}{\partial X_{ij}} (w_{ij} - u_{i\ell} u_{\ell j}) = \nabla r \cdot \nabla u.\]

We set
\[a_{ij} = -\frac{\partial F}{\partial X_{ij}} = aM(-p) \frac{\partial^2 \gamma}{\partial p_i \partial p_j} (-p) \quad \text{with} \quad p = \nabla u.\]

By Lemma 3.5 we observe that
\[\sum_{i,j,\ell} a_{ij} u_{i\ell} u_{\ell j} \geq \left( \sum_{i,j} a_{ij} u_{ij} \right) / \sum_{i} a_{ii} \geq \left( \sum_{i,j} a_{ij} u_{ij} \right) / A\]
with some constant \(A > 0\) independent of \(p\) since \(\sum_i a_{ii} \leq A\). We now obtain
\[w_t + \sum_{\ell} \frac{\partial F}{\partial p_\ell} w_\ell - \sum_{i,j} a_{ij} u_{ij} \leq \left( \sum_{i,j} a_{ij} u_{ij} \right) / A \leq \nabla r \cdot \nabla u.\]

Since the equation (1.8) is quasilinear, we observe that
\[\sum_{i,j} a_{ij} u_{ij} = u_t - \sigma M(-\nabla u) - r.\]

Since \(|u_t| \leq c\) and \(\sigma M(p) \geq m_0 |p|\) with some constant \(m_0 > 0\), we see that
\[\left( \sum_{i,j} a_{ij} u_{ij} \right)^2 \geq (m_0 |\nabla u| - c)^2 \geq \frac{m_0}{2} |\nabla u|^2 - c^2 \quad \text{if} \quad m_0 |\nabla u| > c.\]

Let \(\beta_0\) be the largest zero of
\[\left( \frac{m_0}{2} \beta^2 - c^2 \right) / A - ||\nabla r||_L^{\infty} (\mathbb{R}^N) \beta = 0.\]

We thus conclude that
\[w_t + \sum_{\ell} \frac{\partial F}{\partial p_\ell} w_\ell - \sum_{i,j} a_{ij} u_{ij} \leq 0 \quad \text{if} \quad |\nabla u| \geq \max (\beta_0, c/m_0) =: \beta_1.\]
By the comparison principle (assuming that the space infinity is well controlled), we observe that \( w \leq \beta_1^2/2 \). We now obtain the desired bound \( K = \beta_1 \) at least formally.

To realize the idea, we fix time and approximate the equation so that the singularity near \( \nabla u = 0 \) zero is removed and that the problem is uniformly elliptic to get a smooth solution. We have skipped all this procedure and have left the details to [23].

3.4. Existence of asymptotic speed. We are in position to prove the existence of asymptotic speed (Theorem 1.2). For this purpose, we check the motion of the top. We set

\[
m(t) = \sup_{x \in \mathbb{R}^N} u(x, t).
\]

**Lemma 3.6.** Assume the same hypothesis of Theorem 1.2. Then \( m(t) \) is subadditive and \( R := \lim_{t \to \infty} m(t)/t \) exists and equals \( \inf_{t > 0} m(t)/t \) with \( R \in [0, \infty) \).

**Proof.** Since \( v(x, t) = u^*(x, t) - m(s) \) is a subsolution of (3.1) with \( u^*(x, t) = u(x, t + s) \) for \( s > 0 \) and since \( v(x, 0) \leq u(x, s) - m(t) \leq 0 = u(x, 0) \), by the comparison principle we see that \( v(x, t) \leq u(x, t) \) in \( \mathbb{R}^N \times (0, \infty) \). Take sup in both sides in \( x \) to get

\[
m(t + s) - m(s) \leq m(t)
\]

which implies the subadditivity. The other assertion follows by Fekete’s lemma (see e.g. [1, p. 95] for the proof) for a subadditive function.

In this argument, we do not use Lipschitz bound so Lemma 3.6 is still valid for continuous \( r \). Also it applies to the case of crystalline.

**Proof of Theorem 1.2.** Since \( u \geq 0 \), if \( R = 0 \) in Lemma 3.6, the convergence

\[
R = \lim_{t \to \infty} u(x, t)/t
\]

immediately follows with \( R = 0 \). We may assume that \( R > 0 \).

It suffices to prove that for a given ball \( B \) and \( \varepsilon > 0 \) there exists \( T \) such that

\[
u(x, t)/t \geq R - \varepsilon \quad \text{for} \quad t > T, \ x \in B.
\]

We may assume that \( B \) includes \( \text{supp } r \), the support of \( r \). Assume that \( x_t \) is the maximizer of \( u(x, t) \), i.e., \( u(x_t, t) = m(t) \). Since the support of \( u \) is contained in some ball depending only on \( t_0 > 0 \) for \( t \in (0, t_0) \), the existence of \( x_t \) is trivial. By a Lipschitz bound in Lemma 3.4, we see that

\[
\frac{u(x, t)}{t} \geq \frac{u(x, t) - u(x_t, t)}{t} + \frac{m(t)}{t} \geq -K \frac{|x - x_t|}{t} + \frac{m(t)}{t}.
\]

If we admit that \( x_t \) is in the convex hull of \( \text{supp } r \) as stated in the next lemma, we take \( T \) large such that \( m(t)/t \geq R - \varepsilon/2 \) for \( t > T \) and \( 2K \rho_1 / T < \varepsilon/2 \) to get \( u(x, t)/t \geq R - \varepsilon \) for \( t > T, \ x \in B_{\rho_1} \). Note that almost the same argument is found in the proof of [1, Theorem 10.2].

**Lemma 3.7.** Assume the same hypotheses of Theorem 1.2. Let \( S \) denote the convex hull of \( \text{supp } r \). Then \( \max_S u(\cdot, t) \geq \sup_{S^c} u(\cdot, t) \), where \( S^c \) denotes the complement of \( S \) in \( \mathbb{R}^N \). In particular, \( x_t \in S \).
This is nontrivial because $x_t$ may not be a maximum point of $r$ which is quite different from the first-order case. Such a difference essentially comes from the monotonicity of the geometric flow in the first-order case which determines the way of spreading. To see that $x_t$ may not be a maximum point of $r$ for the second-order case, it suffices to consider $r = \left(1_{B_{\rho_1}(0)} + \frac{1}{2}1_{B_{\rho_2}(q)}\right) \ast \eta_\varepsilon$ in $\mathbb{R}^2$ for isotropic case $a = \sigma = 1, \gamma(p) = |p| = M(p)$ with $\rho_1 < \rho_* - \varepsilon, 1 = \rho_* > \rho_2 < 2 - \varepsilon, \varepsilon \in (0, 1)$ and $|q| = 3$. From the observation for radial case the effect of $1_{B_{\rho_1}(0)}$ will eventually negligible for large time and the maximum is taken in $B_{\rho_2}(q)$. Moreover, $\sup_{S^c} u \leq \inf_{S} u$ may not hold.

**Proof of Lemma 3.7.** We set that $c(t) = \max_{\partial S} u(\cdot, t)$ and

$$w(x, t) = (c(t) - c'(t)\rho(x)/\sigma)_+, x \in S^c, t \geq 0$$

with

$$\rho(x) = d_{W_M}(x, S) := \inf \{W_M(x - y) \mid y \in S\}.$$  

Formally, it is clear that $w$ solves $u_t - \sigma M(-\nabla u) = 0$ in $S^c \times (0, \infty)$ with $w = c(t)$ on $\partial S$ provided that the time derivative $c' \geq 0$. This can be proved rigorously as in Proposition 2.1 and Proposition 2.2. Since $u_t \geq 0$, we see that $c' \geq 0$. Since $S$ is convex, so is $\rho$. Thus $w$ is a viscosity supersolution of (1.7) in $S^c \times (0, \infty)$. By a comparison principle (see e.g. [18]), we see that $u \leq w$ in $S^c \times (0, \infty)$. This yields the desired result. □

4. **ASYMPTOTIC PROFILE**

4.1. **Limit equations.** We shall prove Theorem 1.4 in the second-order case. A stronger result for the first-order model is stated as Theorem 2.3.

**Proof of Theorem 1.4.** As in the first-order case, we may assume that the origin is contained in the interior of $\text{supp} r$. As in the first-order case, $u^\lambda(x, t) = u(\lambda x, \lambda t)/\lambda$ has uniform Lipschitz bound (Lemmas 3.3, 3.4) in space-time, for each subsequence of $\lambda \to \infty$ there is a converges subsequence $u^\lambda$ and a limit $v$ such that $u^\lambda \to v$ uniformly. Moreover, by the stability of viscosity solution $v$ must solve (2.3) outside the origin. Note that the second-order term disappears. At the origin by Theorem 1.2

$$u^\lambda(0, \lambda t)/\lambda \to R t \quad \text{as} \quad \lambda \to \infty$$

locally uniformly in $t$. Thus $v(0, t) = R t$. Since it is not difficult to show that

$$w(x, t) = R (t - W_M(x))_+$$

is the unique Lipschitz solution of (2.3) outside the origin with the Dirichlet boundary condition $w(0, t) = R t$, we conclude that $v = w$ and the convergence becomes full convergence. The proof is now complete. □

4.2. **Case of intermediate speed.** Note that our limit function satisfies (2.3) but it is not an envelope solution if $R < c$. Our Theorem 1.3 actually shows that there is an intermediate case.
Proof of Theorem 1.3. We know by [22] that there is an intermediate case for the maximal solution of
\begin{equation}
(4.1) \quad u_t - |\nabla u| \left( \text{div} \left( \frac{\nabla u}{|\nabla u|} \right) + 1 \right) = c_1 E_t
\end{equation}
if \( E_t \subset \mathbb{R}^2 \) is a square of edge length \( 2\ell \) with \( \ell \in (1/\sqrt{2}, 1) \). For given \( d \) in Theorem 2.3, we take \( \varepsilon > 0 \) small so that \( 1_{E_{t_1}} \geq r_\varepsilon \geq 1_{E_{t_2}} \) so that \( \ell_2 < d < \ell_1 \) and \( \ell_i \in (1/\sqrt{2}, 1) \) (\( i = 1, 2 \)). Let \( u_i \) be the maximal solution of (4.1) with initial data \( u_i|_{t=0} = 0 \) and \( \ell = \ell_i \) (\( i = 1, 2 \)). We know \( \limsup_{t \to \infty} u_1/t \leq c_1 < c, \liminf_{t \to \infty} u_2/t \geq c_2 > 0 \) by [22]. By comparison, \( u_1 \leq u \leq u_2 \) thus \( c_2 \leq R_e \leq c_1 \) for sufficiently small \( \varepsilon \).

4.3. Asymptotic profile of large level set. We shall give a simple proof for Theorem 1.6 based on Theorem 1.4. Let \( \{E_t\}_{t \geq 0} \) be an increasing family of bounded closed sets which exhausts \( \mathbb{R}^N \), i.e., for any compact set \( K \) there is \( t \) such that \( K \subset E_t \). If \( \{E_t\} \) is exhaustive,
\[ q(x, E_0) = \inf \{ t \geq 0 \mid x \in E_t \} \]
is well defined for all \( x \in \mathbb{R}^N \). It is continuous if \( E_t \) is continuous in \( t \) in Hausdorff distance sense and strictly monotone in the sense that \( E_t \subset \inf E_s \) for \( s > t \geq 0 \).

For a given bounded closed set \( E_0 \), let \( S_t \) be a level-set flow of (1.4) starting from \( S_0 = \partial E_0 \). As is in [18], we say that the open set \( D_t \) enclosed by \( S_t \) is called an open evolution while \( E_t = D_t \cup S_t \) is called a closed evolution starting, respectively, \( D_0 \) and \( E_0 \).

Lemma 4.1. Let \( E_0 = \kappa W_*, \kappa > \rho_* (= a(N-1)/\sigma) \). Let \( E_t \) be the closed evolution of (1.4) starting from \( E_0 \). Then the function \( w_{c}(x, t) = (t - q(x))^+ \) with \( q = q(x, E_0) \) is a viscosity solution of (1.8) with \( r = 1_{E_0} \) and \( w|_{t=0} = 0 \).

Proof. It is easy to see that \( w \) is a viscosity solution of (1.8) once \( q \) is a well-defined continuous function. Since initially \( E_0 \subset \inf E_s \) for \( s > 0 \), the strict monotonicity \( E_{t_1} \subset \inf E_{t_2} \) for \( t_1 < t_2 \) is clear by comparison. Upper semicontinuity of \( E_t \) is trivial and lower semicontinuity follows from a general theory [18, Theorem 4.5.5]. The right lower semicontinuity follows from the monotonicity, so \( E_t \) is continuous in \( t \) in the Hausdorff distance sense.

To show that \( E_t \) is exhaustive, we compare with a special solution of \( V = m_0\gamma(aH_\gamma + \sigma) \) such that a constant \( m_0 > 0 \) is taken so that \( M(p) \geq m_0\gamma(p) \) for \( p \in \mathbb{R}^N \). Since this equation has a self-similar growing solution [37], [26] of the form \( \lambda(t)W_\gamma \) with \( \lambda(t) \to \infty \) as \( t \to 0 \) and since such a solution is a subsolution of (1.4) in the level-set sense, by comparison \( \{E_t\} \) is exhaustive.

Proof of Theorem 1.6. We shall prove that
\[ \lim_{t \to \infty} \frac{q(tx)}{t} = W_M(x) \]
locally uniformly in \( x \in \mathbb{R}^N \). There is a Lipschitz function \( r \) such that \( 0 \leq r \leq 1 \) and the set \( \{r = 1\} \) equals \( \kappa'W_\gamma, \kappa' > \rho_*, \kappa' < \kappa \) and \( \supp r \subset \kappa W_\gamma \).

By comparison, it is clear that
\[ w_{c'}(x, t) \leq u(x, t) \leq w_{c}(x, t), \]
where $u$ is the solution of (3.1) with zero initial data. The estimate $w_{i\kappa} \leq u$ implies that the asymptotic speed of $u$ must be one. By Theorem 1.4 and $u \leq w_{\kappa}$, we see that

$$\lim_{t \to \infty} \frac{u(tx, t)}{t} = (1 - W_M(x)/\sigma)_+ \leq (1 - \limsup_{t \to \infty} q(tx)/t)_+,$$

where $\limsup^*$ is a relaxed limit, i.e., it is defined as

$$\limsup^*_{t \to \infty} f(t, x) = \lim_{t \to \infty} \sup \{ f(s, y) \mid s \geq t, |y - x| \leq 1/t \}.$$

This in particular implies that

$$(4.2) \quad \limsup_{t \to \infty} \frac{q(tx)}{t} \leq W_M(x)/\sigma \text{ for } x \text{ satisfying } W_M(x) \leq 1.$$  

The other estimate is easy. It is easy to see that $(\sigma t + \beta)\partial W_M$ with $\beta > 0$ is a level-set supersolution of (1.4) (which is a solution of (1.2)). We take $\beta$ large enough so that $\beta W_M$ includes $\kappa W_\gamma$. By comparison, $E_t \subset (\sigma t + \beta)W_M$ since $E_0 = \kappa W_\gamma$. This implies

$$\liminf_{t \to \infty} \frac{q(tx)}{t} \geq W_M(x)/\sigma,$$

where $\liminf_{t \to \infty} f = -\limsup_{t \to \infty} (-f)$. This implies $\lim \frac{q(tx)}{t} = W_M(x)/\sigma$ locally uniformly since $W_M(x)$ is positively homogeneous of degree one.

The estimate (4.2) implies that for any $\varepsilon > 0$

$$(4.3) \quad \sigma W_{M, \varepsilon} \subset t^{-1}D_t$$

for sufficiently large $t$, where $W_{M, \varepsilon} = \{ x \in W_M \mid \text{dist}(x, W_M^\epsilon) > \varepsilon \}$. Note that there is no fattening in this setting (1.8) so that int $E_t = D_t$. The estimate $E_t \subset (\sigma t + \beta)W_M$ implies

$$(4.4) \quad t^{-1}E_t \subset \sigma W_M^\epsilon$$

for sufficiently large $t$, where $W_M^\epsilon = \{ x \in \mathbb{R}_n \mid \text{dist}(x, W_M) < \varepsilon \}$.

For general $\Gamma_0$, we compare with $\kappa W_\gamma$ and $\kappa' W_\gamma$ so that $\kappa W_\gamma \supset \Gamma_0$ or $\Gamma_0$ encloses $\kappa' W_\gamma$ for a suitable choice of $\kappa, \kappa' > \rho_*$. The desired results like (4.3) and (4.4) for this initial data follows from comparison principle and behavior of solutions starting from $\kappa W_\gamma$ or $\kappa' W_\gamma$. \quad \Box

**Remark 4.2.** In [29, Theorem 6.1], a more general equation like

$$V = v_1(n, A) + \sigma M(n) \quad \sigma > 0, M > 0$$

is handled under the assumptions that $v_1$ is monotone nondecreasing in the second fundamental form $A$ in the direction of $n$ and positively homogeneous of degree one in $A$, i.e., $v_1(n, \lambda A) = \lambda v_1(n, A)$, $\lambda > 0$ not necessarily linear. This case can be handled in our setting. The crucial step is to obtain a Lipschitz bound where we have used

$$-\sum_{i,j} \frac{\partial F}{\partial x_{ij}} X_{ij} = u_t - \sigma M(-\nabla u) - r.$$

Fortunately, this equality still holds if $v_1$ satisfies the Euler equation, i.e.,

$$\sum_i \frac{\partial F}{\partial p_i} p_i = f$$

for homogeneous functions.
5. Unscaled asymptotic profile

5.1. Large time convergence of a solution. We next try to find an unscaled asymptotic profile in the sense that we seek a function $w$ such that for any ball $B$

$$\sup_{x \in B} |u(x, t) - Rt - w(x)| \to 0,$$

as $t \to \infty$. Here, $(w, R)$ satisfies a stationary problem $R + F(\nabla w, \nabla^2 w) = r(x)$ in $\mathbb{R}^n$. We emphasize here that, in general, solutions to this stationary problem are not unique even up to additive constants. See examples in [30, Chapter 6] for instance. Therefore, the convergence (5.1) is not trivial in general. Such a problem is well studied in the first order model. It was started by [31] and [12]. The problem is especially well studied for the Hamilton-Jacobi equations $u_t + H(x, \nabla u) = 0$ for convex Hamiltonian $H$ in a periodic setting. For $\mathbb{R}^N$ setting, see the work of H. Ishii [28]. These results are based on approach by dynamical systems. There is a PDE approach by G. Barles and P. E. Souganidis [2] which covers some class of non convex Hamiltonian. However, for the second-order problems less is known especially parabolicity is degenerated. Recently, nonlinear adjoint method introduced by L. C. Evans [10] is adjusted to apply such a kind of problems of large time behavior by F. Cagnetti, D. Gomes, H. Mitake and H. V. Tran [4]. This method allows some degenerate second order term but it does not apply to our second model because the degeneracy depends on a solution. The reader is referred to a recent nice survey [30] for more details and references.

For the solution $u$ to the initial value problem of (3.1), what we know is that $u(x, t) - Rt$ converges locally uniformly as $t \to \infty$ to some function $w$ by taking a subsequence because of Lipschitz bound. Moreover, $w$ solves $R + F(\nabla w, \nabla^2 w) = r(x)$. However, such an equation is not well studied even under periodic setting. Therefore, the full convergence (5.1) is not yet known.

We finally point out that the asymptotic speed $R$ is independent of the choice of initial data but the profile may depend on the initial data in a nonlinear way. Therefore, a key question here could be how $w$ depends on $u_0$. For the first order case with a convex Hamiltonian, a representation formula for $w$ is given by A. Davini and A. Siconolfi [9], where the values of initial data on the Aubry set and the infimum stability of viscosity solutions essentially play a role. In second order case, this question is rather open even in case when the equation is linear in $\nabla^2 u$. Also, in first order case, if the Hamiltonian is non-convex, then it is hard to study the structure of the above stationary problem and it is rather open, as the weak KAM theory does not work well under such situation.

5.2. Some open problems. We conclude this paper to give a couple of open problems.

**Problem 1.** Show the full convergence (5.1) even if the equation is isotropic like

$$u_t - (\text{div} (\nabla u/|\nabla u|) + 1)|\nabla u| = r(x).$$
Study the uniqueness set for equation $R + F(\nabla w, \nabla^2 w) = r(x)$, the dependence of $w$ in (5.1) on the initial data $u_0$ in the case of second order equations.

**Problem 2.** Show the existence of $R$ when $r$ is discontinuous. Study how $R$ depends on $r$ both qualitatively and quantitatively.

In crystal growth problems, it is important to know how the growth rate depends on configuration of sources, i.e., geometric configuration of $E$ when $r = c(x)1_E$ with some positive function depending on $x$; see [33], [34] for spiral growth. Several examples are studied in [23].

**Problem 3.** How regular is the solution $u$ when $r \geq 0$ is regular and initial data is zero?

These problems are very natural goals to derive unscaled asymptotic profile. The next problems are related to crystalline flow.

**Problem 4** (Crystalline flow). Prove that if $u_j$ is a viscosity solution of (3.1) with crystalline $\gamma$, so is its locally uniform limit $u$ as $j \to \infty$.

This is only proved in $N = 2$ in [14]. The problem for $N \geq 3$ is that definition in [24], [25] is not stable under such a limiting procedure. Once this is settled, an explicit solution given in Theorem 3.2 is also the maximal viscosity solution for crystalline case when $N \geq 3$.

**Problem 5.** It seems that the spatially Lipschitz bound should be true for crystalline spreading law. Extend Lemma 3.4 to crystalline case.

If so, this would yield the existence of the asymptotic speed for crystalline case.

We conclude this paper by pointing out that there are several potential applications of birth and spread models to other fields not limited in the field of crystal growth by considering various spreading laws. In this paper, we consider the spreading law $V = M(n)(aH_\gamma + \sigma)$ but it is interesting to consider more general spreading law as $V = g(n, H_\gamma)$. For example, in [23] formation of volcano profile is explained by taking inverse curvature like flow as the spreading law. It is worth to study above problems in these more general setting.
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