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Mechanism of yellow luminescence in GaN at room temperature
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We investigated the excitation intensity (Φ) dependent photoluminescence (PL), at room temperature (RT), from GaN-based metal-insulator-semiconductor structures under gate bias (V_G) from accumulation to deep depletion resulting in variations of the space charge region width. We found that depending on V_G, different Φ-dependencies of the YL band energy position (blueshift or redshift), shape (band enlargement or narrowing) and intensity (signal saturation) can be obtained. In order to explain such an unusual YL behavior, we developed a phenomenological PL model, which is based on the solution of the three-dimensional Poisson’s equation, current continuity equations and rate equations, and which takes into account the grain structure of GaN layers and the contribution of interface regions into recombination processes. Our model reproduced well the experimental Φ-dependencies of the YL band intensity. It also predicts that YL arises from the donor-acceptor pair (DAP) recombination in very limited areas (width of several nanometers) inside the depletion regions related to grain/grain interfaces and external crystal surfaces. On this basis, we showed that V_G-controlled Φ-dependencies of the YL peak position and shape, can be well explained if we assume that YL is due to DAP-type transitions, in which the final state consists of the Coulomb interaction and strong interaction between the dipole moment of ionized DAP and the depletion region electric field. This recombination mechanism can play a significant role at RT, but should be negligible at low temperatures, where one can expect the significant reduction of interface barriers under illumination.

Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4975116]

I. INTRODUCTION

Photoluminescence (PL) was widely used as a key tool to study the material properties of wide band gap semiconductors (WBGS) like GaN, which plays a crucial role in technology of light-emitting¹ and high-power electronic devices.² The most controversial and often observed in PL spectrum of GaN is the broad yellow luminescence (YL) band, whose source still remains a puzzle.³–¹¹ Generally, YL in GaN is interpreted in terms of two fundamental recombination mechanisms: (i) donor-acceptor pair (DAP) transitions, in which the final state (ionized pair) is determined by the Coulomb interaction¹²–¹⁵ and (ii) free-to-bound (eA) type transitions.³,¹⁶,¹⁷

However, in this work, we demonstrate that (1) YL in GaN at room temperature (RT) can arise as a result of DAP-type transitions, in which the final state is determined by not only the Coulomb interaction but predominately by the strong interaction between the dipole moment of the ionized DAP and the electric field in the depletion region, and (2) broadening of the YL band at RT can be due to the angular distribution of dipole moments with respect to the electric field. In this purpose, we carried out the systematic measurements of the excitation intensity (Φ) dependencies of PL spectra from GaN-based metal-insulator-semiconductor (MIS) structures at the different gate bias (V_G) controlling the space charge region (SCR) width (W_SCR). To the best of our knowledge, no similar studies had been conducted for GaN. We observed that depending on V_G, different Φ-dependencies of the YL band energy position (blueshift or redshift), shape (band enlargement or narrowing) and intensity (signal saturation) can be obtained. In order to explain such an unusual YL behavior, we developed a phenomenological model, which is based on the solution of the three-dimensional (3D) Poisson’s equation, current continuity equations and rate equations, and which takes into account the grain structure of a GaN layer and the contribution of interface regions into the recombination processes.

II. EXPERIMENT

The schematic illustration of the investigated GaN-based MIS structure and gated-PL measurement is shown in Fig. 1. The MIS structures were fabricated using intentionally undoped n-GaN films with a free electron concentration N_d = 10¹⁷ cm⁻³ and thickness of 2.5 μm grown by means of metalorganic chemical vapor deposition (MOCVD) technique on a sapphire substrate. The GaN layers were passivated with Al₂O₃ atomic layer deposition (ALD) insulating film (thickness of 20 nm). In the passivation process, a two-step approach was applied, namely, at first, the coverage with a 10 nm thick SiN protection film deposited by electron cyclotron resonance chemical vapor deposition (ECR CVD) to avoid GaN damages during ohmic contact annealing, followed by removal of this film, and subsequent deposition of Al₂O₃. The ohmic contacts were ring-shaped Ti/Al/Ti/Au
(20/50/20/50 nm) multilayers and the gate contacts were Ni/Au (50 nm) circles with diameters from 200 to 500 μm. An ohmic annealing was carried out at 830 °C for 2 min in nitrogen atmosphere. More details on fabrication and processing, one can find in Ref. 18. The steady-state PL measurements were carried out using a 325 nm continuous wave He-Cd laser at RT. The focused light spot was limited to the gate area and the possible heating of the sample due to UV-light irradiation is negligible.

NBE PL is the same for both excitations, which suggests that the peak position (PP) of one can note, that the peak position (PP) of NBE PL is the same for both excitations, which suggests that the possible heating of the sample due to UV-light irradiation is negligible.

III. EXPERIMENTAL RESULTS

A. PL from unbiased MIS structure

Before the gated-PL measurement, we performed the basic PL characterization of the GaN MIS structure with an unbiased gate, at RT. In Fig. 2, we presented the PL spectrum in the whole emission region under Φ = 10^{18} photon/(cm^2 s). This spectrum consists of a broad yellow luminescence (YL) band in the range from 1.6 to 2.8 eV and near-band edge (NBE) PL in the UV range from 3.2 to 3.6 eV. The integrated PL intensity (IPL) ratio of the NBE peak to the YL band is equal to about 0.2. In addition, in the inset of Fig. 2, we displayed, for comparison, two normalized PL spectra in the UV range under low and high excitations, i.e., Φ = 10^{15} photon/(cm^2 s) and Φ = 10^{18} photon/(cm^2 s), respectively. One can note, that the peak position (PP) of NBE PL is the same for both excitations, which suggests that the possible heating of the sample due to UV-light irradiation is negligible.

FIG. 2. Room-temperature photoluminescence spectrum of unbiased GaN-based MIS structure under Φ = 10^{18} photon/(cm^2 s). In the inset-normalized PL spectra in the UV range under Φ = 10^{15} photon/(cm^2 s) (solid line) and Φ = 10^{18} photon/(cm^2 s) (dashed line).

B. PL from biased MIS structure

FIG. 3 presents the evolution of YL band with Φ, recorded at RT, under biases from accumulation to deep depletion, i.e., V_G = 1, −0.5, and −3 V. The Φ-dependencies of PP and IPL of this band, at different V_G, are summarized in Fig. 4. Upon all applied biases, from 1 V to −3 V, when the structure was illuminated by Φ = 10^{14} photon/(cm^2 s) PP of YL was centered at the same energy of 2.2 eV (Figs. 3 and 4(a)). Under the increasing Φ, in the case of the structure biased to accumulation, we observed a shift of the YL band towards the lower energy (redshift) with narrowing of the full width at half maximum (FWHM) as shown in Figs. 3(a) and 4(a). On the other hand, in the case of the structures biased to depletion and deep depletion, the bias dependent and opposite shifts as well as the changes in FWHM of YL band with increasing Φ were obtained. Namely, under depletion conditions, the YL band is shifted to the higher energy (blueshift) with a widening of FWHM (shown in Figs. 3(b) and 4(a)) whereas under deep depletion conditions, the YL band exhibits a redshift and narrowing of FWHM (Figs. 3(b) and 4(a)). The blueshift is the largest for V_G around VT and is gradually reduced for V_G close to V_FB, whereas the redshift is the largest around V_G = −3 V and decreases towards VT. Furthermore, we observed the strong variations in the Φ-dependencies of IPL of YL under different V_G. Namely, for more negative V_G, the saturation of YL band occurs under lower Φ. In addition, the slope of IPL curves, in the weaker excitation range, is more pronounced at less negative V_G, as shown in Fig. 4(b). Moreover, we noticed that in some Φ ranges, the more negative V_G inducing a widening of W_SCR caused a dramatic increase of the intensity of YL band, which is totally in contradiction to the dead layer model, and some Φ ranges where the band intensity behaves upon changing V_G according to the dead layer model.

It is evident that eA type transitions as well as DAP transitions, in which the final state is determined by the Coulomb interaction, cannot explain the behavior of YL band, in particular, the redshift of the band PP with increasing Φ. On the other hand, the potential fluctuations due to the random distribution of charged defects could explain only some observations in our experiment, e.g., large shifts of PP. However, the presence of such fluctuations in undoped...
n-GaN samples is of low probability. Furthermore, we excluded the surface related YL mechanisms because of an U-shaped continuum of non-radiative interface states existing at the Al2O3/GaN interface. Moreover, it is evident that the obtained dependencies of *I* *PL* cannot be explained by models based on the "dead layer" assumption (lack of radiative recombination in the depletion region). Therefore, an entirely new mechanism of YL is needed to explain our results.

**IV. MODEL**

In order to clarify the mechanism of YL, we proposed the following model schematically illustrated in Fig. 5.

Let us consider a passivated semiconductor layer with the columnar grain structure, which is often observed in cross-sectional transmission electron microscopy (TEM) micrographs of GaN like in the image displayed in Fig. 5. The considered layer thickness is L and the length is equal to width *W* = *lS*, where *l* is the number of grains, and *S* is the grain dimension. Then, let us assume that the layer contains: (i) shallow donors (SD) with the concentration *N* *SD* and binding energy *E* *SD*, (ii) deep acceptors (DA) with the concentration *N* *DA* and binding energy *E* *DA*, (iii) non-radiative centers with the binding energy *E* *T* and (iv) interface states at the insulator/semiconductor (I/S) interfaces with the density distribution *D* *I/S*(E) and at the grain-grain (G/G) interfaces with the density *D* *G/G*(E). Let us also assume that the interface states at I/S and G/G interfaces consist of both donor-like states distributed in the lower part of the band gap and acceptor-like ones in the upper part, which are separated by the charge neutrality level *E* *CNL* (for GaN, *E* *CNL* = *E* *C* − 1.1 eV, where *E* *C* is the bottom of the conduction band (CB)).

In the dark, the negatively charged acceptor-like interface states induce the band bending at I/S and G/G interfaces, as shown in the insets in Fig. 5. Upon the UV illumination, the excess carriers are generated at a rate *G* exponentially decayed from the I/S interface according to the Lambert-Beer law, i.e., *G(x) = G(0) exp(−*x* *a* · *x*)*, where *G*(0) is the generation rate at the I/S interface, *x* *a* = 1.2 × 10<sup>5</sup> cm<sup>−1</sup> is the absorption coefficient for GaN at 325 nm, and *x* is the distance from the I/S interface. The excited carriers become separated in the depletion layer, i.e., electrons are

---

**FIG. 3.** Evolution of the normalized PL spectrum from a GaN based MIS structure with *Φ* increasing from 10<sup>14</sup> to 10<sup>18</sup> photon/(cm<sup>2</sup> s) with a step of one order of magnitude, at RT and under *V* *G* = 1 V (accumulation) (a), *V* *G* = −0.5 V (depletion) (b), and *V* *G* = −3 V (c) (deep depletion).

**FIG. 4.** PP (a) and *I* *PL* (b) of the YL band from GaN based MIS structure as a function of *Φ* at RT under different *V* *G*. Dashed lines were calculated using Eq. (31). Solid lines are from a numerical solution of Eqs. (5)–(12) with the fitting parameters from Table I.
According to the Shockley-Read-Hall (SRH) statistics, the cross sections for electron ($\sigma_{n_{G/S}}$) and hole capturing ($\sigma_{p_{G/S}}$), respectively, and $D_{G/G}(E)$, is valid for $U_{G/G}$.

The carriers can also recombine radiatively through free excitons and band-to-band transitions giving rise to the NBE PL via defects as well as non-radiatively through defects by a SRH mechanism\(^{27}\) with a rate $U_{SRH}$ given by the formula

$$U_{SRH} = \frac{\eta p}{\tau_n n_1 + \tau_p p_1},$$

where $\tau_n$ and $\tau_p$ are the lifetimes of electrons and holes, respectively; $n$ and $p$ are the electron and hole concentrations, respectively; $n_1(E_T) = N_C \exp[(E_T - E_C)/(kT)]$ and $p_1(E_T) = N_V \exp[(E_V - E_T)/(kT)]$.

Moreover, let us assume that the radiative recombination via defects may occur by DAP-type transitions involving SD and DA and by eA type transitions involving CB and DA. Furthermore, according to Colbow,\(^{28}\) let us assume that the DAP recombination rate coefficient $B_{DAP}$ is dependent on the depletion region electric field strength ($F$) and thus expressed by\(^{28}\)

$$B_{DAP} = \left(\frac{B_{DAP}}{R_1}\right)[1 - 8\Theta R_1^{-0.5} \exp(-\beta)],$$

where $B_{DAP}$ is the proportionality constant, $\Theta = qF_{d4}/(2E_{SD})$, $R_1 = R/R_d$ where $R$ is the mean distance between DAPs and $R_d$ is the effective Bohr radius, $q > 0$ is the elementary charge, and $\beta$ is expressed by

$$\beta = \int_{\eta_1}^{2R_1} (1 - 2/\eta - 4/\eta^2 - 4\Theta \eta)^{0.5} d\eta,$$

where $\eta_1$ is determined from a condition that the integrand in Eq. (4) is equal to zero. One can note that in the region where $F = 0$, $B_{DAP}$ is approximately equal to $B_{DAP} \exp(-R_1)$, which is the probability of recombination in the Thomas-Hopfield model of DAP.\(^{29}\)

The model equations are based on the 3D Poisson’s equation, current continuity equations and rate equations describing the change of the concentration of defects at different charge states. The model equations in a semiconductor layer are as follows:

$$\nabla^2 \psi = - \frac{q}{\varepsilon_{GS}} \left( p - n + N_{SD}^+ - N_{DA}^+ \right), \tag{5}$$

$$\frac{dn}{dt} = \frac{1}{\varepsilon_{GS}} \nabla J_n + G + I_{SD} N_{SD}^0 - B_{Bnp} - U_{SRH} - C_{SD} n_{SD}^+ - B_{FB} n_{DA}^0, \tag{6}$$
\[
\frac{dp}{dt} = -\frac{1}{q} \nabla p + G + I_{DA} N_{DA}^0 - B_B p
\]
\[
-U_{SRH} - C_{DA} N_{DA} p
\]
(7)
\[
J_n = -q n \mu_e \nabla V + q D_p \nabla n
\]
(8)
\[
J_p = -q p \mu_h \nabla V - q D_p \nabla p.
\]
(9)
\[
\frac{dN^0_{DA}}{dt} = C_{DA} N_{DA}^0 p - I_{DA} N^0_{DA} - B_{DB} p N_{DA} N_{SD}^0
\]
\[
-B_{FB} n N^0_{DA}.
\]
(10)
\[
\frac{dN^0_{SD}}{dt} = C_{SD} n^0_{SD} - I_{SD} N^0_{SD} - B_{DP} N_{DA} N_{SD}^0
\]
(11)
where \( V \) is the electric potential, \( \epsilon_s \) is the relative semiconductor permittivity, and \( \epsilon_0 \) is the vacuum permittivity; \( N_{SD}^0, N_{SD}^+, N_{DA}^-, N_{DA}^+, \) and \( N_{DA} \) are the concentrations of defects at different charge states and \( N_{SD} = N_{SD}^++N_{SD}^- \), \( N_{DA} = N_{DA}^++N_{DA}^- \); \( \mu_e \) and \( \mu_h \) are the mobilities of electrons and holes, respectively; \( k \) is the Boltzmann constant, \( D_n = \mu_n kT \) and \( D_p = \mu_p kT \) are the diffusion constants for electrons and holes, respectively; \( C_{DA} \) and \( I_{DA} \) are the DA hole-capture and emission coefficients, respectively and \( I_{DA} = C_{DA} N_V \exp\left(\frac{-E_{p}^0}{kT}\right) \), \( C_{SD} \) and \( I_{SD} \) are the SD electron-capture and emission coefficients, respectively and \( I_{SD} = C_{SD} N_C \exp\left(\frac{-E_{p}^0}{kT}\right) \), \( N_C \) and \( N_V \) are the effective state densities in CB and VB, respectively; \( B_{FB} \) is the free-to-bound (FB) recombination coefficient for DA, \( B_B \) is the coefficient for NBE recombination, which includes free exciton and band-to-band transitions.

The model equation in the insulator is the Laplace’s equation:
\[
\nabla^2 V = 0.
\]
(12)
The above Equations (5)–(12) are solved self-consistently for the stationary case using the finite element method with Neumann boundary conditions at the interfaces determined by the sheet charge density at the I/S interface. (\( Q_{I/S} \)) and G/G interface (\( Q_{G/G} \)) as well as by \( U_{I/S} \) and \( U_{G/G} \). For instance, at the I/S interface, the boundary conditions take the form
\[
\epsilon_0 \epsilon_s F_{sem} - \epsilon_0 \epsilon_s F_{ins} = Q_{I/S},
\]
(13)
\[
J_n = -q U_{I/S},
\]
(14)
\[
J_p = q U_{I/S},
\]
(15)
where \( \epsilon_s \) is the insulator permittivity, subscripts “sem” and “ins” denote the semiconductor and the insulator, respectively. \( Q_{I/S} \) is expressed by
\[
Q_{I/S} = \frac{q}{\epsilon_0 \epsilon_s} \int_{E_V}^{E_C} D_{I/S}(E) \left(1-f_{I/S}\right) dE - \int_{E_C}^{E_{CN}} D_{I/S}(E)f_{I/S} dE.
\]
(16)
where \( f_{I/S} \) is the occupation function of interface states at the I/S interface. \( f_{I/S} \) is expressed by the following formula:
In the case of the MIS structure, we assumed that the gate is distributed over the entire insulator surface, and the equations were solved with the additional Dirichlet type boundary conditions, i.e., \( V = V_G \) at the gate and \( V = 0 \) at the ohmic contact. The solutions of the model equations are 3D spatial distributions of \( V, n, p, N_{SD}, N_{SD}^+, N_{DA}^-, N_{DA}^+, \) and \( N_{DA} \). On this basis, we calculated the distribution of the recombination rates of: (i) DA and FB processes related to DA as \( U_{DA} = U_{FB} + U_{DAP} \), where \( U_{FB} = B_{FB} N_{DA} N_{SD}^0 \) and \( U_{DAP} = B_{DP} N_{DA} N_{SD}^0 \) and (ii) NBE recombination as \( U_{NBE} = B_B p ).

Then, we derived the number of photons per second emitted due to recombination through DA and due to NBE recombination from the whole sample (\( I_T \)) and from different sample regions, as marked in the scheme in Fig. 5, namely, from SCR related to the G/G interface (region A) (\( I_{SCR}^A \)), SCR related to both the G/G and I/S interfaces (region B) (\( I_{SCR}^B \)), SCR related to the I/S interface (region C) (\( I_{SCR}^C \)) and from the bulk region (\( I_{bulk} \)). For the calculation of \( I_T \) we used the following relationship: \( I_T = C_R \left( I_{SC}^A + I_{SC}^B + I_{SC}^C + I_{bulk} \right) \), where \( i = DA \) or NBE and \( C_R \) is the geometrical factor related to the used measurement system. The values of \( I_{SC}^A, I_{SC}^B, I_{SC}^C \), and \( I_{bulk} \) were calculated similarly as \( I_T \) with the integration limits determined by the corresponding SCR size. It is also evident that the following relationship is fulfilled: \( I_T = I_{SC}^A + I_{SC}^B + I_{SC}^C + I_{bulk} \).

V. COMPARISON WITH EXPERIMENT AND DISCUSSION
First, we performed the theoretical calculations of \( I_T \) vs. \( \Phi \) under different \( V_G \), at RT, using the developed phenomenological model described in Sec. IV and then compared, by means of fitting, the obtained \( I_T(\Phi) \) dependencies with experimental \( I_T(\Phi) \) ones from Fig. 4(b). In the calculations, we used a set of model parameters related to both the bulk and surfaces/interfaces of the GaN MIS structure as well as the structure dimensions. The interface parameters were assumed according to the literature studies. Namely, the parameters of Al₂O₃/GaN interface, i.e., \( D_{I/S}(E) = 10^{11} \text{ cm}^{-2} \text{ eV}^{-1} \) and \( \sigma_{n/I/S} = \sigma_{p/I/S} = 10^{-16} \text{ cm}^2 \), were recently obtained by our group using the photo-electric methods. The G/G interface parameters, i.e., \( D_{G/G}(E) = 10^{11} \text{ cm}^{-2} \text{ eV}^{-1} \) and \( \sigma_{n/G/G} = \sigma_{p/G/G} \approx 10^{-15} \text{ cm}^2 \), were taken from the photo-conductance studies. On the other hand, the grain dimension was \( S = 500 \text{ nm} \), as estimated from the cross-sectional TEM micrographs (Fig. 5), and the GaN layer thickness was \( L = 2.5 \mu\text{m} \). Furthermore, since the fitting procedure was not sensitive to the value \( l > 16 \), we assumed \( l = 16 \) in order to optimize the calculation time. Similarly, the values of \( E_{DA} \) and \( E_T \) had a negligible influence on the simulation results, because of the lack of emission of electrons or holes from these levels at RT, therefore \( E_{DA} = E_T = 1 \text{ eV} \) were arbitrarily introduced. We also assumed \( E_{SD} = 30 \text{ meV} \) (which is a typical value for shallow donors in undoped GaN) and \( N_{SD} = N_e \). The value of the bimolecular recombination coefficient \( B_B = 10^{-8} \text{ cm}^3 \text{s}^{-1} \) was taken from Ref. 32. The material
parameters of GaN were assumed according to Ref. 2, as follows: \( \mu_n = 1200 \text{ cm}^2/(\text{V s}) \), \( \mu_p = 10 \text{ cm}^2/(\text{V s}) \), \( \epsilon_s = 10.35 \), \( N_C = 2.3 \times 10^{18} \text{ cm}^{-3} \), and \( N_V = 1.8 \times 10^{19} \text{ cm}^{-3} \). The other parameters, i.e., \( N_{DA} \), \( C_{DA} \), \( B_{FB} \), \( B_{DAP} \), \( C_{SD} \), \( R \), \( \tau_p \), and \( \tau_n \) were obtained from the fitting. Based on the recently reported first-principle calculations\(^{33,34} \) and electrical measurements\(^{35,36} \), we were able to estimate fairly narrow ranges of reasonable values, in which the fitted parameters could be changed, i.e., \( N_{DA} \) from \( 10^{14} \) to \( 10^{16} \text{ cm}^{-3} \), \( C_{DA} \) from \( 10^{-10} \) to \( 10^{-7} \text{ cm}^2/\text{s} \), and \( C_{SD} \) from \( 10^{-10} \) to \( 10^{-7} \text{ cm}^2/\text{s} \). The obtained values of fitted parameters could result from the fact that in our model, the average donor–acceptor distance \( R \) is less than \( 10^{-13} \text{ cm}^3/\text{s} \), where \( N_t \) is the total impurity concentration (a sum of donor and acceptor concentrations). Since in our case (undoped n-type GaN) the donor concentration is much higher than the acceptor concentration, thus \( R \) should be less than \( N_t^{-1/3} \approx 20 \text{ nm} \). As a result, \( R \) was changed from \( 3 \text{ nm} \) to \( 20 \text{ nm} \).

The multi-parameter fitting of \( I_T(\Phi) \) curves to the measured \( I_{PL}(\Phi) \) dependencies was realized using a genetic algorithm\(^{37} \) based method. The obtained values of fitted parameters are displayed in Table I. As it is evident from Fig. 4(b), the theoretical calculations of \( I_T \) vs. \( \Phi \) well reproduced the experimental \( I_T \)-dependencies of \( I_{PL} \) under various \( V_G \). However, one can note that the values of fitted parameters \( B_{FB} \) and \( B_{DAP} \), are different (by about two orders of magnitude) than those reported in the literature, for example, by Reschikov et al.\(^{38-40} \) On the other hand, the values of \( C_{DA} \) and \( C_{SD} \) of the order of \( 10^{-7} \text{ cm}^2/\text{s} \) are with a good agreement with the data by Reschikov et al.\(^{38-40} \) It should also be noted that the determined \( N_{DA} \) of the order of \( 10^{15} \text{ cm}^{-3} \) is also consistent with the values reported by Reschikov et al.\(^{38,39} \). Furthermore, the obtained \( \tau = 10^{-7} \text{ s} \) lies in the range of the reported experimental values of \( \tau \) for GaN\(^{41-43} \) from \( 10^{-9} \text{ s} \) to \( 10^{-8} \text{ s} \). The difference in values of \( B_{FB} \) and \( B_{DAP} \) parameters can result from the fact that in our model, we took into account the recombination in the depletion regions. It should also be noted that we do not claim that the values of parameters obtained from the fitting are unique or very precise. They should be rather treated as illustration that our phenomenological model with reasonable values can predict an unusual behavior of PL from GaN both under \( V_G \) and \( \Phi \) changing in wide ranges. In particular, the proposed model predicted the \( V_G \)-controlled saturation of YL intensity and a drastic increase of the YL band intensity vs. more negative \( V_G \) (leading to enlargement of the depletion layer width), which is totally in contradiction with the dead layer model.

From the comparison of the calculated dependencies \( I_T \) vs. \( \Phi \) and experimental dependencies of \( I_{PL} \) vs. \( \Phi \) we found, as shown in Fig. 4(b), that \( I_T \) is approximately equal to: (i) \( I_{SCR}^A \) (because of the inequality \( P_{exc}^{F} + P_{exc}^{I} + P_{ab}^{I} < 0.01 \)), when the structure is biased into accumulation, which would mean that YL comes from the depletion regions related to the G/G interfaces, as it is seen from the cross-section distributions of \( U_{DA} \) in Fig. 6(a), (ii) \( I_{SCR}^B \) (because of the inequality \( P_{exc}^{F} + P_{exc}^{I} + P_{ab}^{I} < 0.01 \)), when the structure is biased to depletion, which would mean that YL originates from the depletion region parts common to G/G and I/S interfaces, as shown in Fig. 6(b) and (iii) \( I_{SCR}^C \) (because of the inequality \( P_{exc}^{F} + P_{exc}^{I} + P_{ab}^{I} < 0.01 \)), when the structure is biased to deep depletion, which would mean that YL comes from the depletion regions related to the I/S interface, as can be seen from Fig. 6(c). Furthermore, the detailed analysis of \( U_{DA} \) (Fig. 6) showed that in all these cases YL would not originate from

![Fig. 6](image-url)
the entire depletion region but mainly from the very limited narrow areas of these regions with a thickness of several nanometers. It should be noted that the calculations also indicate that in opposition to YL, NBE PL for all \( V_G \) originates mainly from the areas outside the depletion regions, as it is seen from the cross-section distributions of \( U_{NBE} \) in Fig. 7.

It is evident that the obtained result concerning YL is totally opposed to the conventional wisdom that PL mostly comes from areas outside the depletion regions. However, this result can be well understood based on simple rate equations (Eqs. (10) and (11)) describing the change of the concentration of defects at different charge states. Namely, in the stationary case, where \( dN_{DA}^0/dt = 0 \) and \( dN_{SD}^0/dt = 0 \), and neglecting \( I_{DA} \) in Eq. (10) (because of the lack of emission of holes from DA at RT), \( N_{DA}^0 \) and \( N_{SD}^0 \), from Eqs. (10) and (11), can be expressed as follows:

\[
N_{SD}^0 = \frac{C_{SD}N_{SD}n}{I_{SD} + B_{DA}N_{DA}^0 + C_{SD}n}, \tag{18}
\]

\[
N_{DA}^0 = \frac{C_{DA}N_{DA}P}{C_{DA}P + B_{FB}n + B_{DA}N_{SD}^0}. \tag{19}
\]

It can be easily shown that in the denominator in Eq. (18), the following relationship is fulfilled at RT: \( I_{SD} \gg B_{DA}N_{DA}^0 + C_{SD}n. \) Namely, at this condition, for \( E_{SD} = 30 \text{ meV}, \exp(-E_{SD}/kT) \approx 1/3 \) and thus \( I_{SD} \approx C_{SD}N_C/3. \) Therefore, we have that \( N_C \gg 3(B_{DA}N_{DA}^0/C_{SD} + n). \) Because \( C_{SD} > B_{DA} \) and \( N_{DA}^0 \ll N_d \) for n-type GaN, we obtained that \( B_{DA}N_{DA}^0/C_{SD} \ll N_d. \) Furthermore, it is evident that \( n \ll N_d. \) Taking into account that in our case \( 3N_d \ll 0.5N_C, \) we can write that \( 3(B_{DA}N_{DA}^0/C_{SD} + n) \ll N_C, \) which ends the proof. On this basis, Eq. (18) takes the form

\[
N_{SD}^0 \approx \frac{C_{SD}N_{SD}n}{I_{SD}}. \tag{20}
\]

In GaN, there exists high interface electric fields of the order of magnitude of \( 10^5 \text{ V/cm}. \) Such fields strongly attract almost all photo-holes towards the interfaces and repel electrons from the interfaces towards the bulk. In consequence, a very high \( p \) and \( n \) gradients between the interface and the bulk are induced, i.e., negligible/high \( p \) in the bulk/near the interface, respectively and high/negligible \( n \) in the bulk/near the interface, respectively, as shown in Fig. 8(a). Due to such distributions of \( p \) and \( n \), we can distinguish two regions (Fig. 8(a)), namely, region I, extending from the interface to the point \( x_1, \) in which \( n \ll p \) and region II, extending from \( x_2 \) to the bulk, in which \( n \gg p. \) It should be noted that both \( x_1 \) and \( x_2 \) points are located inside the depletion layer.

For region I, we can show that the following inequality (see the denominator in Eq. (19)) is fully satisfied:

\[
C_{DA}P \gg B_{FB}n + B_{DA}N_{SD}^0. \tag{21}
\]

Namely, the above inequality can be written as follows:

\[
p \gg B_{FB}n/C_{DA} + B_{DA}N_{SD}^0/C_{DA}. \tag{22}
\]

Because \( C_{DA} > B_{FB}, \) then \( B_{FB}n/C_{DA} < n. \) On the other hand, using \( I_{SD} \approx C_{SD}N_C/3 \) and Eq. (20), we can write that

\[
B_{DA}N_{SD}^0/C_{DA} \approx 3B_{DA}N_{SD}n/(C_{DA}N_C). \]

From the fact that \( C_{DA} > B_{DA} \) and \( 3N_{SD} \ll N_C, \) it follows that \( 3B_{DA}N_{SD}n/(C_{DA}N_C) < n. \) Therefore, we find that \( B_{FB}n/C_{DA} + B_{DA}N_{SD}^0/C_{DA} < 2n. \) Because \( 2n < p \) (\( p \) is several orders larger than \( n \) in region I) thus \( p \gg B_{FB}n/C_{DA} + B_{DA}N_{SD}^0/C_{DA}. \) On this basis, Eq. (19) in region I takes the simple form

\[
N_{DA}^0 \approx N_d. \tag{23}
\]

This means that in region I, all DA are neutral as can be seen in Fig. 8(a), which shows the calculated depth distribution of \( N_{DA}^0. \)

![FIG. 7. Calculated cross-section distributions of \( U_{NBE} \) under \( \Phi = 10^{15} \text{ photon/cm}^2 \text{s} \) shown for two grains in the case of a structure biased to accumulation \( (V_G = 1 \text{ V}) \) (a), depletion \( (V_G = -0.5 \text{ V}) \) (b) and deep depletion \( (V_G = -1 \text{ V}) \) (c). Dashed lines mark the border of depletion regions.](image-url)
For region II \((n \gg p)\), we can prove that opposite relationship \(p \ll B_{FB}/C_{DA} + B_{DAP}N_{SD}^{0}/C_{DA}\) is satisfied. Namely, assuming that \(B_{FB} \geq 10^{-12} \text{cm}^2/\text{s}, B_{DAP} \geq 10^{-12} \text{cm}^2/\text{s},\) and \(C_{DA} \leq 10^{-7} \text{cm}^3/\text{s}\), we obtain that \(B_{FB}/C_{DA} \geq 10^{-5} n\) and \(B_{DAP}N_{SD}^{0}/C_{DA} \geq 10^{-5} N_{SD}^{0}\). Taking into account that in region II \(10^{-7} n \gg p\) and \(10^{-5} N_{SD}^{0} \gg p\), we find that \(B_{FB}/C_{DA} + B_{DAP}N_{SD}^{0}/C_{DA} \gg 2p\), which ends the proof. Using this inequality and Eq. (20), Eq. (19) in region II can be approximately written as follows:

\[
N_{DA}^{0} \approx \frac{C_{DA}N_{DA}N_{C}p}{B_{FB}N_{C} + 3B_{DAP}N_{SD}n}. \tag{24}
\]

From the above equation, it follows that \(N_{DA}^{0}\) in region II strongly decreases, as shown in Fig. 8(a), first due to the rapid decrease of \(p\) and increase of \(n\) and subsequently due to the constant \(n\) and decrease of \(p\).

Taking into account Eqs. (20), (23), and (24), we can express \(U_{DAP}\) and \(U_{FB}\) as follows.

In region I:

\[
U_{FB} = B_{FB}N_{DA}N_{C}^{0} \approx B_{FB}N_{DA}n, \tag{25}
\]

\[
U_{DAP} = B_{DAP}N_{DA}N_{C}^{0} \approx \frac{3B_{DAP}N_{DA}N_{SD}}{N_{C}}n. \tag{26}
\]

In region II:

\[
U_{FB} \approx \frac{B_{FB}C_{DA}N_{DA}N_{C}}{B_{FB}N_{C} + 3B_{DAP}N_{SD}} p, \tag{27}
\]

\[
U_{DAP} \approx \frac{3B_{DAP}N_{DA}C_{DA}N_{DA}}{N_{C}B_{FB} + 3B_{DAP}N_{SD}} p. \tag{28}
\]

The above Eqs. (25)–(28) indicate that \(U_{FB}, U_{DAP}\), and thus also \(U_{DA} = U_{DAP} + U_{FB}\), increases, like \(n\), from the interface to the point \(x_{1}\), and strongly decreases, like \(p\), from the point \(x_{2}\) to the bulk, as shown in Fig. 8(b). From this it follows that \(U_{FB}, U_{DAP},\) and \(U_{DA}\) should reach maximum in the depletion layer in the range \((x_{1}, x_{2})\), as in Fig. 8(b). In consequence, almost all emissions related to DA will essentially come from the near interface region. Furthermore, it should be noted that the correlated increasing \(n\) and decreasing \(p\) in the range from the interface up to the point \(x_{1}\) causes that \(U_{NBE}\) remains almost constant in this region, as shown in Fig. 8(b). On the other hand, the stronger increasing \(n\) than decreasing \(p\) in the region located deeper gives that \(U_{NBE}\) rises up to the point beneath the depletion region, where it reaches the maximum (Fig. 8(b)). As a result, the NBE emission mostly comes from outside of the depletion regions.

From the performed analysis it follows that \(U_{FB}, U_{DAP},\) and \(U_{DA}\) always reach a maximum inside the depletion region independent of the \(B_{FB}\) value (in the range \(10^{-10} \text{cm}^3/\text{s} \geq B_{FB} \geq 10^{-12} \text{cm}^3/\text{s}\), \(B_{DAP} \geq 10^{-10} \text{cm}^3/\text{s} \geq B_{DAP} \geq 10^{-12} \text{cm}^3/\text{s}\), \(C_{DA} \geq 10^{-7} \text{cm}^3/\text{s} \geq C_{DA} \geq 10^{-6} \text{cm}^3/\text{s}\), and \(C_{SD} \geq 10^{-9} \text{cm}^3/\text{s} \geq C_{SD} \geq 10^{-9} \text{cm}^3/\text{s}\) if the largely non-uniform distributions of \(n\) and \(p\) exist, as in Fig. 8(a). In other words, \(U_{FB}, U_{DAP},\) and \(U_{DA}\) exhibit the maximum value in the depletion layer solely due to non-uniform \(p\) and \(n\) distributions induced by high electric fields. The \(B_{FB}, B_{DAP}, C_{DA},\) and \(C_{SD}\) parameters can only influence the maximum intensity of the mentioned rates. This means that exclusively high electric fields present in GaN at RT would be responsible for the localization of YL maximum in depletion regions. In addition, since \(B_{DAP}\) is enhanced by \(F\) [see Eqs. (3) and (4)], thus \(U_{DAP} \gg U_{FB}\) in the depletion regions, as illustrated in Fig. 8(b). This means that the YL band would mainly be caused by DAP type transitions.

Based on the above results, we can explain the obtained relationship between \(I_{F}\) and other components \(I_{SCR}^{\text{IB}}, I_{SCR}^{\text{IB}}\), and \(I_{SCR}^{\text{IC}}\). Namely, in the case of the structures biased into accumulation, the photo-holes are collected near the G/G interface, as shown in Fig. 9(a). As a result, the \(U_{DA}\) maximum is also located in the depletion region related to the G/G interface (Fig. 6(a)) and thus \(I_{F} \approx I_{SCR}^{\text{IB}}\) (Fig. 4(b)). On the other hand, when the structures are biased to depletion, the photo-holes are gathered mainly close to the G/G and I/S interfaces (Fig. 9(b)). In consequence, the \(U_{DA}\) maximum is located in the part of the depletion region common to both these interfaces (Fig. 6(b)) and thus \(I_{F} \approx I_{SCR}^{\text{IC}}\) (Fig. 4(b)). Furthermore, under deep depletion, the photo-holes are mostly collected near the I/S interface (Fig. 9(c)) and thus the \(U_{DA}\) maximum is placed in the depletion region (Fig. 6(c)) related to this interface resulting in \(I_{F} \approx I_{SCR}^{\text{IC}}\) (Fig. 4(b)).

From the above results it follows that \(U_{DA}\) is totally governed by the carrier distribution in the depletion region.
It would be a reason that for various $V_G$, we obtained significantly different $\Phi$-dependencies of $I_{PL}$ for YL. For example, $V_G = -1$ V induces $U_{DA}$ with the maximum located close to the interface (case 1) whereas $V_G = -3$ V induces $U_{DA}$ with the maximum located farther from the interface (case 2) as shown in Fig. 10. This is because of the weaker attraction of holes and weaker repelling electrons from the interface in case 1 than in case 2. In case 1, the maximum value of $U_{DA}$ saturates at higher $\Phi$ than in case 2, as shown in Fig. 10. As a consequence, $I_{PL}$ of YL saturates at higher $\Phi$ in case 1 than in case 2 (as illustrated in Fig. 4(b)). The different behavior of $U_{DA}$ maximum vs. $\Phi$ can be well understood in terms of the position of the hole quasi-Fermi level at the interface $(E_{fps})$. Namely, in case 1, $E_{fps}$ is at a larger distance from $E_V$ than in case 2, as shown in Fig. 11(a) and therefore a relatively higher $\Phi$ is necessary for $E_{fps}$ to reach $E_V$. While $E_{fps}$ approaches $E_V$, $p$ in the depletion region (Fig. 11(b)) and consequently the $U_{DA}$ maximum saturates at a higher $\Phi$ in case 1 compared to case 2.

Our model predicted that YL arises from the DAP recombination in very limited areas inside the depletion regions. On this basis, we concluded that both PP and FWHM of YL can be dependent on $F$. This is because a photon emitted from DAP recombination under the field $F$ has the energy dependent on this field. It results from the interaction between $F$ and the dipole moment of the ionized DAP created after recombination involving a neutral DAP.28 The
emission energy \(E_{em}\) of DAP recombination in the deple-
tion region can be expressed by the relationship\textsuperscript{28}

\[
E_{em} = E_g - E_{DA} - E_{SD} + E_{Coul} + qFR \cos \alpha,
\]
(29)
where \(E_g\) is the energy band gap, \(E_{Coul}\) is the Coulomb interaction, and \(\alpha\) is the angle between the DAP dipole moment and \(F\), and \(\alpha\) takes values in the range\textsuperscript{28} \(-\pi/2 < \alpha \leq \pi/2\). Thus, due to the dependence of \(E_{em}\) on \(\alpha\), the YL bandwidth should be broadened by an amount \(\Delta E\) approximately equal to\textsuperscript{28}

\[
\Delta E \approx 0.5qFR.
\]
(30)
Therefore, according to Eqs. (29) and (30), one can expect that PP and FWHM of YL should exhibit a linear blueshift and increasing FWHM with the rising \(F\) and, on the contrary, a linear redshift and decreasing FWHM with the reduced \(F\). In order to prove the linear relationships between YL parameters and \(F\), we converted the measured PP dependencies vs. \(\Phi\) (Fig. 4(a)) into the dependencies vs. \(F\) (Fig. 12(a)). In the converting procedure we used the \(F\) values calculated vs. \(\Phi\), at the points A, B, and C, as shown in Fig. 6. The calculated dependencies \(F\) vs. \(\Phi\) are shown in Fig. 12(b). From this analysis, we obtained the striking correlation between PP and \(F\), i.e., we found that all the data points from the drastically differing dependencies of PP after converting lie at a common straight line with a positive slope. These results excellently confirm the predicted dependencies of PP against \(F\) (see Eq. (29)) and also the quantitative analysis of \(I_{PL}\) (Fig. 4(b)) by the proposed model. Consequently, we can express PP of YL as follows:

\[
PP = aF + b,
\]
(31)
where \(a = 15 \times 10^{-10} \text{ cm/q and } b = 2.16 \text{ eV}\). It should be noted that when \(F = 0\) (lack of internal electric fields), PP of the YL band should be located at 2.16 eV. By analogy to Eq. (29), the constant \(a\) in Eq. (31) should be directly proportional to \(R\). Thus, we can estimate \(R\) as follows: \(R \gtrsim a/q = 9 \text{ nm}\). It should be noted that this value is in a good agreement with the value of \(R\) (Table I) independently determined from the fitting of the \(I_{PL}(\Phi)\) dependencies. This finding is an additional confirmation of the quantitative analysis of \(I_{PL}(\Phi)\).

By substituting into Eq. (31), the calculated dependencies of \(F\) vs. \(\Phi\) (Fig. 12(b)) we reproduced very well the measured dependencies of PP (Fig. 4(a)). Thus, it is evident that the changes of \(F\) are mainly responsible for the variety of YL parameter evolution. Namely, in the case of the structure biased to accumulation, YL is created in the depletion regions of G/G interfaces (Fig. 6(a)), in which \(F\) decreases vs. \(\Phi\), as shown in Fig. 12(b) (curve denoted A). As a result, we observed the redshift of PP with a narrowing of FWHM vs. \(\Phi\) (Fig. 3(a)). On the contrary, in the case of the structure biased to depletion, YL is generated in the part of the depletion regions common for G/G and I/S interfaces (Fig. 6(b)), in which \(F\) rises vs. \(\Phi\) (Fig. 12(b), curve B). As a consequence, we registered the blueshift of PP with a widening of FWHM vs. \(\Phi\) (Fig. 3(b)). However, in the case of the structure biased to deep depletion, YL is created in the depletion region related to the I/S interface (Fig. 6(c)), in which \(F\) decreases vs. \(\Phi\) (Fig. 12(b), curve C). As a result, we noted the redshift of PP with a narrowing of FWHM vs. \(\Phi\) (Fig. 3(c)). Furthermore, within the framework of Eq. (29), we can explain why the variations of YL band shape occur mainly at the band high-energy side, but not at its low-energy side (Fig. 3). Namely, it is evident from Eq. (29) that the high-energy part should be attributed to DAPs having dipole moments approximately parallel to \(F\) (\(\cos \alpha \approx 1\)) and, on the contrary, the low-energy part of YL band should correspond to DAPs with dipole moments approximately perpendicular to \(F\) (\(\cos \alpha \approx 0\)). Since the emission energy of DAPs with \(\cos \alpha \approx 0\) is almost independent on \(F\), therefore we did not observe any visible changes at the lower energy side of the YL band. On the other hand, because the emission energy of DAPs with \(\cos \alpha \approx 1\) is dependent on \(F\), we observed the marked variations at the band high-energy side.

The above results indicate that YL may come from DAP-type transitions, in which the final state comprises both the Coulomb interaction and strong interaction of the dipole moment with the electric field (see Eq. (29)). Furthermore, the broadening of YL band can be due to the angular distribution of dipole moments with respect to the electric field. It should be noted that the dipole DAP-related recombination mechanism of YL can play a significant role at RT when the flat-band conditions cannot be easily achieved under continuous illumination with typical HeCd laser fluxes, and thus the band bending of about 0.3–0.6 eV may exist at GaN surfaces/interfaces. However, this recombination mechanism can be negligible at low temperatures, because under a typical UV illumination of GaN, surface barriers mostly
disappear due to the strong surface photovoltage effect. 44 Instead, at low temperatures, YL should be well described in terms of electron-phonon coupling, as it was recently shown by Reschikov et al.,11 who observed a zero-phonon line and a fine structure of the YL band.

It is important to stress that the developed phenomenological model, which takes into account the influence of local electric fields on DAP recombination can explain, in a coherent manner, various behaviors of YL. These are, for example, (i) sample dependent variations of PP and FWHM of YL,9 (ii) different dependencies of PP and FWHM vs. $\Phi$, including small and negligible blueshifts of PP11,42 or large blueshifts of PP,45,46 (iii) often observed unstable behavior of YL with time under UV illumination,47–49 (iv) changes of YL shape after different surface treatment50 and (v) rising of YL intensity vs. increase of surface states density, which was observed by Shalish et al.22,23 and assigned to the radiative surface states responsible for YL and (vi) cathodoluminescence images registered by Ponce et al.26,51 and others52 showing that YL is mainly emitted from the near grain boundary regions. It is evident that all the above effects can be attributed, in accordance with our model, to the variations of surface band bending, which are responsible for the changes in dipole energy and carrier distribution in the depletion regions. However, it should also be noted that we do not claim that the previous explanations of the above problems (i–vi) are incorrect but we would just like to show that our model offers an alternative interpretation of these issues.

VI. CONCLUSIONS

We investigated the $\Phi$-dependent PL at different $V_G$ from the GaN-based MIS structure at RT. We found that for different $V_G$, various $\Phi$-dependencies of the YL band energy position, FWHM and intensity can be obtained. In particular, we revealed that depending on the applied $V_G$, the YL band exhibited a blueshift or a redshift with increasing $\Phi$. In order to explain these results, we developed the phenomenological model, which is based on the solution of the Poisson’s equation, current continuity equations, and rate equations with the boundary conditions determined by the interface field strength and nonradiative recombination at semiconductor surfaces and grain boundaries. Our model reproduced well the experimental $\Phi$-dependencies of YL band intensity. It also, predicts that YL arises from the DAP recombination in very limited areas (width of several nanometers) inside depletion regions related to grain/grain interfaces and external crystal surfaces. On this basis, we showed that $V_G$-controlled $\Phi$-dependencies of YL peak position and FWHM, can be well explained if we assume that YL is due to DAP-type transitions, in which the final state consists of the Coulomb interaction and strong interaction between the dipole moment of ionized DAP and the depletion region electric field. This recombination mechanism can play a significant role at RT, but should be negligible at low temperatures, where one can expect the reduction of interface barriers under UV illumination due to the strong surface photovoltage effect. Finally, we demonstrated that the proposed phenomenological model, which takes into account the influence of local electric fields on DAP recombination can serve as a coherent explanation of various behaviors of defect related PL.
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