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Abstract—Observations of marine surface scalar wind speeds from the Advanced Microwave Scanning Radiometer 2 (AMSR2), onboard the Global Change Observation Mission-Water satellite (GCOM-W), were evaluated by comparisons with offshore moored buoy measurements, output from the European Centre for Medium Range Weather Forecast (ECMWF) Reanalysis Interim (ERA-Interim), and observations by the RapidScat (RSCAT) scatterometer onboard the International Space Station (ISS). In general, the AMSR2 wind speeds agreed well with the reference data. The Root Mean Square (RMS) difference between the AMSR2 and buoy measurements was 1.09 ms⁻¹, which is slightly larger than the mission goal of 1 ms⁻¹. Underestimation at low wind speeds (< 5 ms⁻¹) was found in the comparisons. The AMSR2 wind speeds were found to contain a slight scan bias; namely, wind speeds in the right swath are higher than those in the left swath by 0.2–0.3 ms⁻¹. Systematic dependence of the wind speed bias on the wind direction relative to the AMSR2 looking direction was found in a residual analysis. Results of the triple collocation analysis suggest that the random errors in the AMSR2 wind speed are less than 1 ms⁻¹ and are smaller than those in the outputs from the numerical weather prediction (NWP) models, if random errors in the reference wind data (buoy, NWP, and RSCAT) are considered explicitly.

Index Terms—AMSR2, GCOM-W, marine surface wind, microwave radiometer, validation

I. INTRODUCTION

THE Global Change Observation Mission-Water (GCOM-W) satellite was launched by the Japan Aerospace Exploration Agency (JAXA) on 17 May 2012 into a sun-synchronous, 98.2° inclination, 700 km circular orbit with a local equator crossing time at the ascending node of 1:30 pm, as a member of the A-Train satellite constellation. The GCOM-W satellite carries the Advanced Microwave Scanning Radiometer 2 (AMSR2), which is a 6-band multi-frequency (6.7–89 GHz), dual-polarization (V and H) microwave radiometer and is a successor of the AMSR on the Advanced Earth Observing Satellite-II (ADEOS-II) satellite and the AMSR for NASA’s Earth Observing System (AMSR-E) onboard the Aqua satellite. The AMSR2 measures microwave brightness temperature over a 1450-km-wide swath with spatial resolutions of 5–50 km depending on the frequency. The conical scan mechanism of the AMSR2 covers more than 99% of the Earth’s surface every 2 days. More details of the AMSR2 and GCOM-W were described in [1], [2]. From the multi-frequency and dual-polarized AMSR2 measurements, several parameters of the ocean, atmosphere, land, and cryosphere were retrieved through theoretical and empirical algorithms. The JAXA’s standard AMSR2 data product contains the sea surface wind speed, vertically-integrated water vapor, cloud liquid water, precipitation, sea surface temperature, sea ice concentration, snow depths, and soil moisture. The AMSR2 provides global coverage of these parameters at high spatial and temporal resolution. The goal of the AMSR2 mission for the wind speed measurements is to achieve an accuracy of 1 ms⁻¹ determined as a value of Root Mean Square (RMS) difference by a comparison with offshore buoy measurements [3].

Microwave radiometer measurements of surface scalar wind speeds over the global oceans have been utilized for practical applications, such as weather prediction, wave forecasting, maritime safety, and coastal management, as well as in scientific studies in the fields of meteorology, oceanography, and climate studies. Validation of the data quality and characterization of measurement errors are needed for these scientific and practical applications, since the wind speed is indirectly deduced from the microwave brightness temperatures of the sea surface. Wind data derived from spaceborne microwave sensors have been evaluated by comparisons with in situ wind measurements from buoys and vessels (e.g., [4]–[12]). Comparisons with outputs from numerical weather prediction (NWP) models have also been employed (e.g., [10], [13], [14]). Several studies made inter-comparisons of wind data from different spaceborne sensors (e.g., [10], [11], [12], [15]).

In the present study, following these approaches, the wind speeds observed by the AMSR2 onboard the GCOM-W satellite over the global oceans were evaluated by comparisons with data from offshore moored buoys, an NWP-based reanalysis dataset, and measurements by a spaceborne scatterometer. By analyzing the wind speed residuals, errors in the wind speed measurements were characterized.
II. DATA AND METHODS

A. JAXA’s AMSR2 Standard Product

The Level 2 AMSR2 Standard Products (version 2.1), downloaded from JAXA’s GCOM-W Data Providing Service site (https://gcom-w1.jaxa.jp/auth.html), were utilized in this study. The spatial resolution of the wind speed data is 15 km with a spatial sampling of 10 km, and the width of the swath is 1450 km. In the JAXA’s algorithm, the wind speeds are retrieved mainly from the brightness temperature measurements at 36.5 and 6.9 GHz by the AMSR2 [16]. The derived wind speeds are considered to correspond to the equivalent-neutral wind speeds at a height of 10 m above the sea surface. More details of the wind products are described in the Algorithm Theoretical Basis Document (ATBD) [16]. Data obtained over a period of two years from August 2013 to August 2015 were utilized in this study. All of the flagged data, including the rain flag, were discarded. Only the data obtained under the condition of rain rate less than 0.5 mm h⁻¹ were used in the analysis.

B. Offshore Moored Buoys

Wind data obtained from offshore moored buoys operated by the National Data Buoy Center, National Oceanic and Atmospheric Administration (NOAA/NDBC), Tropical Atmosphere and Ocean (TAO) Project, Prediction and Research Moored Array in the Atlantic (PIRATA) Project, Research Moored Array for African-Asian-Australian Monsoon Analysis and Prediction (RAMA) Project, the Woods Hole Oceanographic Institution (WHOI), and the Kuroshio Extension Observatory (KEO) Project were downloaded from the websites of these data providers and compared with the AMSR2 observations. The locations of the buoys are shown in Fig. 1. Only the buoys moored in deep water (＞50 m) far from the coast (＞50 km) were selected. Most of the buoys measured the 10-minute average wind speed continuously. Buoys operated by the Japan Agency for Marine-Earth Science and Technology (JAMSTEC), such as the Triangle Trans-Ocean buoy Network (TRIRON) buoys, were not used in this study, because the sampling and averaging schemes were different from those of the other buoys.

The wind speeds observed by the buoys were converted to the 10-m height equivalent-neutral wind speed by height and stability corrections using the code provided by [17]. The AMSR2 wind data were collocated with the buoy data in time and space allowing temporal and spatial separations of 5 minutes and 7.5 km, respectively, since these values were half of the sampling interval of the buoy measurements and spatial resolution of AMSR2 observations. Only the AMSR2 wind data closest to the buoy location in space and the buoy data closest to the AMSR2 observation in time were used.

C. ERA-Interim

Wind data from the European Centre for Medium Range Weather Forecast (ECMWF) Reanalysis Interim (ERA-Interim) were collocated in space and time with the AMSR2 observations. The spatial and temporal resolution of the ERA-Interim data are 0.75° and 6 hours, respectively. According to [18], data from AMSR2 were not used in the ERA-Interim. Data from a period of three months from January to March 2015 were used in this study. The zonal and meridional wind components from the ERA-Interim were linearly interpolated in space and time to the AMSR2 observations. Only the data observed between 60°S and 60°N were used in order to avoid contamination by undetected sea ice. The number of collocated data points was approximately 302 million. It should be noted that the ERA-Interim winds are “real” winds rather than equivalent-neutral winds. In general, the difference between the 10-m equivalent-neutral and real (non-equivalent-neutral) wind speeds is estimated to be 0.2 ms⁻¹ as the global average [19], [20].

D. RapidScat on ISS

The RapidScat (RSCAT) is a Ku-band microwave scatterometer onboard the International Space Station (ISS) and is a replacement of QuikScat. It provides marine surface vector wind fields with a spatial sampling of 12.5 km across a swath of 900 km. The orbit of the ISS is non-sun-synchronous with an inclination angle of 51.6° and an altitude of 435 km. The RSCAT wind data (RapidScat Level 2B Ocean Wind Vectors in 12.5 km Slice Composites, version 1.2) over a period of three months from January to March 2015 were obtained from the National Aeronautics and Space Administration (NASA) Jet Propulsion Laboratory (JPL) Physical Oceanography Distributed Active Archive Center (PO.DAAC). The accuracy...
of wind speeds measured by the RSCAT was reported as 1.1 ms\(^{-1}\) by comparisons with buoy observations [21]. Wind data from the National Centers for Environmental Prediction (NCEP) Numerical Weather Prediction (NWP) model collocated in space and time with the RSCAT observations are also contained in the RSCAT wind products. The NCEP wind is considered as the 10-m real (non-equivalent-neutral) wind.

The RSCAT and AMSR2 wind observations were collocated to temporal and spatial separations of 60 minutes and 12.5 km, respectively. Only the RSCAT wind vector cell closest to the AMSR2 observation in time and space was kept in the collocated data set. All of the flagged data, including the rain flag, were discarded. The data flagged by any of the AMSR2 and RSCAT rain flags were omitted from the collocated data set to remove data contaminated by rain.

Figure 2 shows the distribution of the collocated data for a period of one month in March 2015. Regions of higher data density are located around latitudes of 50\(^\circ\), because of the low inclination of the ISS orbit. In the tropical convergence zones, the number of collocated data points is fewer, because the AMSR2 and RSCAT data containing rain flags were discarded. When discussing and interpreting results from comparisons with the RSCAT data, we should consider the uneven geographical distribution of the spatial locations from which the data was obtained as shown in Fig. 2.

III. RESULTS AND DISCUSSION

A. Comparison with Buoy Data

Figure 3 shows the comparison of the AMSR2 and buoy wind speed measurements. The total number of collocated data points is 54,196. Figure 3 shows the number density of data points (\% of the total number) in 0.2 × 0.2 ms\(^{-1}\) boxes. The AMSR2 wind speed is in close agreement with the 10-m height equivalent-neutral wind speed derived from the buoy observations. The bias (AMSR2 − buoy) and RMS difference were −0.22 and 1.09 ms\(^{-1}\), respectively. The RMS difference is very close to, but slightly exceeds, the mission goal of 1 ms\(^{-1}\). In Fig. 3, there is a discernible underestimation of low wind speeds (< 5 ms\(^{-1}\)).

In Fig. 4, the residual wind speed (AMSR2 − buoy) is plotted against the wind speed, which is taken as an average of the buoy and the AMSR2 wind speeds to avoid a spurious bias due to the asymmetry of the distribution of the data points at very low wind speeds [22]. The mean and standard deviation of the residual wind speeds in bins of 1 ms\(^{-1}\) were calculated (Fig. 4). As in Fig. 3, a negative bias can be seen of up to 0.7 ms\(^{-1}\) for wind speeds less than 5 ms\(^{-1}\). The large negative bias for wind speeds over 20 ms\(^{-1}\) is possibly due to uncertainties in the
geophysical model used in the AMSR2 wind retrieval under extreme wind conditions together with the sparsity of the collocated data and the unreliability of measurements from buoys at high wind speeds [23].

The averages and standard deviations of the wind speed residuals are plotted as a function of cross-swath location in Fig. 5 to assess possible scan bias in the AMSR2 wind speeds. The AMSR2 conically scans the Earth’s surface counter-clockwise, and measures the brightness temperatures in the forward direction only. Scan number 1 in the x-axis of Fig. 5 corresponds to the outer edge of the right swath (75° right to the flight direction), and scan number 242 corresponds to the outer edge of the left swath (75° left to the flight direction). The bias (AMSR2 – buoy) decreases from right to left across the swaths with an amplitude of 0.3 ms\(^{-1}\), suggesting errors in the calibration of the brightness temperature measurements by AMSR2, while the standard deviation does not vary with the cross-swath location. It can be conjectured that errors in the attitude of the spacecraft and/or alignment of the sensor may cause errors in the incidence angle resulting in the scan bias.

By using the dataset collocated with buoy observations, correlations of the wind speed residual with other physical quantities at the air-sea interface, such as air and sea surface temperatures, air-sea temperature difference, humidity, significant wave height, and wave age, were calculated (the results are not shown). However, no significant correlations were found. In addition, no significant correlations between the wind speed residuals and other variables derived from the AMSR2 brightness temperature, such as the sea surface temperature, integrated water vapor content, and cloud liquid water content, were discernible. These results indicate that the AMSR2 wind retrieval algorithm successfully separated the dependence of brightness temperature on wind speed from the dependencies on other atmosphere and oceanic variables.

B. Comparison with ERA-Interim Data

Figure 6 shows the comparison of the AMSR2 wind speeds with the ERA-Interim data. The total number of collocated data points is 302,216,252. The figure shows the number density (%) of the total number) in 0.2 × 0.2 ms\(^{-1}\) boxes. It is confirmed that the AMSR2 wind speed agrees well with the ERA-Interim reanalysis data. The bias (AMSR2 – ERA-Interim) and RMS difference were −0.03 and 1.48 ms\(^{-1}\), respectively. The difference in the biases between the comparisons with the buoy and ERA-Interim data corresponds to the global difference of equivalent-neutral (buoy) and real (ERA-Interim) wind speeds. The value of the RMS difference is larger than that for the buoy comparison. The coarse temporal and spatial resolutions of the ERA-Interim dataset and interpolation in time and space might increase the RMS difference. A similar trend of underestimation at low wind speeds (< 5 ms\(^{-1}\)) is also discernible, as seen in the comparison with buoy data (Fig. 3).

In Fig. 7, the residual wind speed (AMSR2 – ERA-Interim) is plotted against the wind speed, which is taken as an average of the ERA-Interim and AMSR2 wind speeds to avoid a spurious bias, as in Fig. 4. The mean and standard deviation of the residual wind speeds in bins of 1 ms\(^{-1}\) were calculated. As seen in the comparison with buoy data (Fig. 4), a negative bias is found for wind speeds lower than 5 ms\(^{-1}\), although the amplitude is slightly smaller. The bias at very high wind speed showed a different trend from that in the comparison with buoy data. The reliability of the ERA-Interim data at very high wind speeds is also questionable, because parameterization of the surface boundary layer under high wind wave conditions is questionable, and the coarse spatial resolution and temporal and spatial interpolations may smear the high wind.

As in Fig. 5, averages and standard deviations of the wind speed residuals are plotted as a function of the cross-swath location in Fig. 8 to assess the scan bias. It is confirmed that the residual (AMSR2 – ERA-Interim) decreases from right to left across the swath with an amplitude of a few tenths of ms\(^{-1}\), while the standard deviation does not vary with the cross-swath location. The residuals in the ascending paths in the Southern Hemisphere showed a different feature in the left swath (scan numbers 122–242), since observations contaminated by the sun glitter were discarded.

The difference of bias between the Northern and Southern Hemispheres is also discernible in Fig. 8. Although it is difficult
can be conjectured that differences in sampling and wind speed dependent bias in the AMSR2 winds relative to the ERA-Interim winds might cause the difference. In the analysis, data obtained in the period from January to March, which corresponds to the boreal summer and austral winter, were used. Data obtained in the Northern Hemisphere contained relatively higher wind speeds (see also Fig. 10) resulting in positive bias relative to the ERA-Interim winds (Fig. 7). This might cause the positive bias in the Northern Hemisphere shown Fig. 8.

As mentioned above, a large portion of data obtained in the ascending orbits at low to mid latitudes in the Southern Hemisphere, where relatively lower winds were observed, were contaminated by sun glint and removed from the analysis. This might cause a hump in the left swath (scan number 120-200) in Fig. 8.

Figure 9 shows the wind speed residuals as a function of the ERA-Interim wind speed and relative azimuth angle between the ERA-Interim wind direction and AMSR2-looking direction. The residuals were averaged in bins of 1 ms\(^{-1}\) in wind speed and 5° in the relative wind direction. The wind speed residuals clearly exhibited a symmetrical dependence on the relative wind direction. The amplitude is approximately 0.6 m\(^{-1}\) at wind speeds of 10 ms\(^{-1}\). As pointed out by [24], the brightness temperatures of the sea surface depends on the wind direction relative to the sensor-looking direction. In the JAXA’s algorithm, this effect is compensated by the difference of brightness temperatures between the V and H polarizations [16]. The result in Fig. 9 implies that the wind speed retrieval algorithm needs further improvements to reduce the influence of the dependence of the brightness temperatures on the relative wind direction.

From the AMSR2-ERA-Interim collocated dataset, global wind speed histograms were calculated in bins of 1 ms\(^{-1}\) (Fig. 10). The two histograms from the AMSR2 and ERA-Interim wind data generally agree with each other in the ascending/descending paths and the Northern/Southern Hemispheres. However, slight discrepancies are found at low wind speeds. The AMSR2 wind showed an excess of low wind speed data compared with the ERA-Interim data, indicating underestimation of low wind speeds, as seen in the comparisons with the buoy and ERA-Interim wind data.

C. Comparison with RSCAT Data

In Fig. 11, the comparison of the AMSR2 and RSCAT wind speeds are plotted as the number density (%) to the total number of data points, 3,850,522) in boxes of 0.2 × 0.2 ms\(^{-1}\). Note that the geographical distribution of data points is not uniform (Fig. 2). It is confirmed that the AMSR2 wind speeds generally agree with the measurements from the RSCAT, although systematic underestimation is again discernible at low wind speeds, as in Figs. 3 and 6. The bias (AMSR2 – RSCAT) and RMS difference were −0.34 and 1.20 ms\(^{-1}\), respectively. The temporal separation of 60 minutes might have increased the RMS difference, compared to that with the buoy data in Fig. 3.

Figure 12 shows the dependence of wind speed residual (AMSR2 – RSCAT), as in Fig. 4 and 7. The result confirmed the negative bias in the low wind speed range. At very high wind (> 15 ms\(^{-1}\)), the AMSR2 wind speed is significantly lower than the RSCAT wind, in contrast with the results in Figs. 4 and 7. In the very high wind range, model functions to retrieve wind speed from backscattered cross sections (scatterometers) and
brightness temperatures (microwave radiometers) may not be calibrated accurately, since we cannot obtain reliable reference wind data (e.g., [22]). Buoy measurements are easily suffered from tilting effects and flow separation by high waves. Wind measured by vessels and offshore platforms may be affected by flow distortion by the large structure. Outputs from NWP models may have limitations in spatial and temporal resolutions to smear the high winds. Further investigations using other techniques to measure the high winds, such as dropsondes and airborne stepped frequency microwave radiometer, are needed to evaluate the performance of AMSR2 under the very high wind conditions.

In residual analyses of the dataset collocated with RSCAT winds, very similar results concerning the trends in the scan bias were found as in Figs. 5 and 8, although the results are not shown here. Dependence of wind speed bias on the relative wind direction similar to Fig. 9 was also confirmed by the data sets collocated with RSCAT (not shown).

D. Triple Collocation Analysis

In most validation studies, including the previous subsections, errors in the reference wind data, such as buoy measurements and NWP outputs, are assumed to be negligibly small. However, this assumption is not always valid. Triple collocation analysis [25], [26] has been utilized to explicitly evaluate the errors in the reference data. By using the collocated datasets analyzed in the previous sections, triple collocation was applied to quantify the random errors in the AMSR2 and

---

Fig. 10. Comparisons of global wind speed histograms. Number density relative to the total number of data points (in %) is shown in bins of 1 ms⁻¹. (a)Ascending paths in the Northern Hemisphere, (b) descending paths in the Northern Hemisphere, (c) ascending paths in the Southern Hemisphere, and (d) descending paths in the Southern Hemisphere.

Fig. 11. Comparison of AMSR2 wind speeds with RSCAT data. Number density relative to the total number (%) in boxes of 0.2 × 0.2 ms⁻¹ is shown by color.

Fig. 12. Dependence of the wind speed residuals (AMSR2 - RSCAT) on the average wind speed of the AMSR2 and RSCAT. Averages and standard deviations are shown in bins of 1 ms⁻¹.
other wind measurements.
Following [25],
\[
x = t + \delta_x, \\
y = s_y(t + \delta_x), \\
z = s_z(t + \delta_z),
\]
where \(x, y,\) and \(z\) are three collocated measurements of the same variable by different methods; \(t\) is the unknown “true” value for \(x, y,\) and \(z\); \(\delta_x, \delta_y,\) and \(\delta_z\) are random errors in the measurements of \(x, y,\) and \(z;\) \(s_y\) and \(s_z\) are the scaling (calibration) constants of \(y\) and \(z\) relative to \(x.\) Relative biases among \(x, y,\) and \(z\) have been removed by subtracting their averages.

It is assumed that
\[
\langle \delta_x \rangle = \langle \delta_y \rangle = \langle \delta_z \rangle = 0,
\]
and
\[
\langle \delta_x^2 \rangle = \varepsilon_x^2, \\
\langle \delta_y^2 \rangle = \varepsilon_y^2, \\
\langle \delta_z^2 \rangle = \varepsilon_z^2,
\]
where \(< >\) denotes the average, and \(\varepsilon_x, \varepsilon_y,\) and \(\varepsilon_z\) are the standard deviations of the errors in the measurements of \(x, y,\) and \(z,\) respectively. Assuming that the random errors in \(x, y,\) and \(z\) are independent with each other and the true value \(t,\) i.e.,
\[
\langle \delta_x \delta_y \rangle = \langle \delta_x \delta_z \rangle = \langle \delta_y \delta_z \rangle = 0, \\
\langle t \delta_x \rangle = \langle t \delta_y \rangle = \langle t \delta_z \rangle = 0,
\]
the values of \(\varepsilon_x, \varepsilon_y, \varepsilon_z,\) and \(s\) were estimated by calculating the variance and covariance of \(x, y,\) and \(z.\)

Table I shows the results of the triple collocation for various combinations of the wind data with the AMSR2 observations. The errors in the buoy and RSCAT wind data showed the lowest values, while the ERA-Interim and NCEP datasets exhibited larger errors. The standard deviation of errors in the AMSR2 wind speeds is slightly less than 1 ms\(^{-1}\), which is larger than those in the buoy and RSCAT data but smaller than those in the NWP outputs (ERA-Interim and NCEP), although the values of the standard deviations vary with the choice of dataset.

The results imply that the standard deviations were smaller than the RMS differences obtained in the previous subsections, if errors in the reference wind data (buoy, RSCAT, and NWP) are considered explicitly. However, it should be noted that the buoy data have likely been assimilated into the NWP models and the assumption of uncorrelated errors in Eq. (4) may not be fully satisfied.

IV. SUMMARY AND CONCLUDING REMARKS
In this study, the JAXA’s Level-2 AMSR2 wind speed

<table>
<thead>
<tr>
<th>TABLE I</th>
<th>SCALING CONSTANTS AND STANDARD DEVIATION OF RANDOM ERRORS ESTIMATED BY TRIPLE COLLOCATION.</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>Number of data points = 1,761</td>
</tr>
<tr>
<td></td>
<td>Data</td>
</tr>
<tr>
<td></td>
<td>x Buoy</td>
</tr>
<tr>
<td></td>
<td>y ERA-Interim</td>
</tr>
<tr>
<td></td>
<td>z AMSR2</td>
</tr>
<tr>
<td>(b)</td>
<td>Number of data points = 1,574,077</td>
</tr>
<tr>
<td></td>
<td>Data</td>
</tr>
<tr>
<td></td>
<td>x RSCAT</td>
</tr>
<tr>
<td></td>
<td>y ERA-Interim</td>
</tr>
<tr>
<td></td>
<td>z AMSR2</td>
</tr>
<tr>
<td>(c)</td>
<td>Number of data points = 1,578,366</td>
</tr>
<tr>
<td></td>
<td>Data</td>
</tr>
<tr>
<td></td>
<td>x RSCAT</td>
</tr>
<tr>
<td></td>
<td>y NCEP</td>
</tr>
<tr>
<td></td>
<td>z AMSR2</td>
</tr>
</tbody>
</table>
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