<table>
<thead>
<tr>
<th>Title</th>
<th>The 28th Sapporo Symposium on Partial Differential Equations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Author(s)</td>
<td>Jimbo, Shuichi</td>
</tr>
<tr>
<td>Citation</td>
<td>Hokkaido University technical report series in mathematics, 77, 1</td>
</tr>
<tr>
<td>Issue Date</td>
<td>2003-01-01</td>
</tr>
<tr>
<td>DOI</td>
<td>10.14943/632</td>
</tr>
<tr>
<td>Doc URL</td>
<td><a href="http://hdl.handle.net/2115/690">http://hdl.handle.net/2115/690</a>; <a href="http://eprints3.math.sci.hokudai.ac.jp/0277/">http://eprints3.math.sci.hokudai.ac.jp/0277/</a></td>
</tr>
<tr>
<td>Type</td>
<td>bulletin (article)</td>
</tr>
</tbody>
</table>

**Note**

The 28th Sapporo Symposium on Partial Differential Equations
Venues: Department of Mathematics, Faculty of Science, Hokkaido University
July 23, 2003 (Wednesday)
- 9:30-10:30 Gregory SEREGIN (Steklov Institute/Keio Univ.)
  Interior regularity of $L_3;\infty$-solutions to the Navier-Stokes equations
- 11:00-12:00 Takaaki NISHIDA (Kyoto Univ.)
  Heat convection problems and computer assisted proof
- 14:30-15:00 Akihiro SHIMOMURA (Gakushuin Univ.)
  Modified wave operators for Maxwell-Schrodinger equations
- 15:15-15:45 Hideaki SUNAGAWA (Osaka Univ.)
  Remarks on the large time asymptotics for nonlinear Klein-Gordon systems
- 16:00-16:30 Hirokazu NINOMIYA (Ryukoku Univ.)
  Curved traveling front of Allen-Cahn equations

July 24, 2003 (Thursday)
- 9:30-10:30 Masahiro YAMAMOTO (Univ. Tokyo)
  Uniqueness in inverse scattering problems with a single incident wave
- 11:00-12:00 Shinya NISHIBATA (Tokyo Inst. Tech.)
  Asymptotic behavior of spherically symmetric solutions to the compressible Navier Stokes equation with external forces
- 14:30-15:00 Dening LI (West Virginia Univ.)
  Conical shock waves in supersonic flow
- 15:15-15:45 Yasushi TANIUCHI (Shinshu Univ.)
  Remarks on global solvability of 2-D Boussinesq equations with nondecaying initial data

July 25, 2003 (Friday)
- 9:30-10:30 Ryuichi SUZUKI (Kokushikan Univ.)
  Blow-up of solutions of quasilinear parabolic equations with localized reactions
- 11:00-12:00 SAKAGUCHI (Ehime Univ.)
  Initial behavior of solutions of diffusion equations and symmetries of domains

**Additional Information**

There are other files related to this item in HUSCAP. Check the above URL.
$L^q$-$L^r$ estimates of solution to the parabolic Maxwell equations and their application to the magnetohydrodynamic equations

Norikazu Yamaguchi

Department of Mathematical Sciences, Graduate School of Science and Engineering, Waseda University, Ohkubo 3-4-1, Shinjuku-ku, Tokyo 169-8555, Japan.

1. Introduction and main results

Let $\Omega$ be a simply connected and unbounded domain in the three dimensional Euclidean space $\mathbb{R}^3$ whose boundary $\partial \Omega$ is a compact and sufficiently smooth hypersurface. Suppose that there is some $R_0 > 0$ such that $\partial \Omega \subset B_{R_0}(0) = \{ x \in \mathbb{R}^3 \mid |x| < R_0 \}$. In this paper we are concerned with the initial boundary value problem of the magnetohydrodynamic equations in $\Omega \times (0, \infty)$ concerning the velocity vector field $v = (v_1(x,t), v_2(x,t), v_3(x,t))$, the magnetic vector potential $H = (H_1(x,t), H_2(x,t), H_3(x,t))$ and the scalar pressure $p = p(x,t)$:

\[
\begin{aligned}
& v_t - \Delta v + (v \cdot \nabla)v + \nabla p + H \times \text{curl} \ H = 0 \quad \text{in} \quad \Omega \times (0, \infty), \\
& H_t + \text{curl} \ \text{curl} \ H + (v \cdot \nabla)H - (H \cdot \nabla)v = 0 \quad \text{in} \quad \Omega \times (0, \infty), \\
& \text{div} \ v = 0, \quad \text{div} \ H = 0 \quad \text{in} \quad \Omega \times (0, \infty), \\
& v = 0, \quad \text{curl} \ H \times \nu = 0, \quad \nu \cdot H = 0 \quad \text{on} \quad \partial \Omega \times (0, \infty), \\
& v(x,0) = a, \quad H(x,0) = b \quad \text{in} \quad \Omega.
\end{aligned}
\]

(MHD)

Here $a = (a_1(x), a_2(x), a_3(x))$ and $b = (b_1(x), b_2(x), b_3(x))$ are prescribed initial data and $\nu$ is the unit outward normal on $\partial \Omega$. We impose the perfectly conducting wall condition on the magnetic vector potential on the boundary. The perfectly conducting wall condition means that the obstacle, $\mathbb{R}^3 \setminus \overline{\Omega}$, is the perfect conductor body. The magnetohydrodynamic equations were proposed by Cowling [3] or Landau and Lifshitz
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They are known to be one of the mathematical models describing the motion of viscous incompressible resistive fluid.

The main purpose of this paper is to show the global solvability of (MHD). The initial boundary value problem of the magnetohydrodynamic equations was treated in a bounded domain by the Galerkin method. However, in general the Galerkin method does not work well in the unbounded domain case. Thus we shall take another approach. On the other hand, there are some works in exterior domain. Zhao [17] considered (MHD) with nonperfect conductor body, that is the boundary condition of the magnetic vector potential is replaced by the homogeneous Dirichlet condition. However from a physical viewpoint, the case of the perfectly conducting wall is also important. The author knows only the result by Kozono [9] concerning the perfectly conducting wall case, where the weak solution was dealt with. There has been no work on the global strong solvability to the (MHD) in the exterior domain.

Our approach is based on the argument of T. Kato [8]. Kato proved the global solvability of the Cauchy problem of the Navier-Stokes equations in $\mathbb{R}^N$ ($N \geq 2$) with small initial velocity with respect to $L^N$-norm. The argument of Kato is based on the estimates of various $L^q$-norm of the Stokes semigroup. In particular $L^q-L^r$ type estimates play crucial role in it. The argument of Kato was extended to the case of exterior domain by Iwashita [7]. Our aim of this talk is to show the global solvability of (MHD), by use of the argument of Kato and Iwashita which is known to work well in exterior domain. In order to do this, one of the main points is to study the linearized problems corresponding to (MHD). They are consisted of two systems of equations. First is the system of well known nonstationary Stokes equations and second is the system of the Maxwell equations of parabolic type with perfectly conducting wall condition:

\[
\begin{align*}
&u_t + \text{curl curl} \ u = 0 \quad \text{in} \quad \Omega \times (0, \infty), \\
&\text{div} \ u = 0 \quad \text{in} \quad \Omega \times (0, \infty), \\
&\text{curl} \ u \times \nu = 0 \quad \text{on} \quad \partial \Omega \times (0, \infty), \\
&\nu \cdot u = 0 \quad \text{on} \quad \partial \Omega \times (0, \infty), \\
&u(x, 0) = b \quad \text{in} \quad \Omega.
\end{align*}
\]

Here $u = (u_1(x, t), u_2(x, t), u_3(x, t))$ is unknown vector valued function and $b$ is a prescribed initial function. In order to derive good linear estimates, we have to study the parabolic Maxwell equations (PM). The parabolic Maxwell equations are important not only for (MHD) but also for another equations involving the Maxwell equations. For example, the time dependent Ginzburg-Landau-Maxwell superconductivity model and the magneto-micropolar fluid equations.

Before stating our main results we shall introduce some notations. Let $1 < q < \infty$. 


It is well known that the Banach space $L^q(\Omega)^3$ admits the Helmholtz decomposition:

$$L^q(\Omega)^3 = L^q_\sigma(\Omega) \oplus G^q(\Omega), \quad \oplus : \text{direct sum.}$$

Here

$$L^q_\sigma(\Omega) = \{ f \in C^\infty_0(\Omega)^3 \mid \text{div} f = 0 \text{ in } \Omega \} \cap \| f \|_{L^q(\Omega)^3},$$

$$G^q(\Omega) = \{ f \in L^q(\Omega)^3 \mid f = \nabla p \text{ for some } p \in L^q_{\text{loc}}(\Omega) \}.$$

By the assumption that $\partial \Omega$ is sufficiently smooth, the space $L^q_\sigma(\Omega)$ is characterized as (see e.g., Galdi [6, Chapter 3])

$$L^q_\sigma(\Omega) = \{ f \in L^q(\Omega)^3 \mid \text{div} f = 0 \text{ in } \Omega, \nu \cdot f = 0 \text{ on } \partial \Omega \}.$$

Let $P = P_{q,\Omega}$ be a continuous projection from $L^q(\Omega)^3$ onto $L^q_\sigma(\Omega)$ and let us define the operators $A$ and $B$ as follows:

$$\mathcal{D}(A) = L^q_\sigma(\Omega) \cap W^{2,q}(\Omega)^3 \cap W^{1,q}_{0}(\Omega)^3,$$

$$Av = -P \Delta v \quad \text{for } v \in \mathcal{D}(A),$$

$$\mathcal{D}(B) = L^q_\sigma(\Omega) \cap \{ H \in W^{2,q}(\Omega)^3 \mid \text{curl} H \times \nu = 0 \text{ on } \partial \Omega \},$$

$$BH = P(\text{curl curl} H) = \text{curl curl} H \quad \text{for } H \in \mathcal{D}(B).$$

From Akiyama, Kasai, Shibata and M. Tsutsumi [1], Borchers and Sohr [2] and Miyakawa [12, 13] both $-A$ and $-B$ generate bounded analytic semigroups $\{ e^{-tA} \}$ and $\{ e^{-tB} \}$ in $L^q_\sigma(\Omega)$, respectively. By use of operators $A$ and $B$, (MHD) is converted into the following system of integral equations:

$$v(t) = e^{-tA}a - \int_0^t e^{-(t-\tau)A}P[(v(\tau) \cdot \nabla)v(\tau) + H(\tau) \times \text{curl} H(\tau)] \, d\tau, \quad \text{(INT)}$$

$$H(t) = e^{-tB}b - \int_0^t e^{-(t-\tau)B}P[(v(\tau) \cdot \nabla)H(\tau) - (H(\tau) \cdot \nabla)v(\tau)] \, d\tau.$$

In analyzing (INT) we require $L^q$-$L^r$ estimates for the semigroup $\{ e^{-tA} \}$ and $\{ e^{-tB} \}$. The first was already proved by Iwashita (see also Maremonti and Solonnikov [11] and Enomoto and Shibata [5]). Therefore we have to do is to derive $L^q$-$L^r$ estimates for the semigroup $\{ e^{-tB} \}$.

We are now in a position to state our main results. The first result is concerned with the local energy decay property for the semigroup $\{ e^{-tB} \}$.

**Theorem 1.1** (Local energy decay). Let $1 < q < \infty$. For any $R > R_0$ and any integer $m \geq 0$, there exists $C = C(q, R, m) > 0$ such that

$$\| \partial^m_t e^{-tB}f \|_{W^{2,q}(\Omega_R)} \leq Ct^{(3/2+m)}\| f \|_{L^q(\Omega)}, \quad t \geq 1,$$

for any $f \in L^q_\sigma(\Omega) \cap L^q_R(\Omega)$, where $\Omega_R = \Omega \cap B_R$ and $L^q_R(\Omega) = \{ u \in L^q(\Omega)^3 \mid u = 0 \text{ for } |x| \geq R \}$. 
By use of Theorem 1.1, one can obtain the following $L^q$-$L^r$ estimates for $\{e^{-tB}\}$.

**Theorem 1.2** ($L^q$-$L^r$ estimates).

(i) Let $1 \leq q \leq r \leq \infty$ and $(q, r) \neq (1, 1), (\infty, \infty)$. Then there exists $C = C(q, r) > 0$ such that
\[
\|e^{-tB}f\|_{L^r(\Omega)} \leq Ct^{-\frac{3}{2} \left(\frac{1}{q} - \frac{1}{r}\right)}\|f\|_{L^q(\Omega)}, \quad t > 0
\]
for any $f \in L^q_0(\Omega)$.

(ii) Let $1 < q \leq r \leq 3$. Then there exists $C = C(q, r) > 0$ such that
\[
\|\nabla e^{-tB}f\|_{L^r(\Omega)} \leq Ct^{-\frac{3}{2} \left(\frac{1}{q} - \frac{1}{r}\right) - \frac{1}{2}}\|f\|_{L^q(\Omega)}, \quad t > 0
\]
for any $f \in L^q_0(\Omega)$.

The basic idea to prove Theorem 1.1 and Theorem 1.2 is similar to that of Iwashita [7] which deals with the nonstationary Stokes equations. However the boundary condition of (PM), perfectly conducting wall condition, is quite different from the boundary condition of the Stokes equations that is homogeneous Dirichlet condition, nonslip boundary condition. Therefore in constructing the parametrix of the resolvent problem corresponding to (PM) (see (2.1)), we have to introduce a new idea which is based on a theorem due to von Wahl [16, Theorem 3.2].

The following result by Iwashita is concerning the $L^q$-$L^r$ estimates for the Stokes semigroup, which is refined by Maremonti and Solonnikov and Enomoto and Shibata.

**Theorem 1.3** ([7, 11, 5]).

(i) Let $1 \leq q \leq r \leq \infty$ and $(q, r) \neq (1, 1), (\infty, \infty)$. Then there exists $C = C(q, r) > 0$ such that
\[
\|e^{-tA}f\|_{L^r(\Omega)} \leq Ct^{-\frac{3}{2} \left(\frac{1}{q} - \frac{1}{r}\right)}\|f\|_{L^q(\Omega)}, \quad t > 0
\]
for any $f \in L^q_0(\Omega)$.

(ii) Let $1 < q \leq r \leq 3$. Then there exists $C = C(q, r) > 0$ such that
\[
\|\nabla e^{-tA}f\|_{L^r(\Omega)} \leq Ct^{-\frac{3}{2} \left(\frac{1}{q} - \frac{1}{r}\right) - \frac{1}{2}}\|f\|_{L^q(\Omega)}, \quad t > 0
\]
for any $f \in L^q_0(\Omega)$.

Combining Theorem 1.2 and Theorem 1.3 we obtain the global solvability of (MHD) with small initial data.

**Theorem 1.4.** There exists a constant $\epsilon > 0$ such that if $(a, b) \in L^3_0(\Omega) \times L^3_0(\Omega)$ and $\|(a, b)\|_3 < \epsilon$, then a unique strong solution $(u, H)$ to (MHD) exists and satisfies the following properties:
\[
t^{(1-3q)/2}(u, H) \in BC([0, \infty); L^q_0(\Omega) \times L^q_0(\Omega)) \quad \text{for any } q, \ 3 \leq q \leq \infty, \quad (1.1)
\]
\[
t^{1/2}\nabla (u, H) \in BC([0, \infty); L^3(\Omega) \times L^3(\Omega)), \quad (1.2)
\]
where $BC(\cdot)$ denotes the class of bounded continuous functions. All the values in (1.1)--(1.2) vanish at $t = 0$ except for $q = 3$ in (1.1), and in case $q = 3$, $(u(0), H(0)) = (a, b)$.

2. Sketch of the proof of Theorem 1.1

As stated in the previous section, in view of argument of Iwashita we know that once obtaining the local energy decay, by cut-off technique we have $L^q$-$L^r$ estimates. Therefore, in this section we will give a sketch of our proof of Theorem 1.1.

To prove Theorem 1.1 we have to study the resolvent problem corresponding to (PM). In view of Miyakawa [12], to do this it is suffices to study the following Laplace resolvent system with perfectly conducting wall condition:

\[
\begin{cases}
\lambda u - \Delta u = f & \text{in } \Omega, \\
\text{curl } u \times \nu = 0 & \text{on } \partial\Omega, \\
\nu \cdot u = 0 & \text{on } \partial\Omega.
\end{cases}
\]  

(2.1)

Here $\lambda \in \Sigma_\epsilon = \{\lambda \in \mathbb{C} \setminus \{0\} \mid |\arg \lambda| < \pi - \epsilon, \ 0 < \epsilon < \pi/2\}$ and $f = (f_1(x), f_2(x), f_3(x))$ is given function. Our aim of this section is to prove the following theorem.

**Theorem 2.1.** Let $1 < q < \infty$ and $m$ be a nonnegative integer. There exists solution operator $R(\lambda) \in B(W^{m,p}_R(\Omega), W^{m,2p}_R(\Omega, \Omega_{R+2}))$ such that $R(\lambda)$ depends on $\lambda \in \Sigma_\epsilon$ meromorphically and has the following properties:

(i) The set $\Lambda$ of the poles is discrete.

(ii) $u = R(\lambda)f$ is a solution of (2.1) for $\lambda \in \Sigma_\epsilon \setminus \Lambda$ and $f \in W^{m,p}_R(\Omega)$.

(iii) $R(\lambda) \in B(W^{m,p}_R(\Omega), W^{m,2p}_R(\Omega))$ for each $\lambda \in \Sigma_\epsilon \setminus \Lambda$.

(iv) Let $\Sigma_\epsilon(\delta) = \{\lambda \in \Sigma_\epsilon \mid |\lambda| < \delta\}$. There exists $\delta_0 > 0$ such that $\Sigma_\epsilon(\delta_0) \cap \Lambda = \emptyset$ and $R(\lambda)$ has the following expansion of $\lambda \in \Sigma_\epsilon(\delta_0)$ in $B(W^{m,p}_R(\Omega), W^{m,2p}_R(\Omega_R))$:

\[
R(\lambda) = \lambda^{1/2}G_1 + G_2(\lambda) + \lambda^{1/2}G_3(\lambda).
\]  

(2.2)

Here $G_1 \in B(W^{m,p}_R(\Omega), W^{m,2p}_R(\Omega_R))$, $G_2(\lambda)$ is $B(W^{m,p}_R(\Omega), W^{m,2p}_R(\Omega_R))$-valued holomorphic function of $\lambda \in \Sigma_\epsilon(\delta_0)$ and $G_3(\lambda)$ is bounded.

Here $W^{m,p}_R(\Omega) = \{f \in W^{m,p}(\Omega) \mid f = 0 \text{ for } |x| > R\}$.

In order to prove Theorem 2.1, first of all we construct the parametrix to (2.1). Choose a positive number $R > 0$ such that $R > R_0 + 3$. Here $R_0$ is introduced in the previous...
section. Let $\Phi$ be a mapping of $f \in L^q(\Omega_{R+3})$ to unique solution $u \in W^{2,p}(\Omega_{R+3})$ of the following problem:

\[
\begin{aligned}
-\Delta u &= f & \text{ in } & \Omega_{R+3}, \\
\text{curl} \ u \times \nu &= 0 & \text{ on } & \partial\Omega_{R+3}, \\
\nu \cdot u &= 0 & \text{ on } & \partial\Omega_{R+3}.
\end{aligned}
\]

Then $\Phi \in B(L^q(\Omega_{R+3}), W^{2,q}(\Omega_{R+3}))$. Put $\varphi \in C_0^\infty(\mathbb{R}^3)$ such that $\varphi = 1$ for $|x| \leq R + 1$ and $= 0$ for $|x| \geq R + 2$. For $f \in L^q(\Omega)$, let $f_{R+3}$ be the restriction of $f$ to $\Omega_{R+3}$ and let $f_0$ be the zero extension of $f$ to $\mathbb{R}^3$, that is, $f_0 = f$ in $\Omega$ and $f_0 = 0$ in $\mathbb{R}^3 \setminus \Omega$. Let us define an operator $A(\lambda)$ by

\[
A(\lambda)f = (1 - \varphi)R_0(\lambda)f_0 + \varphi \Phi f_{R+3}.
\] (2.3)

Here $R_0(\lambda)$ denotes the solution operator to $\lambda u - \Delta u = f$ in $\mathbb{R}^3$ (The properties of $R_0(\lambda)$ is stated in Murata [14]). For $A(\lambda)f$ we have

\[
\begin{aligned}
(\lambda - \Delta)A(\lambda)f &= f + S(\lambda)f & \text{ in } & \Omega, \\
\text{curl} \ (A(\lambda)f) \times \nu &= 0 & \text{ on } & \partial\Omega, \\
\nu \cdot (A(\lambda)f) &= 0 & \text{ on } & \partial\Omega,
\end{aligned}
\]

where

\[
S(\lambda)f = 2\nabla \varphi \cdot \nabla R_0(\lambda)f_0 + (\Delta \varphi)R_0(\lambda)f_0 + \lambda \varphi \Phi f_{R+3} - 2\nabla \varphi \cdot \nabla \Phi f_{R+3} - (\Delta \varphi)\Phi f_{R+3}
\]

From the definition of the cut-off function $\varphi$, supp $S(\lambda)f \subset \Omega_{R+3}$. If $f \in L^{p}_{R+2}(\Omega)$, then by the Fourier multiplier theorem and the property of $R_0(\lambda)$, we obtain

\[
\|R_0(\lambda)f_0\|_{W^{2,p}(B_{R+3})} \leq C\|f\|_{L^p(\Omega)}.
\]

Lemma 2.2. The inverse $(I + S(\lambda))^{-1}$ of $I + S(\lambda)$ exists as a $B(L^p_{R+2}(\Omega), L^p_{R+2}(\Omega))$-valued meromorphic function of $\lambda \in \Sigma_\epsilon$. The set $\Lambda$ of poles is discrete and has no intersection with $\Sigma_\epsilon(\delta_0)$ for some $\delta_0 > 0$. Furthermore, $(I + S(\lambda))^{-1}$ has the same type of expansion as (2.2).

This lemma will follow from the following lemma.

Lemma 2.3. $I + S(0)$ has the bounded inverse $(I + S(0))^{-1}$.

Before stating the proof of Lemma 2.3, we introduce the following uniqueness result which will be required in the proof of Lemma 2.3.
Proposition 2.4. Let $1 < q < \infty$. Suppose that $u \in W^{2,q}_{\text{loc}}(\Omega)$ satisfies
\[
\begin{cases}
-\Delta u = 0 & \text{in } \Omega, \\
\text{curl } u \times \nu = 0 & \text{on } \partial \Omega, \\
\nu \cdot u = 0 & \text{on } \partial \Omega,
\end{cases}
\tag{2.4}
\]
and $u(x) = O(|x|^{-1})$, $\nabla u(x) = O(|x|^{-2})$. Then $u = 0$ in $\Omega$.

Remark 2.5. The assumption that $\Omega$ is simply connected is essentially required to prove Proposition 2.4 only.

Proof of Proposition 2.4. By virtue of the local theory for the elliptic equations, one can take $u \in W^{2,r}_{\text{loc}}(\Omega)$ for any $r \in (1, \infty)$. In particular, now we take $u \in W^{2,2}_{\text{loc}}(\Omega)$. We consider a function $\psi \in C^\infty_0(\mathbb{R}^3)$ with the properties $0 \leq \psi(x) \leq 1$, $\psi(x) = 1$ for $|x| \leq 1/2$ and $= 0$ for $|x| \geq 1$ and define $\psi_R(x) := \psi(x/R)$. According to the well known formula $\Delta u = \nabla \text{div } u - \text{curl curl } u$, the divergence theorem and the assumption we get
\[
0 = \int_\Omega -\Delta u \cdot \psi_R u \, dx = \int_{\Omega_R} \text{curl } u \cdot (\nabla \psi_R \times u) \, dx + \int_{\Omega_R} (\text{div } u)(\nabla \psi_R \cdot u) \, dx \\
+ \int_{\Omega_R} \psi_R[(\text{div } u)^2 + \text{curl } u \cdot \text{curl } u] \, dx.
\]
Since $\text{supp } \psi_R \subset \{x \in \mathbb{R}^3 \mid R/2 < |x| < R\}$, we have
\[
\left| \int_{\Omega_R} \text{curl } u \cdot (\nabla \psi_R \times u) \, dx + \int_{\Omega_R} (\text{div } u)(\nabla \psi_R \cdot u) \, dx \right| \leq \frac{C}{R}.
\]
Therefore letting $R \to \infty$, we have $\|\text{curl } u\|^2_{L^2(\Omega)} + \|\text{div } u\|^2_{L^2(\Omega)} = 0$. This implies that $\text{curl } u = 0$ and $\text{div } u = 0$ in $\Omega$ and moreover by virtue of theorem due to von Wahl [16], we obtain $\nabla u = 0$. Hence $u = \text{const}$ in $\Omega$. From the assumption that $u$ satisfies $\nu \cdot u = 0$ on $\partial \Omega$, we have $u = 0$ in $\Omega$ in $\Omega$. This completes the proof.

Now we shall show Lemma 2.3.

Proof of Lemma 2.3. Since the operator $S(0)$ is compact, by the Fredholm alternative theorem it suffices to show injectivity of $I + S(0)$. Let us pick up $f \in L^p_{R+2}(\Omega)$ so that $(I + S(0))f = 0$. Then it follows from (2.3), $A(0)f$ satisfies (2.4) and moreover $A(0)f$ has the properties that $A(0)f = O(|x|^{-1})$ and $\nabla(A(0)f) = O(|x|^{-2})$. Therefore from Proposition 2.4, $A(0)f = 0$. Namely we have
\[
(1 - \varphi)R_0(0)f_0 + \varphi \Phi f_{R+3} = 0 \quad \text{in } \Omega.
\]
By the definition of the cut-off function \( \varphi \) we have \( \Phi f_{R+3} = 0 \) for \( |x| \leq R + 1 \) and \( R_0(0)f_0 = 0 \) for \( |x| \geq R + 2 \). Put \( w = \Phi f_{R+3} \) for \( x \in \Omega_{R+3} \) and \( = 0 \) for \( x \not\in \Omega \). Then \( w \) satisfies
\[
\begin{cases}
-\Delta w = f_0 & \text{in } B_{R+3}, \\
\text{curl } w \times \nu = 0 & \text{on } \partial B_{R+3}, \\
\nu \cdot w = 0 & \text{on } \partial B_{R+3}.
\end{cases}
\]
On the other hand, from \( R(0)f_0 = 0 \) for \( |x| \geq R + 2 \), we also have
\[
\begin{cases}
-\Delta R_0(0)f_0 = f_0 & \text{in } B_{R+3}, \\
\text{curl } (R_0(0)f_0) \times \nu = 0 & \text{on } \partial B_{R+3}, \\
\nu \cdot (R_0(0)f_0) = 0 & \text{on } \partial B_{R+3}.
\end{cases}
\]
Hence we obtain \( w = R_0(0)f_0 \) in \( \Omega_{R+3} \). Therefore
\[
0 = A(0)f = R_0(0)f_0 + \varphi(\Phi f_{R+3} - R_0(0)f_0) = R_0(0)f_0.
\]
This implies \( f_0 = 0 \) in \( \Omega \).

**Proof of Lemma 2.2.** Let \( M = \|(I + S(\lambda))^{-1}\| \), where \( \| \cdot \| \) denotes the operator norm. From the fact that \( S(\lambda) \) is continuous in \( \Sigma \cup \{0\} \), there is some \( \delta_0 > 0 \) such that \( \|S(\lambda) - S(0)\| < 1/2M \) for any \( \lambda \in \Sigma_\epsilon(\delta_0) \). Hence, for \( \lambda \in \Sigma_\epsilon(\delta_0) \),
\[
(I + S(\lambda))^{-1} = \sum_{j=1}^{\infty} [(I + S(0))^{-1}(S(0) - S(\lambda))]^j (I + S(0))^{-1}.
\] (2.5)
Since \( S(\lambda) \) is holomorphic in \( \lambda \in \Sigma_\epsilon \), by analytic Fredholm’s alternative theorem (see e.g., Dunford and Schwartz [4, p. 592, Lemma 13]) we obtain \( (I + S(\lambda))^{-1} \) for any \( \lambda \in \Sigma_\epsilon \) as a meromorphic function and we see that the set \( \Lambda \) of poles is discrete in \( \Sigma_\epsilon \). The expansion of \( (I + S(\lambda))^{-1} \) follows from that of the expansion of \( R_0(\lambda) \), Lemma 2.3 and (2.5).

With help of above results, we prove Theorem 2.1.

**Proof of Theorem 2.1.** Define \( R(\lambda) \) by
\[
R(\lambda) = A(\lambda)(I + S(\lambda))^{-1}.
\] (2.6)
Then the assertions are immediately derived from the expansion of \( R_0(\lambda) \), Lemma 2.2 and (2.6).
In the rest of this paper, we shall state the strategy of the proof of Theorem 1.1. Let \(0 < \epsilon < \epsilon_1 < \pi/2\) and let \(\gamma\) be a contour as follows: \(\gamma = \gamma_1 \cup \gamma_2\), where
\[
\gamma_1 = \{\lambda \in \mathbb{C} | 0 < |\lambda| \leq \delta_0/2, |\arg\lambda| = \pi - \epsilon_1\}, \\
\gamma_2 = \{\lambda \in \mathbb{C} | |\lambda| > \delta_0/2, |\arg\lambda| = \pi - \epsilon_1\}.
\]
According to Theorem 2.1, the semigroup \(e^{-tB}\) is represented as
\[
e^{-tB} = \frac{1}{2\pi i} \int_{\gamma_1} e^{\lambda t} R(\lambda) d\lambda + \frac{1}{2\pi i} \int_{\gamma_2} e^{\lambda t} (\lambda + B)^{-1} d\lambda,
\]
in \(L^q_\sigma(\Omega) \cap L^{q_R+2}_\sigma(\Omega)\). To prove Theorem 1.1, we introduce the following well known lemma concerning the gamma function \(\Gamma(\sigma)\).

Lemma 2.6. For \(\sigma > 0\) and \(t > 0\), it holds that
\[
\left| \frac{1}{2\pi i} \int_{\gamma_1} e^{\lambda t} \lambda^{\sigma-1} d\lambda - \frac{\sin \sigma \pi}{\pi} \Gamma(\sigma) t^{-\sigma}\right| \leq Ce^{-\alpha t}.
\]

Finally combining Theorem 2.1 and Lemma 2.6, we have the local energy decay property of the semigroup \(e^{-tB}\), Theorem 1.1.
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