Weighted Strichartz estimates for the wave equation in even space dimensions
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Abstract

We prove the weighted Strichartz estimates for the wave equation in even space dimensions with radial symmetry in space. Although the odd space dimensional cases have been treated in our previous paper [4], the lack of the Huygens principle prevents us from a similar treatment in even space dimensions. The proof is based on the two explicit representations of solutions due to Rammaha [10] and Takamura [13] and to Kubo-Kubota [5]. As in the odd space dimensional cases [4], we are also able to construct self-similar solutions to semilinear wave equations on the basis of the weighted Strichartz estimates.

1 Introduction and the main result

This paper is a sequel to [4], where we study the weighted Strichartz estimates for the wave equation without the support condition and self-similar solutions to nonlinear wave equations. The results in [4] are restricted to odd space dimensions, for the proof of the weighted Strichartz estimates depends on an explicit representation
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formula of the free solutions which holds only for odd space dimensions. The corresponding explicit representation formula for even space dimensions causes a number of serious difficulties when one follows a similar method. One of the difficulties lies in the existence of region of diffusion of waves, where a similar technique seems useless to control the tail of waves which lives inside the light cone and has a singularity on the light cone. It seems technical as far as the difference of representation formula is concerned, while it looks essential because the situation depends heavily on the Huygens principle.

In this paper we prove the weighted Strichartz estimates for the wave equation in even space dimensions. Let $F$ be a function on $\mathbb{R}_{+}^{1+n} = (0, \infty) \times \mathbb{R}^n$ with radial symmetry in space and let $w$ be a solution of the wave equation

$$\Box w = F, \quad (t, x) \in \mathbb{R}_{+}^{1+n},$$

$$w|_{t=0} = \partial_t w|_{t=0} = 0, \quad x \in \mathbb{R}^n,$$

where $\Box = \partial_t^2 - \Delta$ is the d’Alembertian with Laplacian $\Delta$ in $\mathbb{R}^n$.

**Theorem 1.** Let $n \geq 2$ be even and let $2 < q < \frac{2(n+1)}{n-1}$. Let $a$ and $b$ satisfy

$$a - b + \frac{n+1}{q} = \frac{n-1}{2}, \quad \frac{n}{q} - \frac{n-1}{2} < b < \frac{1}{q}.$$

Then, there exists a constant $C > 0$ such that

$$\| |t|^2 - |x|^2|^n w\|_{L^q(\mathbb{R}_{+}^{1+n})} \leq C \| |t|^2 - |x|^2|^b F\|_{L^q(\mathbb{R}_{+}^{1+n})}. \quad (1.3)$$

**Remark 1.1.** (1) Theorem 1 also holds when $n$ is odd. See [3, Lemma 3.1].
(2) A similar estimate to Theorem 1 has been shown by Georgiev-Lindblad-Sogge [1, Theorem 1.4] in odd space dimensions, and they announced that the corresponding even space dimensional cases also hold. In the above theorem their support condition $\text{supp} F \subset \{(t, x); |x| < t\}$ is removed at the cost of an additional lower bound $b > \frac{n}{q} - \frac{n-1}{2}$.
(3) As for the weighted Strichartz estimates without radial symmetry, see [1], [14], which require that the support of $F$ is contained in the light cone.

The proof of Theorem 1 is based on explicit representations of the solution $w$ derived by using the radial symmetry of the inhomogeneous term $F$. Such representation and duality arguments enables us to reduce the weighted Strichartz estimates to the weighted Hardy-Littlewood-Sobolev inequality, as in the odd space dimensional cases [4]. As compared with the odd dimensional cases, the lack of the
Huygens principle makes the treatment of the even dimensional cases more difficult. To overcome such difficulties we divide the proof of Theorem 2 into two cases, 
\[ 2 < q \leq \frac{2(n-1)}{n-2}, \quad \frac{2(n-1)}{n-2} < q < \frac{2n+1}{n-1}, \]
and in each case we apply different representation of the solution, which is due to Rammaha [10] and Takamura [13] and to Kubo-Kubota [5], respectively.

Theorem 1 has an application to the existence of self-similar solutions to the Cauchy problem for semilinear wave equations of the form
\[ \square u = f(u), \quad (t, x) \in \mathbb{R}^n, \quad (1.4) \]
\[ u|_{t=0} = \varepsilon \phi, \quad \partial_t u|_{t=0} = \varepsilon \psi, \quad x \in \mathbb{R}^n, \quad (1.5) \]
where \(\varepsilon > 0\) is a small parameter and \(f(u)\) is homogeneous of degree \(p\) with respect to \(u\) and satisfies the estimates
\[
|f(u)| \leq C|u|^p, \\
|f(u) - f(v)| \leq C(|u|^{p-1} + |v|^{p-1})|u - v|,
\]
where \(C\) is independent of \(u\) and \(v\), and \(p > 1\). A solution \(u\) of (1.4) is called a self-similar solution if
\[ \lambda^{2/(p-1)} u(\lambda t, \lambda x) = u(t, x) \]
for all \(\lambda > 0\).

Regarding the existence of self-similar solutions to the Cauchy problem (1.4), (1.5), several results are known. First, Pecher [7] showed the existence of self-similar solutions for \(p > (4 + \sqrt{13})/3\) when \(n = 3\). This lower bound on \(p\), which is denoted by \(p_1(n)\) in general dimensions \(n\), is the one that appeared in Mochizuki-Motai [6] in connection with the scattering theory. Specifically, \(p_1(n)\) is given by the positive root of the following quadratic equation in \(p\):
\[ n(n-1)p^2 - (n^2 + 3n - 2)p + 2 = 0. \]
Pecher’s result is extended for general dimensions by Ribaud-Youssfi [11].

Next, Pecher [8] also showed the existence of self-similar solutions for \(1 + \sqrt{2} < p \leq 2\) when \(n = 3\) and gave a counter-example indicating that the lower bound on \(p\) is sharp. This lower bound, which is denoted by \(p_0(n)\) in general dimensions \(n\), is known as the critical exponent concerning the existence of global solutions for compactly supported, smooth, small data. Specifically, \(p_0(n)\) is given by the positive root of the following quadratic equation in \(p\):
\[ (n - 1)p^2 - (n + 1)p - 2 = 0. \]
Note that $p_0(n) < p_1(n)$ holds in all dimensions. Hidano [2] also showed the existence of self-similar solutions for $p_0(n) < p < \frac{n+3}{n-1}$ when $n = 2, 3$.

In our previous work [4], we proved the existence of radially symmetric self-similar solutions for $p_0(n) < p < \frac{n+3}{n-1}$ in odd space dimensions under the data of the form

\[ \phi(x) = C_1|\gamma|^{-\frac{n}{p-1}}, \quad \psi(x) = C_2|\gamma|^{-\frac{2}{p+1}}, \]

where $C_1, C_2 \in \mathbb{R}$. The data (1.6) is the same as (3) in Pecher [7]. Moreover, the data (1.6) has the critical decay rate at infinity in space (see Takamura [13] for example).

To state our result on the existence of self-similar solutions to (1.4), we introduce weak Lebesgue spaces. Weak Lebesgue spaces $L^p_w$ are defined by

\[ L^p_w = \left\{ f \in L^1_{\text{loc}}; \|f\|_{L^p_w} \equiv \sup_{\lambda > 0} \lambda \left( \left\{ x; |f(x)| > \lambda \right\} \right)^{1/p} < \infty \right\}, \]

for $1 \leq p < \infty$, where $|\cdot|$ denotes the Lebesgue measure. Although $\|\cdot\|_{L^p_w}$ does not satisfy the triangle inequality, there exists a norm equivalent to $\|\cdot\|_{L^p_w}$ for $p > 1$ and with this norm the space $L^p_w$ becomes a Banach space.

**Theorem 2.** Let $n \geq 2$ be even and let $p_0(n) < p < \frac{n+3}{n-1}$. Then, there exists a unique solution $u$ of the integral equation associated with the Cauchy problem (1.4), (1.5) with (1.6) such that

\[ |t^2 - |x|^2|^{\gamma} u \in L^p_{w}^{+1}(\mathbb{R}^{1+n}_+), \]

if $\varepsilon > 0$ is sufficiently small, where $\gamma = \frac{1}{p-1} - \frac{n+1}{2(p+1)}$.

The norm of the weighted weak Lebesgue space to which the solution $u$ belongs is invariant with respect to the scale transform $u \mapsto u_\lambda$. This invariance is important to treat self-similar solutions and requires a direct use of the weight of homogeneous type. Since self-similar solutions $u$ of (1.4) are to be homogeneous functions in time and space variables by the definition, we observe that $|t^2 - |x|^2|^{\gamma} u$ does not belong to the usual Lebesgue spaces on $\mathbb{R}^{1+n}_+$, and therefore it is natural to use weak Lebesgue spaces instead.

The corresponding result in odd space dimensions have been obtained in [4] and the restriction to such space dimensions only comes from the weighted Strichartz estimates, which was the key estimate to construct the solution. Thus, once we obtain the weighted Strichartz estimates in even space dimensions, namely, Theorem
In this paper, Theorem 2 is proved by the same arguments as in [4] and we omit it here.

This paper is organized as follows. In Section 2 we prove Theorem 1 in the case where \( n \geq 4, 2 < q \leq \frac{2(n-1)}{n-2} \). In Section 3 we prove Theorem 1 in the case where \( n \geq 4, \frac{2(n-1)}{n-2} < q < \frac{2(n+1)}{n+1} \). In Section 4 we prove Theorem 1 in the case \( n = 2 \).

# 2 Proof of Theorem 1 in the case \( 2 < q \leq \frac{2(n-1)}{n-2} \)

In this section we prove Theorem 1 in the case where \( n \geq 4 \) is even and \( 2 < q \leq \frac{2(n-1)}{n-2} \). The proof is based on the following representation and estimate of free solutions. In the sequel we denote \( F \) with radial symmetry in space as a function on \((0, \infty) \times (0, \infty)\).

**Lemma 2.1 (Rammaha [10], Takamura [13]).** Let \( n \geq 2 \) be even. Then,

\[
\begin{align*}
    w(t, r) &= r^{-\frac{\sigma}{2}+1} \int_0^{t} \int_{|s-r|}^{s+t+r} L(\lambda, r, t-s) F(s, \lambda) \, d\lambda \, ds \\
    &\quad + r^{-\frac{\sigma}{2}+1} \int_{\max(t-r,0)}^{\max(t,0)} \int_{0}^{t-s-r} \tilde{L}(\lambda, r, t-s) F(s, \lambda) \, d\lambda \, ds,
\end{align*}
\]

where \( r = |x|, L \) and \( \tilde{L} \) satisfy the following estimates

\[
\begin{align*}
    |L(\lambda, r, \tau)| &\leq \begin{cases} 
        Cr^{-\frac{\sigma}{2}} \lambda^{-\frac{1}{2}}, & \text{if } 0 < \tau \leq r, \ r - \tau < \lambda < r + \tau, \\
        C\sigma \lambda^{-\frac{1}{2}+\sigma} (r + \lambda - \tau)^{-\sigma}(r + \lambda + \tau)^{-\sigma}(\tau + r - \lambda)^{-\frac{1}{2}+\sigma}, & \text{if } 0 < r < \tau, \ \tau - r < \lambda < r + \tau,
    \end{cases}
\end{align*}
\]

\[
|\tilde{L}(\lambda, r, \tau)| \leq C\sigma r^{-\frac{1}{2}+\sigma} \lambda^{-\frac{1}{2}+\sigma} (\tau - r - \lambda)^{-\sigma}(\tau + r + \lambda)^{-\sigma}, \quad 0 < \lambda < \tau - r,
\]

for \( \tau, r > 0, 0 < \sigma \leq 1/2 \).

**Remark 2.1.** As we shall see below, \( L \) and \( \tilde{L} \) are given explicitly by

\[
L(\lambda, r, \tau) = \frac{2}{\pi} \int_{|r-\lambda|}^{\tau} \frac{\rho \, T_{\frac{n-2}{2}}((\lambda^2 + r^2 - \rho^2)/2\lambda)}{\sqrt{\tau^2 - \rho^2} \sqrt{\rho^2 - (r - \lambda)^2} \sqrt{(r + \lambda)^2 - \rho^2}} \, d\rho,
\]

(2.2)

for \( |\tau - r| < \lambda < \tau + r \), and

\[
\tilde{L}(\lambda, r, \tau) = \frac{2}{\pi} \int_{|r-\lambda|}^{\tau+\lambda} \frac{\rho \, T_{\frac{n-2}{2}}((\lambda^2 + r^2 - \rho^2)/2\lambda)}{\sqrt{\tau^2 - \rho^2} \sqrt{\rho^2 - (r - \lambda)^2} \sqrt{(r + \lambda)^2 - \rho^2}} \, d\rho,
\]

(2.3)

for \( 0 < \lambda < \tau - r \), where \( T_k \) denotes the Tschebyscheff polynomial of degree \( k \) defined by

\[
T_k(z) = \frac{(-1)^k}{(2k-1)!!} (1 - z^2)^{\frac{1}{2}} \frac{d^k}{dz^k} (1 - z^2)^{k-\frac{1}{2}}.
\]
Proof. This lemma is based on the representation due to Rammaha [10], Takamura [13]. We refer to [13, Lemma 2.3] on the representation of the following form,

\[ w(t, r) = 2\pi r^{2n-1} \int_0^t \int_{t-s}^t \frac{\rho}{\sqrt{(t-s)^2 - \rho^2}} \]
\[ \times \left( \int_{|r-\rho|}^{r+\rho} T_{\frac{n-2}{2}}((\lambda^2 + r^2 - \rho^2)/2r\lambda) \frac{\sqrt{\lambda^2 - (r-\rho)^2} \sqrt{(r+\rho)^2 - \lambda^2}}{\lambda^2} F(s, \lambda) d\lambda \right) d\rho ds, \tag{2.4} \]

where we have used the Duhamel principle to translate the representation on the solution of the homogeneous equation to the one of the inhomogeneous equation. Changing the order of integrals with respect to \( \rho \) and \( \lambda \) in (2.4) and changing the combination of pairs on the denominator, we obtain the representation (2.1) with \( L \) and \( \tilde{L} \) given by (2.2) and (2.3).

In the following, we give the estimate on \( L \) and \( \tilde{L} \). To begin with, we notice that

\[ |T_m((\lambda^2 + r^2 - \rho^2)/2r\lambda)| \leq 1 \]  

(2.5)

if \( \rho \geq |r - \lambda| \), since it is known that

\[ |T_k(z)| \leq 1 \text{ if } |z| \leq 1, \]

and \( \rho \geq |r - \lambda| \) implies \( |(\lambda^2 + r^2 - \rho^2)/2r\lambda| \leq 1 \).

We first give the estimate on \( L \) in the case \( 0 \leq r - \tau < \lambda < r + \tau \). By (2.5),

\[ |L(\lambda, r, \tau)| \leq C \int_{|r-\lambda|}^\tau \frac{\rho}{\sqrt{\tau^2 - \rho^2} \sqrt{\rho^2 - (r-\lambda)^2} \sqrt{(r+\lambda)^2 - \rho^2}} d\rho \]
\[ \leq \frac{C}{\sqrt{(r+\lambda)^2 - \tau^2}} \int_{|r-\lambda|}^\tau \frac{\rho}{\sqrt{\tau^2 - \rho^2} \sqrt{\rho^2 - (r-\lambda)^2}} d\rho \]
\[ = C (r + \lambda + \tau)^{-\frac{1}{2}} (r + \lambda - \tau)^{-\frac{1}{2}} \]
\[ \leq C r^{-\frac{1}{2}} \lambda^{-\frac{1}{2}}, \]

since \( r - \tau \geq 0 \). In the above estimate, we have used

\[ \int_a^b \frac{x}{(x^2 - a^2)^{\alpha} (b^2 - x^2)^{\beta}} dx = \frac{1}{2} B(1 - \alpha, 1 - \beta) (b^2 - a^2)^{1-\alpha-\beta}, \tag{2.6} \]

for \( \alpha, \beta < 1, a < b \), where \( B \) is the beta function.

We next give the estimate on \( L \) in the case \( 0 < \tau - r < \lambda < r + \tau \). In this case,

\[ |L(\lambda, r, \tau)| \leq \frac{C}{((r+\lambda)^2 - \tau^2)^{\sigma}} \int_{|r-\lambda|}^\tau \frac{\rho}{(\tau^2 - \rho^2)^{1-\sigma} \sqrt{\rho^2 - (r-\lambda)^2}} d\rho \]
for \(0 < \sigma \leq 1/2\), since \(r + \lambda > \tau\). Then applying (2.6), we obtain
\[
|L(\lambda, r, \tau)| \leq C_\sigma((r + \lambda)^2 - \tau^2)^{-\sigma}(\tau^2 - (r - \lambda)^2)^{-\frac{1}{2} + \sigma},
\]
from which we obtain the desired estimate using \(\tau - r > 0\).

We finally give the estimate on \(\tilde{L}\). Similarly as above,
\[
|\tilde{L}(\lambda, r, \tau)| \leq \frac{C}{(r^2 - (r + \lambda)^2)^{\sigma}} \int_{[r-\lambda]}^{r+\lambda} \frac{\rho}{\sqrt{\rho^2 - (r - \lambda)^2}} \frac{d\rho}{((r + \lambda)^2 - \rho^2)^{1-\sigma}},
\]
for \(0 < \sigma \leq 1/2\), since \(\tau > r + \lambda\). Then applying (2.6), we obtain
\[
|\tilde{L}(\lambda, r, \tau)| \leq C_\sigma(r^2 - (r + \lambda)^2)^{-\sigma}((r + \lambda)^2 - (r - \lambda)^2)^{-\frac{1}{2} + \sigma},
\]
from which we obtain the desired estimate.

Before describing the proof of Theorem 2, we prepare the weighted Hardy-Littlewood-Sobolev inequality of the following form.

**Lemma 2.2 ([12])**. Let \(0 < \lambda < n, 1 < r, s < \infty\). Let \(\alpha < n/s'\) and \(\beta < n/r'\) with \(\alpha + \beta \geq 0\) satisfy \(1/s + 1/r + (\lambda + \alpha + \beta)/n = 2\). Then,
\[
\left| \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{f(x)g(y)}{|x|^\alpha |x-y|^\lambda |y|^\beta} dx \, dy \right| \leq C \left\| f \right\|_{L^s(\mathbb{R}^n)} \left\| g \right\|_{L^{s'}(\mathbb{R}^n)}.
\]

**Proof of Theorem 2 in the case where \(n \geq 4\), \(2 < q \leq \frac{2(n-1)}{n-2}\).** By duality and radial symmetry, the estimate (1.3) is equivalent to
\[
\left| \int_0^\infty \int_0^\infty |t^2 - r^2|^a w(t, r) \Phi(t, r)r^{n-1}dr \, dt \right| \leq C \left\| |t^2 - r^2|^b r^{\frac{n-1}{2}} F \right\|_{L^s'} \left\| r^{\frac{n-1}{2}} \Phi \right\|_{L^{s'}}
\]
for all \(\Phi \in C_0^\infty((0, \infty) \times (0, \infty))\).

By (2.1) we observe that
\[
\int_0^\infty \int_0^\infty |t^2 - r^2|^a w(t, r) \Phi(t, r)r^{n-1}dr \, dt
= \left( \int_0^\infty \int_0^t \int_{\text{max}(t-r,0)}^{t+s} \int_{r-(t-s)}^{t-r} \int_0^{t-s-r} \right)
\times r^{\frac{n}{2}} \lambda^\frac{a}{2} |t^2 - s^2|^a L(\lambda, r, t - s)F(s, \lambda)\Phi(t, r)d\lambda \, ds \, dr \, dt
\]
for all \(\Phi \in C_0^\infty((0, \infty) \times (0, \infty))\).
and applying the estimates on $L$ and $\tilde{L}$ in Lemma 2.1 with $\sigma = 1/2$, the left hand side of (2.7) is bounded by
\[
\int_0^\infty \int_0^\infty \int_0^t \int_0^{r+s} \int_0^{r} |t^2 - r^2| \sigma(t,\lambda) |\Phi(t, r)| d\lambda ds dr dt
+ \int_0^\infty \int_0^t \int_0^{t-r} \int_0^{r-t+s} \frac{r^2 \lambda^2 |t^2 - r^2| \sigma(t,\lambda) |\Phi(t, r)|}{\sqrt{r + \lambda - t + s \sqrt{r + \lambda + t - s}}} d\lambda ds dr dt
\equiv I_1 + I_2.
\]

Estimate of $I_1$. Applying the following change of variables
\[
t + r = u, \quad t - r = v, \quad s + \lambda = \xi, \quad s - \lambda = \eta,
\] we observe that
\[
I_1 = C \left( \int_0^\infty \int_0^\infty \int_0^u \int_{-\xi + 2v}^u + \int_0^\infty \int_0^u \int_{-v}^{u-v} \right) \int_0^\infty \int_{-u-v}^{u-v} G(\xi, \eta) H(u, v)
\times \frac{1}{|u|^{-a} |v|^{-a} |u - v|^{-\gamma} |\xi|^{b} |\eta|^{b} |\xi - \eta|^{-\gamma}} d\eta d\xi dv du,
\]
where $\gamma = (n - 1)(1/2 - 1/q)$ and we have set
\[
|s^2 - \lambda^2|^{b} \lambda^{\frac{n-1}{2}} |F(s, \lambda)| = G(\xi, \eta), \quad r^{\frac{n-1}{2}} |\Phi(t, r)| = H(u, v).
\]
To estimate the integral kernel we use the following claim.

Claim 1. If $\eta < v < \xi < u$, then $|\xi - v||u - \eta| \leq 2|u - v||\xi - \eta|$.

Proof. When $u - v \leq \xi - \eta$, we have
\[
|\xi - v||u - \eta| \leq (\xi - v)(u - v + \xi - \eta) \leq 2(u - v)(\xi - \eta),
\]
since $-v + \xi > 0$ and $u > \xi$. Similarly, when $\xi - \eta < u - v$, we have
\[
|\xi - v||u - \eta| \leq (\xi - v)(u - v + \xi - \eta) \leq 2(\xi - \eta)(u - v),
\]
since $-v + \xi > 0$ and $v > \eta$. \hfill \square

In each integral domain of the right hand side of (2.10) the condition $\eta < v < \xi < u$ holds, and thus by Claim 1
\[
I_1 \leq C \int_R \int_R \frac{1}{|v|^{-a} |v - \xi|^{-\gamma} |\xi|^{b} \left( \int_R \int_R \frac{G(\xi, \eta) H(u, v)}{|u|^{-a} |u - \eta|^{-\gamma} |\eta|^{b}} d\eta du \right)} d\xi dv.
\]
Then applying Lemma 2.2 repeatedly, we obtain

\[ I_1 \leq C \|G\|_{L^q} \|H\|_{L^r} = C \|t^2 - r^2|b| r^{\frac{n-1}{s}} F\|_{L^q} \|r^{\frac{n-1}{s}} \Phi\|_{L^r}. \]

In fact, substituting \( \alpha = -a, \beta = b, \lambda = \gamma = (n - 1)(1/2 - 1/q), \) \( r = s' = q' \) in Lemma 2.2, we observe that the condition \( 1/s + 1/r + \alpha + \beta = 2, \alpha < 1/s', \beta < 1/r' \) implies \( a - b + \frac{n+1}{q} = \frac{n}{2}, b > \frac{n}{q} - \frac{n-1}{2}, b < \frac{1}{q}, \) respectively.

*Estimate of \( I_2 \).* Similarly, by change of variables (2.9) and substitution (2.11),

\[ I_2 = \int_0^\infty \int_0^u \left( \int_0^v \int_0^\xi + \int_v^u \int_0^{2v-\xi} \right) \times \frac{|u - v|^{1-\gamma} |\xi - \eta|^{1-\gamma} G(\xi, \eta) H(u, v)}{|u|^{-a} |v|^{-a} |\xi|^{-1} |\eta|^{-1}} \, d\eta \, d\xi \, dv \, du, \]

(2.12)

where \( \gamma = (n - 1)(1/2 - 1/q) \) as before. In the domain of integration of the first and the second terms on the right hand side of (2.12), the conditions

\(-\xi < \eta < \xi < v < u, \quad -\xi < \eta < 2v - \xi < v < \xi < u,

hold respectively. In both cases we observe that

\((u - v)^{\frac{1}{2}-\gamma} \leq (u - \eta)^{\frac{1}{2}-\gamma}, \quad (\xi - \eta)^{\frac{1}{2}-\gamma} \leq (2\xi)^{\frac{1}{2}-\gamma}, \)

since \( v > \eta, -\eta < \xi, \xi > 0, \) and \( 2 < q < \frac{2(n-1)}{n-2} \) implies \( 0 < \gamma \leq 1/2. \) Thus,

\[ I_2 \leq C \int_\mathbb{R} \int_\mathbb{R} \frac{1}{|v|^{-a} |v - \xi|^{\frac{1}{2}} |\xi|^{b-\frac{1}{2}+\gamma}} \left( \int_\mathbb{R} \int_\mathbb{R} G(\xi, \eta) H(u, v) \right) d\eta \, dv \, d\xi \, du. \]

Then, applying Lemma 2.2 as above, we have

\[ I_2 \leq C \int_\mathbb{R} \int_\mathbb{R} \frac{\|G(\xi, \cdot)\|_{L^q} \|H(\cdot, v)\|_{L^r}}{|v|^{-a} |v - \xi|^{\frac{1}{2}} |\xi|^{b-\frac{1}{2}+\gamma}} \, d\xi \, dv. \]

We can also apply Lemma 2.2 for the above integral, because \( 0 < \gamma \leq 1/2, \) which is due to \( 2 < q < \frac{2(n-1)}{n-2} \), assures \( b - 1/2 + \gamma \leq b < 1/q, \) and \(-a + (b - 1/2 + \gamma) = 2/q - 1/2 \geq 0. \) The other assumptions of Lemma 2.2 are easily follows. Thus we obtain

\[ I_2 \leq C \|G\|_{L^q} \|H\|_{L^r} = C \|t^2 - r^2|b| r^{\frac{n-1}{s}} F\|_{L^q} \|r^{\frac{n-1}{s}} \Phi\|_{L^r}. \]

Therefore, we obtain (2.7) and this completes the proof of Theorem 2 in the case where \( n \geq 4, 2 < q \leq \frac{2(n-1)}{n-2}. \)
3 Proof of Theorem 1 in the case $\frac{2(n-1)}{n-2} < q < \frac{2(n+1)}{n-1}$

In this section we prove Theorem 1 in the case where $n \geq 4$ is even and $\frac{2(n-1)}{n-2} < q < \frac{2(n+1)}{n-1}$. The proof is based on the following representation and estimate of free solutions.

Lemma 3.1 (Kubo-Kubota [5]). Let $n \geq 2$ be even. Then,

$$w(t,r) = r^{-n+2} \int_0^t \int_{t-s}^{t+s-r} \lambda^{n-1} K_{n-2}^{\frac{n-1}{2}}(\lambda, r-t, s) F(s, \lambda) d\lambda ds$$

$$+ r^{-n+2} \int_0^{\max(t-r,0)} \int_{t-s}^{t+s-r} \lambda^{n-1} \tilde{K}_{n-2}^{\frac{n-1}{2}}(\lambda, r-t, s) F(s, \lambda) d\lambda ds,$$

where $r = |x|$, and $K_{n-2}$, $\tilde{K}_{n-2}$ satisfy the following estimates,

$$|K_{n-2}^{\frac{n-1}{2}}(\lambda, r, \tau)| \leq C r^{\frac{n-3}{2}} \lambda^{-\frac{n-1}{2}} \min(\rho^2, \lambda^2) (\lambda - \tau + r)^{-\frac{1}{2}}, \quad |\tau - r| < \lambda < \tau + r,$$

$$|\tilde{K}_{n-2}^{\frac{n-1}{2}}(\lambda, r, \tau)| \leq C r^{\frac{n-3}{2}+\sigma} (\tau - r)^{-\frac{n-2}{2}-\sigma} (\tau - r - \lambda)^{-\frac{1}{2}}, \quad 0 < \lambda < \tau - r,$$

for $\tau, r > 0$, $0 \leq \sigma \leq 1/2$.

Remark 3.1. (1) We notice that $K_{n-2}$ and $\tilde{K}_{n-2}$ are given explicitly by

$$K_j(\lambda, r, \tau) = \int_0^{\tau+r} H_j(\rho, r, \tau) \frac{H_j(\rho, r, \tau)}{\sqrt{\rho^2 - \lambda^2}} d\rho,$$

$$\tilde{K}_j(\lambda, r, \tau) = \int_0^{\tau-r} H_j(\rho, r, \tau) \frac{H_j(\rho, r, \tau)}{\sqrt{\rho^2 - \lambda^2}} d\rho,$$

for $j \geq 0$. Here,

$$H_j(\rho, r, \tau) = (D_{\rho^2})^j H(\rho, r - \tau), \quad |\rho - \tau| < r,$$

where $D_{\rho^2} = \frac{d}{d\rho} (-\frac{1}{\rho^2})$, $H(r, \rho) = (r^2 - \rho^2)^{\frac{n-3}{2}}$.

(2) One of the different point between Lemma 2.1 and Lemma 3.1 is the power of $\lambda$ derived from the estimates of the second terms on the right hand side of (2.1) and (3.1), which enables us to control the integral kernel as we shall see below.

Proof. The representation (3.1) with (3.2) is due to Kubo-Kubota [5, Lemma 3.4]. The estimates on $K_{n-2}$ and $\tilde{K}_{n-2}$ is also due to [5, Lemma 4.2], which states

$$|K_{n-2}^{\frac{n-1}{2}}(\lambda, r, \tau)| \leq C r^{\frac{n-3}{2}+\mu} \lambda^{-\frac{n-2}{2} - \mu} (\lambda - \tau + r)^{-\frac{1}{2}}, \quad |\tau - r| < \lambda < \tau + r,$$

$$|\tilde{K}_{n-2}^{\frac{n-1}{2}}(\lambda, r, \tau)| \leq C r^{\frac{n-3}{2}+\mu} (\tau - r)^{-\frac{n-2}{2} - \mu} (\tau - r - \lambda)^{-\frac{1}{2}}, \quad 0 < \lambda < \tau - r,$$

holds for $\tau, r > 0$, and $\mu = 0$ or $1/2$. Thus, taking minimum or interpolating with respect $\mu$, we obtain the desired estimate.
Proof of Theorem 2 in the case where \( n \geq 4, \frac{2(n-1)}{n-2} < q < \frac{2(n+1)}{n-1} \). As in the preceding case, it is sufficient to prove the estimate (2.7). By (3.1) the left hand side of (2.7) is bounded by

\[
\int_0^\infty \int_0^\infty \int_0^t \int_{|t-s-r|} \int_{|t-r-s-r|} r \lambda^{n-1} |t^2 - r^2|^a |K_{n-2}(\lambda, r, t - s)||F(s, \lambda)||\Phi(t, r)| \, d\lambda \, ds \, dr \, dt
\]

\[
+ \left( \int_0^\infty \int_0^t \int_{t/3}^{t-r} \int_0^{t-r} \int_0^{t-r} \int_0^{t-r} \right) \times r \lambda^{n-1} |t^2 - r^2|^a |\tilde{K}_{n-2}(\lambda, r, t - s)||F(s, \lambda)||\Phi(t, r)| \, d\lambda \, ds \, dr \, dt
\]

\[
\equiv I_1 + I_2 + I_3.
\]

Estimate of \( I_1 \). Applying the estimate on \( K_{n-2} \) in Lemma 3.1, we obtain

\[
I_1 \leq C \int_0^\infty \int_0^\infty \int_0^t \int_{|t-s-r|} \frac{\lambda^{n-1}}{\lambda^{n-2}} |t^2 - r^2|^a \times \frac{\min(r^{\frac{1}{2}}, \lambda^{\frac{1}{2}})}{|\lambda - t + s + r|^{\frac{3}{2}}} |F(s, \lambda)||\Phi(t, r)| \, d\lambda \, ds \, dr \, dt
\]

\[
= C \int_0^u \int_{-u}^u \int_{|u-v|^\frac{1}{2}}^{|u-v|^\frac{1}{2}} \int_{|\xi - \eta|^\frac{1}{2}}^{|\xi - \eta|^\frac{1}{2}} \min\{|u-v|^\frac{1}{2}, |\xi - \eta|^\frac{1}{2}\} \, G(\xi, \eta) \, H(u, v) \, d\eta \, d\xi \, dv \, du,
\]

where we have used the change of variables (2.9) and the substitution (2.11), and \( \gamma = (n-1)(1/2-1/q) \) as before. To estimate the integral kernel we use the following claim.

Claim 2. If \( \eta < v < \xi < u \), then for \( \gamma > 1/2 \)

\[
\frac{\min\{|\xi - \eta|^\frac{1}{2}, |u-v|^\frac{1}{2}\}}{|u-v|^{\gamma}} \leq \frac{2^\gamma}{|\xi - v|^{\gamma}} |u-\eta|^{\gamma}.
\]

Proof. When \( u - v \leq \xi - \eta \), we observe that

\[
(\xi - v)^{\gamma - \frac{1}{2}} (u - \eta)^{\gamma} \leq (u - v)^{\gamma - \frac{1}{2}} (u - v + \xi - \eta)^{\gamma}
\]

\[
\leq 2^\gamma (u - v)^{\gamma - \frac{1}{2}} (\xi - \eta)^{\gamma},
\]

since \( \xi < u, -v + \xi > 0 \). This implies

\[
\frac{|u-v|^\frac{1}{2}}{|u-v|^\gamma |\xi - \eta|^\gamma |\xi - v|^\frac{1}{2}} \leq \frac{2^\gamma}{|\xi - v|^{\gamma}} |u-\eta|^{\gamma}.
\]

Similarly, when \( \xi - \eta < u - v \),

\[
(\xi - v)^{\gamma - \frac{1}{2}} (u - \eta)^{\gamma} \leq (\xi - \eta)^{\gamma - \frac{1}{2}} (u - v + \xi - \eta)^{\gamma}
\]

\[
\leq 2^\gamma (\xi - \eta)^{\gamma - \frac{1}{2}} (u - v)^{\gamma},
\]
since \(-v < -\eta, -v + \xi > 0\). This implies

\[
\frac{|\xi - \eta|^{\frac{n-1}{q}}}{|u - v|^{\gamma} |\xi - \eta|^\gamma |\xi - v|^{\frac{1}{q}}} \leq \frac{2^\gamma}{|\xi - v|^{\gamma} |u - \eta|^{\gamma}}.
\]

This completes the proof of Claim 2.

Since the condition \(\eta < v < |v| < \xi < u\) holds in the domain of integration of the above integral, and \(\frac{2(n-1)}{n-2} < q < \frac{2(n+1)}{n-1}\) implies \(\frac{1}{2} < \gamma < \frac{n-1}{n+1}\), we apply Claim 2 to have

\[
I_1 \leq C \int_\mathbb{R} \int_\mathbb{R} \frac{1}{|v|^{a} |v - \xi|^{\gamma}} |\xi|^{b} \left( \int_\mathbb{R} \int_\mathbb{R} G(\xi, \eta) H(u, v) \frac{1}{|u|^{a} |u - \eta|^{\gamma} |\eta|^{b}} d\eta \right) d\xi dv.
\]

Thus, applying Lemma 2.2 we obtain

\[
I_1 \leq C \|G\|_{L^q} \|H\|_{L^q} = C \|t^2 - r^2|^{b} r^\frac{n-1}{q} \Phi(t, r)\|_{L^q} r^\frac{n-1}{q} \|\Phi\|_{L^q}.
\]

**Estimate of** \(I_2\). Applying the estimate on \(\tilde{K}_{\frac{n-2}{2}}\) in Lemma 3.1 with \(\sigma = 0\), we obtain

\[
I_2 \leq C \int_0^\infty \int_0^t \int_0^{t-r} \int_0^{t-s-r} \lambda^{n-1} |t^2 - r^2|^a \times (t - s - r)^{-\frac{n-2}{2}} |t - r - \lambda|^{-\frac{1}{2}} |F(s, \lambda)| |\Phi(t, r)| d\lambda ds dr dt
\]

\[
= C \int_0^\infty \int_0^n \int_0^v \int_{-\xi}^{\xi} \times \frac{|\xi - \eta|^{\frac{n-1}{q}}}{|u|^{a} |v - \xi|^{\gamma} |u - v|^{\gamma} |\xi|^{b} |\eta|^{b}} d\eta d\xi dv du,
\]

where we have used the change of variables (2.9) and the substitution (2.11), and \(\gamma = (n-1)(1/2 - 1/q)\) as before. We notice that the condition \(\eta < \xi < v < u\) holds in the domain of integration above. From this condition we have the estimate

\[
\frac{|\xi - \eta|^{\frac{n-1}{q}}}{|2v - \xi - \eta|^{\frac{n-2}{2}}} \leq \frac{1}{|v - \xi|^\gamma}.
\]

In fact, (3.3) is equivalent to

\[
(\xi - \eta)^{\frac{n-1}{q}} (v - \xi)^{\frac{1}{2}} \leq (2v - \xi - \eta)^{\frac{n-2}{2}},
\]

and this follows from \(\gamma > 1/2, \xi < 2v - \xi, v - \eta > 0\), and

\[
\frac{n-1}{q} + \left(\gamma - \frac{1}{2}\right) = \frac{n-2}{2}.
\]
By (3.3) we have
\[ I_2 \leq C \int_0^\infty \int_0^v \frac{1}{|v|^{\alpha}} \frac{1}{|v - \xi|^{\gamma}} \left( \int_{-\xi}^\xi \frac{G(\xi, \eta) H(u, v)}{|u|^{\alpha} |u - v|^{\gamma} |\eta|^{b}} d\eta \right) d\xi dv. \]

If we prove
\[ \int_{-\xi}^\xi \frac{G(\xi, \eta) H(u, v)}{|u|^{\alpha} |u - v|^{\gamma} |\eta|^{b}} d\eta \leq C\|G(\xi, \cdot)\|_{L^{q'}} \|H(\cdot, v)\|_{L^{q'}} \]  
for \(0 < \xi < v\), then the estimate of \(I_2\) finishes by applying Lemma 2.2.

In what follows we prove (3.4). By \(0 < \xi < v\) and the Hölder inequality, the left hand side of (3.4) is bounded by
\[ \left( \int_0^\infty \frac{H(u, v)}{|u|^{\alpha} |u - v|^{\gamma}} du \right) \left( \int_0^v \frac{G(\xi, \eta)}{|\eta|^{b}} d\eta \right) \]
\[ \leq \left( \int_0^\infty \frac{du}{|u|^{\alpha} |u - v|^{\gamma}} \right)^{\frac{1}{q}} \|H(\cdot, v)\|_{L^{q'}} \left( \int_{-\xi}^\xi \frac{d\eta}{|\eta|^{bq}} \right)^{\frac{1}{q}} \|G(\xi, \cdot)\|_{L^{q'}}. \]

We notice that
\[ -aq + q\gamma = q(2/q - b) > 1, \quad bq < 1, \]

since \(a - b + \frac{n+1}{2} = \frac{n-1}{2}, b < 1/q\). Thus, integrals in (3.5) converge and (3.5) equals to a constant multiple of
\[ v^{a-\gamma+\frac{1}{q}} \|H(\cdot, v)\|_{L^{q'}} v^{-b+\frac{1}{q}} \|G(\xi, \cdot)\|_{L^{q'}}, \]

which implies (3.4) since \((a - \gamma + 1/q) + (-b + 1/q) = 0\) by our assumption.

**Estimate of \(I_3\).** In this case we apply the estimate on \(\tilde{K}_{\frac{n-1}{2}}\) in Lemma 3.1 with \(\sigma = \gamma/2\), where \(\gamma = (n - 1)(1/2 - 1/q)\) as before. Note that \(0 < \sigma < 1/2\), since \(\frac{2(n-1)}{n-2} < q < \frac{2(n+1)}{n-1}\). Then,
\[ I_3 \leq C \int_0^\infty \int_0^{t/3} \int_0^{t-r} \int_0^{t-s-r} r^{-\frac{n-1}{2} + \frac{\gamma}{2}} \lambda^{n-1} |t^2 - r^2|^a \times (t - s - r)^{-\frac{n-1}{2} - \frac{\gamma}{2}} (t - s - r - \lambda)^{-\frac{\gamma}{2}} |F(s, \lambda)||\Phi(t, r)| d\lambda ds dr dt \]
\[ = C \int_0^\infty \int_{u/2}^u \int_0^v \int_{-\xi}^\xi |\xi - \eta|^{-\frac{n-1}{q}} G(\xi, \eta) H(u, v) \]
\[ \times \frac{|u|^{\alpha} |v|^{\alpha} |u - v|^{\gamma} |\xi|^{b} |\eta|^{b} |2v - \xi - \eta|^{\frac{n-1}{2} + \frac{\gamma}{2}} |v - \xi|^{\frac{\gamma}{2}} d\eta d\xi dv du, \]

where we have used the change of variables (2.9) and the substitution (2.11). We notice that the condition \(\eta < \xi < v < u\) holds in the domain of integration above.
Form this condition we have the estimate
\[
\frac{1}{|2v - \xi - \eta|^{\frac{n-2}{2}} + \frac{\gamma}{2}} \leq \frac{1}{|\xi - \eta|^{\frac{n-1}{q}}} \frac{|v - \eta|^2}{|v - \xi|^{\gamma - \frac{1}{2}}},
\] (3.6)
since \(2v - \xi > \xi, \ v - \xi > 0, \ v - \eta > 0, \) and
\[
\frac{n-2}{2} + \frac{\gamma}{2} = \frac{n-1}{q} + \frac{\gamma}{2} + \left(\frac{\gamma - 1}{2}\right).
\]
Note that \(2v - \xi - \eta > 0.\) By (3.6) and changing the order of integrals with respect
to integral variables,
\[
I_3 \leq C \int_0^\infty \int_0^v \frac{1}{|v|^{-a} |v - \xi|^{\gamma} |\xi|^b} \times \left( \int_v^\xi \int_{-\xi}^\eta \frac{G(\xi, \eta) H(u, v)}{|u|^{-a} |u - v|^{\frac{\gamma}{2}} |v - \eta|^{\gamma} |\eta|^b} \, du \right) \, d\xi \, dv.
\]
If we prove
\[
\int_v^\xi \int_{-\xi}^\eta \frac{G(\xi, \eta) H(u, v)}{|u|^{-a} |u - v|^{\frac{\gamma}{2}} |v - \eta|^{\gamma} |\eta|^b} \, du \, d\eta \leq C \|G(\xi, \cdot)\|_{L^q'} \|H(\cdot, v)\|_{L^q'}
\] (3.7)
for \(0 < \xi < v,\) then the estimate of \(I_3\) finishes by applying Lemma 2.2.

In what follows we prove (3.7). By \(0 < \xi < v\) and the Hölder inequality, the left
hand side of (3.7) is bounded by
\[
\left( \int_v^{2v} \frac{H(u, v)}{|u|^{-a} |u - v|^{\frac{\gamma}{2}}} \, du \right) \left( \int_v^v \frac{G(\xi, \eta)}{|v - \eta|^{\frac{\gamma}{2}} |\eta|^b} \, d\eta \right) \leq \left( \int_v^{2v} \frac{du}{|u|^{-a} |u - v|^{\frac{\gamma}{2}}} \right)^{\frac{2}{\gamma}} \|H(\cdot, v)\|_{L^q'} \left( \int_v^v \frac{d\eta}{|v - \eta|^{\frac{\gamma}{2}} |\eta|^b} \right)^{\frac{2}{\gamma}} \|G(\xi, \cdot)\|_{L^q'}.
\] (3.8)
The above integrals converge since
\[
-aq < 1, \quad bq < 1, \quad qr/2 < 1,
\] (3.9)
which are due to \(b > \frac{n}{q} - \frac{n-1}{2}\) with \(a-b + \frac{n+1}{2} = \frac{n+1}{2}, \ b < \frac{1}{q}, \ q < \frac{2(n+1)}{n-1},\) respectively.
We notice that by the third condition in (3.9) the end point \(q = \frac{2(n+1)}{n-1}\) is excluded.
Thus, the right hand side of (3.8) is a constant multiple of
\[
v^{a-\frac{3}{2} + \frac{1}{q}} \|H(\cdot, v)\|_{L^q'} v^{-b + \frac{1}{q}} \|G(\xi, \cdot)\|_{L^q'}.
\]
which implies (3.7) since \(a - \frac{3}{2} + \frac{1}{q} + (-\frac{\gamma}{2} - b + \frac{1}{q}) = 0.\)

This completes the proof of Theorem 2 in the case where \(n \geq 4, \ \frac{2(n-1)}{n-2} < q < \frac{2(n+1)}{n-1}.\) \(\square\)
4 Proof of Theorem 1 in the case $n = 2$

In this section we give the proof of Theorem 1 in the case $n = 2$. In contrast with the case $n \geq 4$, we observe that $0 < \gamma = (n - 1)(1/2 - 1/q) < 1/3$ for $2 < q < \frac{2(n-1)}{n+1}$ when $n = 2$, and this is the reason we treat the case $n = 2$ separately.

Proof of Theorem 2 in the case $n = 2$. As in the preceding cases, it is sufficient to prove the estimate (2.7). Decomposing the right hand side of (2.8) further, we observe that

$$
\int_0^\infty \int_0^\infty |t^2 - r^2|^a w(t, r) \Phi(t, r) r \, dr \, dt = 0
$$

$$
+ \int_0^\infty \int_0^t \int_0^{\max(t-r,0)} \int_0^{r-(t-s)} |t-s+r|^b L(\lambda, r, t-s) F(s, \lambda) (t, r) d\lambda \, ds \, dr \, dt
$$

$$
= I_1 + I_2 + I_3 + I_4.
$$

Note that $(t-2s+r)/2 > t-s-r$ implies $r > t/3$.

In what follows we prove

$$
|I_j| \leq C \| |t^2 - r^2|^b \Phi(t, r) \Phi(t, r) \|_{L^q} \| \Phi \|_{L^{q'}} \quad j = 1, 2, 3, 4
$$

(4.1)

to derive (2.7) for $2 < q < 6$.

Estimate of $I_1$. The estimate of $I_1$ is derived similarly as in the estimate of $I_1$ in the case where $n \geq 4$, $2 < q < \frac{2(n-1)}{n+2}$ in Section 2, and thus we omit the proof of the estimate of $I_1$ here.

Estimate of $I_2$. In this case, we apply the second estimate on $L$ of Lemma 2.1 with $\sigma = \gamma + \frac{1}{3} (\frac{1}{3} - \gamma)$, where $\gamma = 1/2 - 1/q$. We notice that $1/3 < \sigma < 4/9$ when $2 < q < 6$. Then,

$$
|I_2| \leq C \int_0^\infty \int_0^t \int_0^{t-s+r} \int_0^{\max(t-s-r, \frac{t-2s+r}{2})} r^{1+\sigma} |t^2 - r^2|^a
\times (r+\lambda-t+s)^{-\sigma} (r+\lambda+t-s)^{-\sigma} (t-s+r-\lambda)^{-\frac{1}{2}+\sigma}
\times |F(s, \lambda)||\Phi(t, r)| d\lambda \, ds \, dr \, dt.
$$

(4.2)
Changing of variables (2.9) and using the substitution (2.11), we observe that the right hand side of (4.2) equals to a constant multiple of
\[
\left( \int_0^{\infty} \int_{u/2}^u \int_{-\xi}^{u-2v} + \int_0^{\infty} \int_0^{u/2} \int_{-\xi}^{-\xi+2v} \right) \times \frac{|u-v|^{\frac{1}{2}-\gamma} |\xi-\eta|^\sigma \gamma G(\xi, \eta) H(u, v)}{|u|^{-a} |v|^{-a} |\xi|^b |\eta|^b |\xi-v| |u-\eta| |u-\xi|^{\frac{1}{2}-\sigma}} d\eta d\xi dv du.
\]
In both domains of the integration above, the condition \(-\xi < \eta < v < \xi < u, \xi > 0\) holds. In fact, in the domain of the integration of the first term we have
\[-\xi < \eta < -\xi + 2v < v < \xi < u,\]
and in the domain of the integration of the second term we have
\[-\xi < \eta < -\xi + 2v < v < u/2 < \xi < u.\]
To estimate the integral kernel we use the following claim.

**Claim 3.** If \(-\xi < \eta < v < \xi < u, \xi > 0\), then for \(0 < \gamma < 1/3\)
\[
\frac{|u-v|^{\frac{1}{2}-\gamma} |\xi-\eta|^\sigma \gamma}{|\xi-v| |u-\eta| |u-\xi|^{\frac{1}{2}-\sigma}} \leq \frac{|\xi|^\sigma |u|^{1-\gamma-2\sigma}}{|\xi-v| |u-\xi|^{\frac{1}{2}-\sigma} |\xi-\eta|^{\frac{1}{2}-\sigma}},
\]
where \(\sigma = \gamma + \frac{4}{3}(\frac{1}{3} - \gamma)\).

**Proof.** We first observe that
\[
\frac{(u-v)^{\frac{1}{2}-\gamma}}{(u-\eta)^{\sigma}} = \frac{(u-v)^{\frac{1}{2}-\gamma}}{(u-\eta)^{\frac{1}{2}-\sigma} (u-\eta)^{2\sigma-\frac{1}{2}}} \leq \frac{(u-v)^{1-\gamma-2\sigma}}{(u-\eta)^{\frac{1}{2}-\sigma}},
\]
since \(u-\eta > u-v\) and \(2\sigma - 1/2 > 0\). Then we have
\[
\frac{|u-v|^{\frac{1}{2}-\gamma} |\xi-\eta|^\sigma \gamma}{|\xi-v| |u-\eta| |u-\xi|^{\frac{1}{2}-\sigma}} \leq \frac{(\xi-\eta)^{\sigma-\gamma} (u-v)^{1-\gamma-2\sigma}}{(\xi-v)^{\sigma} (u-\eta)^{\frac{1}{2}-\sigma} (u-\xi)^{\frac{1}{2}-\sigma}}.
\]
Here, we notice that \(1 - \gamma - 2\sigma = \frac{1}{3}(\frac{1}{3} - \gamma) > 0, \sigma - \gamma = \frac{4}{3}(\frac{1}{3} - \gamma) > 0\). Thus we obtain
\[(u-v)^{1-\gamma-2\sigma} \leq u^{1-\gamma-2\sigma}, \quad (\xi-\eta)^{\sigma-\gamma} \leq (2\xi)^{\sigma-\gamma},\]
since \(u > v > 0, -\eta < \xi, \xi > 0\) and this completes the proof of Claim 3. \(\square\)
Thus, applying Claim 3 and changing the order of integrals with respect to integral variables, we obtain

\[
|I_2| \leq C \left( \int_0^\infty \int_0^\infty \int_0^\infty \int_0^\infty \int_0^\infty \int_0^\infty \frac{|u|^{-a} |v|^{-a} |\xi|^{b} |\eta|^{b} |\xi - v|^{\gamma} |u - \xi|^{\frac{1}{2} - \sigma} |\xi - \eta|^{\frac{1}{2} - \sigma}}{|u|^{1 - \gamma - 2\alpha} |\xi|^{\alpha - \gamma} G(\xi, \eta) H(u, v)} \, d\eta \, du \, d\xi \, dv \right) \\
\leq C \int_0^\infty \int_0^\infty \frac{1}{|v|^{-a} |v - \xi|^{\gamma} |\xi - \eta|^{b - \sigma + \gamma}} \left( \int_{\xi/2}^{2\xi} \frac{G(\xi, \eta) H(u, v)}{|u|^{1 - \gamma - 2\alpha} |u - \xi|^{\frac{1}{2} - \sigma} |\xi - \eta|^{\frac{1}{2} - \sigma}} \, d\eta \right) \int_{\xi/2}^{2\xi} \frac{d\xi}{|u|^{q(-a + \gamma + 2\alpha - 1)} |u - \xi|^{q(\frac{1}{2} - \sigma)}} \left( \int_{-\xi}^{\xi} \left| H(\cdot, v) \right|_{L^{q'}} \right)^{\frac{1}{q}} \left( \int_{-\xi}^{\xi} \left| G(\xi, \cdot) \right|_{L^{q'}} \right)^{\frac{1}{q}}
\]

For \( \xi > 0 \), we observe that

\[
\int_{\xi/2}^{2\xi} \int_{-\xi}^{\xi} \frac{G(\xi, \eta) H(u, v)}{|u|^{1 - \gamma - 2\alpha} |u - \xi|^{\frac{1}{2} - \sigma} |\xi - \eta|^{\frac{1}{2} - \sigma} |\eta|^{b}} \, d\eta \, du
\]

\[
= \left( \int_{\xi/2}^{2\xi} \frac{H(u, v)}{|u|^{1 - \gamma - 2\alpha} |u - \xi|^{\frac{1}{2} - \sigma}} \, du \right) \left( \int_{-\xi}^{\xi} \frac{G(\xi, \eta)}{|\xi - \eta|^{\frac{1}{2} - \sigma} |\eta|^{b}} \, d\eta \right)
\]

\[
\leq \left( \int_{\xi/2}^{2\xi} \frac{d\xi}{|u|^{q(-a + \gamma + 2\alpha - 1)} |u - \xi|^{q(\frac{1}{2} - \sigma)}} \right)^{\frac{1}{q}} \left( \int_{-\xi}^{\xi} \left| H(\cdot, v) \right|_{L^{q'}} \right)^{\frac{1}{q}} \left( \int_{-\xi}^{\xi} \left| G(\xi, \cdot) \right|_{L^{q'}} \right)^{\frac{1}{q}}
\]

\[
= C \left( \left\| H(\cdot, v) \right\|_{L^{q'}} \left\| G(\xi, \cdot) \right\|_{L^{q'}} \right).
\]

Here, we notice that

\[
q\left( \frac{1}{2} - \sigma \right) = \frac{1}{3} \left( \frac{2}{3} q - 1 \right) < 1, \quad bq < 1
\]

since \( q < 6, b < 1/q \), and

\[
(a - \gamma - 2\sigma + 1 - \frac{1}{2} + \sigma + \frac{1}{q}) + \left( - \frac{1}{2} + \sigma - b + \frac{1}{q} \right) = 0.
\]

Thus, we obtain

\[
|I_2| \leq C \int_R \int_R \left\| H(\cdot, v) \right\|_{L^{q'}} \left\| G(\xi, \cdot) \right\|_{L^{q'}} \, d\xi \, dv.
\]

Finally, applying Lemma 2.2 we obtain (4.1) for \( j = 2 \), since

\[
b - \sigma + \gamma = b - \frac{4}{3} (\gamma - \frac{1}{3}) < b < \frac{1}{q}, \quad -a + (b - \sigma + \gamma) = \frac{5}{3} \left( \frac{1}{q} - \frac{1}{6} \right) > 0,
\]
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and other assumptions easily follow.

Estimate of $I_3$. Applying the second estimate on $L$ of Lemma 2.1 with $\sigma = \gamma$, we obtain

$$|I_3| \leq C \int_0^{\infty} \int_0^{t/3} \int_0^{t/3} \int_0^{t-s-r} r \lambda^{3+\gamma} |t^2 - r^2|^a$$

$$\times (r + \lambda - t + s)^{-\gamma} (r + \lambda + t - s)^{-\gamma} (t - s + r - \lambda)^{-\frac{1}{2} + \gamma}$$

$$\times |F(s, \lambda)||\Phi(t, r)|d\lambda dr dt$$

$$\leq C \int_0^{\infty} \int_0^{t/3} \int_0^{t/3} \int_0^{t-s-r} r^{\frac{1}{2} + \gamma} \lambda^{\frac{1}{2} + \gamma} |t^2 - r^2|^a$$

$$\times (r + \lambda - t + s)^{-\gamma} (r + \lambda + t - s)^{-\gamma} |F(s, \lambda)||\Phi(t, r)|d\lambda dr dt,$$

since $0 < \gamma < 1/3$, and $(t - 2s + r)/2 > \lambda$ implies $t - s + r - \lambda > r/2$, where $\gamma = 1/2 - 1/q$. Here, we notice that $2 < q < 6$ in this case. Changing of variables (2.9) and using the substitution (2.11), we observe that

$$|I_3| \leq C \int_0^{\infty} \int_0^{u/2} \int_0^{v/2} \int_{-\xi}^{\xi} \frac{G(\xi, \eta) H(u, v)}{|u|^{-a} |v|^{-a} |\xi|^b |\eta|^b |\xi - v|^\gamma |u - \eta|^\gamma} d\eta d\xi dv du$$

$$\leq C \int_{\mathbb{R}} \int_{\mathbb{R}} \frac{1}{|v|^{-a} |v - \xi|^\gamma |\xi|^b} \left( \int_{\mathbb{R}} \int_{\mathbb{R}} \frac{G(\xi, \eta) H(u, \eta)}{|u|^{-a} |u - \eta|^\gamma |\eta|^b} d\eta du \right) d\xi dv. \quad (4.3)$$

Thus, applying Lemma 2.2 we obtain (4.1) for $j = 3$.

Estimate of $I_4$. Applying the estimate on $\tilde{L}$ of Lemma 2.1 with $\sigma = \gamma$, we obtain

$$|I_4| \leq C \int_0^{\infty} \int_0^{t} \int_0^{t-r} \int_0^{t-s-r} r^{\frac{1}{2} + \gamma} \lambda^{\frac{1}{2} + \gamma} |t^2 - r^2|^a$$

$$\times (t - s - r - \lambda)^{-\gamma} (t - s + r + \lambda)^{-\gamma} |F(s, \lambda)||\Phi(t, r)|d\lambda dr dt.$$

Changing of variables (2.9) and using the substitution (2.11), we observe that

$$|I_4| \leq C \int_0^{\infty} \int_0^{u} \int_0^{v} \int_{-\xi}^{\xi} \frac{G(\xi, \eta) H(u, v)}{|u|^{-a} |v|^{-a} |\xi|^b |\eta|^b |\xi - v|^\gamma |u - \eta|^\gamma} d\eta d\xi dv du,$$

and then $|I_4|$ is also bounded by the right hand side of (4.3). Thus, applying Lemma 2.2 we obtain (4.1) for $j = 4$.

This completes the proof of Theorem 2 in the case $n = 2$. \hfill \Box
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