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Abstract

This paper deals with a dynamical inverse problem for a composite beam formed by two connected beams. The vibrations of the composite beam are governed by a differential system where a coupling takes place between longitudinal and bending motions. In this paper, we neglect bending motions and we only deal with the longitudinal motions. These motions are governed by a two-by-two second order system coupled in the lower order terms by the shearing stiffness coefficient, which models the connection between the two beams and which contains direct information on the integrity of the system. We prove that the shearing stiffness coefficient can be reconstructed from the frequency response function of the system evaluated at one end of the beam.
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1 Introduction

In this paper we address the following problem of nondestructive testing: To determine, in a steel-concrete composite beam, the possible presence of a damage from dynamic measurements of time-histories of forces and displacements taken at one end-section of the beam.

Steel-concrete composite beams are obtained by connecting two beams, a metallic one and a reinforced concrete (r.c.) beam, by means of small metallic elements which are welded on the
top flange of the metallic beam and immersed in the concrete, in order to hinder sliding on the concrete-steel interface.

This structural solution increases the stiffness in the whole beam and, therefore, is commonly employed in designing large structures, such as bridge decks or long span floor beams, when a severe control of deformability under important loads is required. For this class of structures, the connection is the structural component having to bear the major consequences of stress and fatigue during service. It follows that structural damages usually involve a deterioration of the connection, causing a decrease of the overall rigidity of the system and a reduction of its resistance. The inaccessibility of the connection from the exterior makes direct inspection difficult and, therefore, finding nondestructive assessment techniques that allow checks on the integrity of the connection would be of great importance for practical purposes.

In this paper a nondestructive dynamic technique of damage detection based on dynamic measurements is presented. Although a very large literature on the static behavior of steel-concrete composite structures is nowadays available, see, for example, the book by Johnson [J] for an exhaustive and well-grounded bibliography, one of the first experimental-analytical investigations on the dynamical behavior of composite beams has been recently presented in [BMW]. A one-dimensional mechanical model of the small vibrations of a composite beam was developed in that paper. The elements connecting the steel beam and the r.c. slab were described by means of a strain energy density function defined throughout the longitudinal axis and the two beams were forced to maintain equal transverse displacements, see also [DM] for a more refined model. In mathematical terms, the small free vibrations of a composite beam of length $L$ are governed by the differential system

$$
\begin{align*}
\frac{\partial}{\partial x} \left( a_1 \frac{\partial u_1}{\partial x} \right) + k \left( u_2 - u_1 + \frac{\partial v}{\partial x} e_s \right) &= \rho_1 \frac{\partial^2 u_1}{\partial x^2} \quad (x, t) \in (0, L) \times (0, T), \\
\frac{\partial}{\partial x} \left( a_2 \frac{\partial u_2}{\partial x} \right) - k \left( u_2 - u_1 + \frac{\partial v}{\partial x} e_s \right) &= \rho_2 \frac{\partial^2 u_2}{\partial x^2} \quad (x, t) \in (0, L) \times (0, T), \\
-\frac{\partial^2}{\partial x^2} \left( j \frac{\partial^2 v}{\partial x^2} \right) + \frac{\partial}{\partial x} \left( k \left( u_2 - u_1 + \frac{\partial v}{\partial x} e_s \right) \right) &= \rho \frac{\partial^2 v}{\partial x^2} \quad (x, t) \in (0, L) \times (0, T).
\end{align*}
$$

In what follows, we shall concern with homogeneous initial conditions, that is

$$
 u_1|_{t=0} = u_2|_{t=0} = v|_{t=0} = 0 \quad x \in (0, L),
$$

and with boundary conditions at $x = 0$ and $x = L$ of the following form:

$$
\begin{align*}
\left. u_1 \right|_{x=L} = u_2 |_{x=L} = v|_{x=L} = \left. \frac{\partial v}{\partial x} \right|_{x=L} = 0 \quad t \in (0, T), \\
\left. a_1 \frac{\partial u_1}{\partial x} \right|_{x=0} = f_1(t), \quad \left. a_2 \frac{\partial u_2}{\partial x} \right|_{x=0} = f_2(t) \quad t \in (0, T), \\
\left. j \frac{\partial^2 v}{\partial x^2} \right|_{x=0} = f_3(t) \quad t \in (0, T), \\
\left. -\frac{\partial}{\partial x} \left( j \frac{\partial^2 v}{\partial x^2} \right) + k \left( u_2 - u_1 + \frac{\partial v}{\partial x} e_s \right) + k e_s \frac{\partial v}{\partial x} \right|_{x=0} = f_4(t) \quad t \in (0, T).
\end{align*}
$$

Hereinafter, the quantities relative to the concrete beam and the steel beam will be denoted by indices $i = 1, 2$, respectively. $u_i(x, t)$ are the axial displacements and $v(x, t)$ is the transversal displacement of a $x$ abscissa transversal section evaluated at the moment of time $t$. We often suppress the independent variables of functions. In equations (1), $j_i \equiv E_i J_i$ and $a_i \equiv E_i A_i$ are
the flexural stiffness and the axial stiffness of the cross-section, respectively, where $A_i$ and $J_i$ are the area and the moment of inertia of the $i$th beam transversal section and $E_i$, $E_i > 0$, is the relative Young’s modulus of the material. The quantity $j$ is defined as $j \equiv j_1 + j_2$. The coefficient $k$, $k(x) \geq 0$ in $[0, L]$, represents the shearing stiffness for unit length of the connection. $\rho_i$ is the linear mass density of the $i$th beam, $\rho_1 > 0$ and $\rho \equiv \rho_1 + \rho_2$. Finally, $e_s$ is the half-height of the steel beam and $e_c \equiv e - e_s$, where $e$ is the distance between the axes of the two beams forming the system.

Boundary conditions (3) express the fact that the right end-section of both of the two beams is clamped, i.e. the displacements $u_i, v$ and the rotation $\partial v/\partial x$ at $x = L$ are hindered, and the left end-section is subjected to axial and transversal forces $f_1(t)$ and $f_2(t)$, respectively, and a bending moment $f_4(t)$, see [BMW].

In most real applications, practical and technological requirements require to use uniform beams in forming the composite system, so that one can assume in (1) constant elastic and inertial coefficients for the steel beam and the concrete beam. Moreover, these coefficients, together with the geometrical quantities $e$ and $e_s$, usually are a-priori determined with high degree of accuracy, see [BMW]. It follows that the main inverse problem for this class of mechanical systems consists in estimating the coefficient $k$, which contains direct information on the integrity of the connection.

A diagnostic technique based on measuring damage induced changes in a set of lower natural frequencies has been presented in [DM]. Here, we shall adopt a different methodology. We shall try to recover the shearing stiffness coefficient $k$ from the knowledge of the dynamical Neumann-to-Dirichlet operator measured at one end of the beam. As a first step, in this paper we restrict the attention on a more simplified mechanical model of composite beam, where the coupling between bending and longitudinal motions can be neglected. Dynamical experiments performed in [MR] showed that this approximation might be acceptable when end transversal forces and the end bending moment are absent, and longitudinal forces only are applied at the left end of the beam. In this case, by formally taking $v = 0$ in the previous model, the system (1) simplifies into a two-velocity dynamical system described by the equations

\[
\begin{align*}
   a_1 \frac{\partial^2 u_1}{\partial x^2} + k(u_2 - u_1) &= \rho_1 \frac{\partial^2 u_1}{\partial t^2} & (x, t) \in (0, L) \times (0, T), \\
   a_2 \frac{\partial^2 u_2}{\partial x^2} - k(u_2 - u_1) &= \rho_2 \frac{\partial^2 u_2}{\partial t^2} & (x, t) \in (0, L) \times (0, T), \\
   u_1 |_{x=0} = u_2 |_{x=0} &= 0 & x \in (0, L), \\
   u_1 |_{x=L} = u_2 |_{x=L} &= 0 & t \in (0, T), \\
   a_1 \frac{\partial u_1}{\partial x} |_{x=0} = f_1(t), & a_2 \frac{\partial u_2}{\partial x} |_{x=0} = f_2(t) & t \in (0, T).
\end{align*}
\]

Few results are available for inverse problems on two-velocity dynamical systems as that described in (4). The main feature of such systems is that they include waves of two types propagating with different velocities and interacting one with each other through the interval $[0, L]$.

Let us denote by $R^T(f_1(t), f_2(t)) = (u_1(0, t), u_2(0, t))$ the response operator at $x = 0$ for the dynamical system (4) due to an input of the form $(f_1(t), f_2(t))$ applied at $x = 0$, $t \in (0, T)$. In [BA] the authors studied a two-velocity dynamical system similar to (4) with a coupling on the zero order term given by a general $2 \times 2$ matrix. By using arguments related to the Boundary Control Method, they proved that the response function of the system $R^T$, evaluated at $x = 0$
for some finite time $T$, uniquely determines the unknown matrix in a small interval near $x = 0$, e.g. in $[0, c]$, $0 < c < L$, where $c$ is sufficiently small, see [BA, Theorem 1] for a more precise statement.

In our case, the coupling on the zero order term involves a $2 \times 2$ matrix which has a particular structure, i.e. $K = k(x) \begin{pmatrix} 1 & -1 \\ -1 & 1 \end{pmatrix}$, where $k$ is the scalar unknown function. In this more simple context and assuming $k \in C^2([0, L])$, we shall prove that the coefficient $k$ is uniquely determined in the whole interval $[0, L]$ from the measurement of $R^\infty(\delta(t), 0)$ and $R^\infty(0, \delta(t))$, and we shall give a reconstruction procedure to identify $k$, see Theorem 1 below. Our strategy of reconstruction is based on two main steps. After transforming (4) to an equivalent first order system, we use the progressive waves approach (see [Bla] and [Rom]) to reduce the local reconstruction of $k$ to the resolution of a system of Volterra nonlinear integral equations. An iterative use of a layer stripping technique (see [Si]) enables us to determine, step-by-step, the coefficient $k$ in the whole interval $[0, L]$.

Let us comment the amount of data needed for the reconstruction of $k$. Knowing the response operator $R^\infty$ is non realistic in practical situations, because the response of the system can be experimentally acquired in a finite interval of time only. Actually, since we are dealing with a one-dimensional wave propagation problem on an interval of finite length, it is enough to know the response operator $R^T$ for a sufficiently large but finite time $T^*$. This is justified by the fact that these dynamical Neumann-to-Dirichlet maps known for $T > T^*$ can be continued for every time $T > 0$, see [BA] and [KKL]. The value $T^*$ is the time necessary for the longitudinal waves to travel along the beams, from the left end to the right, and to reach the right boundary, e.g. $T^* = \max \left\{ \frac{L}{\sqrt{\rho_1}}, \frac{L}{\sqrt{\rho_2}} \right\}$.

Concerning the kind of data we have considered, it is worth noticing that our set of input and output measurements corresponds to the measurement of the so-called impulsive response function at the left end of the beam, or, passing to the frequency domain, to the frequency response function at the same point. From the mechanical point of view, the experiments needed for the measurement of these quantities are easy to carry out: the impulsive force $(\delta(t), 0)$, for example, can be introduced by exciting longitudinally the first beam by means of an instrumented hammer, while the longitudinal response $(u_1(0, t), u_2(0, t))$ can be acquired with a pair of piezoelectric accelerometers placed at the end $x = 0$ of both of the two beams, see [E] for a general presentation of experimental modal analysis techniques and [MR] for a comprehensive series of dynamic tests on steel-concrete composite beams.

Finally, it is worth noticing that there are situations important in practice in which, besides the coefficient $k$, also the parameters $a_1$ and $a_2$ have to be determined, see [BMW] and [DM]. For these cases, we shall prove a global uniqueness result in the interval $[0, L]$ for the quantities $(k; \rho_1, \rho_2; a_1, a_2)$ from the knowledge of the response operator $R^\infty$, when either $(\rho_1, \rho_2)$ or $(a_1, a_2)$ are known and constant, see Theorem 2 for a precise statement and Theorem 3 for an extension to the case of piecewise constant coefficients. This result follows by the global reconstruction result for the coefficient $k$ and by using some recent results on inverse problems for dynamical two-velocities systems proved in [BA] and [Si].

The plan of the paper is as follows. In Section 2 we state our main results, Theorem 1,
Theorem 2 and Theorem 3. In Section 3 we state some auxiliary propositions concerning certain properties of the response operator (Propositions 3.1, 3.2 and 3.3), a reduction of the system (4) to a first order system (Proposition 3.4), the local reconstruction of \( k \) (Proposition 3.5) and the local determination of the frequency response function (Proposition 3.6). At the end of the same Section we give the proof of Theorem 1, Theorem 2 and a sketched proof of Theorem 3. Section 4 contains a proof of the auxiliary propositions. Some concluding remarks are collected in Section 5.

2 The main result

Let us first introduce some notation which will be useful in what follows.

A 2-dimensional column vector \( b = \begin{pmatrix} b_1 \\ b_2 \end{pmatrix} \) will be simply denoted by \((b_1, b_2)\) when it used in the text.

We rewrite the two-velocity dynamical system (4) governing the small longitudinal vibrations \( u = (u_1(x, t), u_2(x, t)) \) of a connected beam in the following form:

\[
\begin{aligned}
Ru_{tt} - Au_{xx} &= -K(x)u \quad (x, t) \in (0, L) \times (0, T), \\
|u|_{t=0} &= 0, \quad |u, t|_{t=0} = 0 \quad x \in (0, L), \\
Au_x |_{x=0} &= \begin{pmatrix} f_1(t) \\ f_2(t) \end{pmatrix} \quad t \in (0, T), \\
|u|_{x=L} &= 0 \quad t \in (0, T),
\end{aligned}
\]

where

\[
R = \begin{pmatrix} \rho_1 & 0 \\ 0 & \rho_2 \end{pmatrix}, \quad A = \begin{pmatrix} a_1 & 0 \\ 0 & a_2 \end{pmatrix}
\]

are constant matrices, \( \rho_i > 0 \) and \( a_i > 0, \ i = 1, 2 \), and

\[
K(x) = k(x) \begin{pmatrix} 1 & -1 \\ -1 & 1 \end{pmatrix},
\]

where \( k \in C^2([0, L]), \ k(x) \geq 0 \) in \([0, L]\).

The quantity \( \sqrt{\frac{a_i}{\rho_i}} \) represents the velocity of the longitudinal elastic wave propagating through the \( i \)th beam, \( i = 1, 2 \). We set

\[
\lambda_i = \sqrt{\frac{\rho_i}{a_i}}, \quad i = 1, 2
\]

and for definiteness we shall assume

\[
\lambda_1 < \lambda_2.
\]

Given an input \( f(t) = (f_1(t), f_2(t)) \in (L^2(0, T))^2 \) applied at \( x = 0, t \in (0, T) \) and \( T > 0 \), we shall denote by

\[
R^T(f(t)) = \begin{pmatrix} u_1(0, t) \\ u_2(0, t) \end{pmatrix} \quad t \in (0, T),
\]

\[
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\]
the response operator at \( x = 0 \) (or the dynamical Neumann-to-Dirichlet map evaluated at \( x = 0 \)) for the dynamic system (5) where \( u := (u_1(x,t), u_2(x,t)) \) is the solution of (5). The definition of \( R^T \) will be justified in Proposition 3.1.

Let \( \delta(t) \) denote the one-dimensional Dirac measure with support at \( t \). We shall denote by \( \epsilon \) the Heaviside function on \( \mathbb{R} \).

The main result of this paper concerns, roughly speaking, the unique reconstruction of the coefficient \( k \) in the dynamical system (5) from the knowledge of its response operator (9). More precisely, we prove the following global reconstruction result.

**Theorem 1** Let \( k \in C^2([0,L]) \), \( k(x) \geq 0 \) in \([0,L]\). Let the response operator \( R^T(f(t)) \) of the dynamic system (5) be given in \((0,T)\), \( T \) finite and \( T > \lambda_2 L \), for inputs \( f(t) = (\delta(t),0) \) and \( f(t) = (0,\delta(t)) \). For every \( c \) in \((0,L)\), there is a reconstruction procedure to determine \( k \) in the whole interval \([0,c]\).

As we said in the introduction, the proof of this theorem is of layer stripping type. We will prove that for every \( c \) in \((0,L)\) we reconstruct \( k(x) \) in \((0,c)\) in finitely many steps.

When, besides the coefficient \( k \), also the densities \( \rho_i \) or the axial stiffnesses \( a_i \) are unknown, we have the following global uniqueness result. The proof will be given in Section 3.

**Theorem 2** Let us consider two dynamical systems (5) with coefficients \( \{R_1,A_1,k_1\} \) and \( \{R_2, A_2, k_2\} \), where \( R_j, A_j \) are as above and \( k_j \in C^2([0,L]) \), \( k_j(x) \geq 0 \) in \([0,L]\), \( j = 1,2 \). Let \( R^T_j(f(t)) \) be given in \([0,T]\), with \( T \) finite, \( T > \lambda_2 L \) and \( j = 1,2 \), for inputs \( f(t) = (\delta(t),0) \) and \( f(t) = (0,\delta(t)) \).

If \( R^T_1(\delta(t),0) = R^T_2(\delta(t),0) \) and \( R^T_1(0,\delta(t)) = R^T_2(0,\delta(t)) \), then we have

i) \( R_1 = R_2 \Leftrightarrow A_1 = A_2 \)

and

ii) \( k_1(x) = k_2(x) \) in \([0,L]\).

This last theorem has the following generalization.

**Theorem 3** Let the assumptions of Theorem 2 be satisfied. Then, Theorem 2 continues to hold

i) if \( A_j, R_j \) are piecewise constant matrix valued functions

and

ii) if we replace the matrix \( K(x) \) by a general \( 2 \times 2 \) real valued, \( C^\infty \) symmetric matrix.

A sketch of a proof for this last theorem will be given at the end of Section 3.

### 3 Proof of Theorem 1 and Theorem 2

For the proof of Theorem 1, we shall need the following three propositions concerning some properties of the response operator \( R^T \) for the system (5). The proofs of these propositions can be found in Section 4.

**Proposition 3.1** Let \( T > 0, T \) finite. The response operator \( R^T \) of the system (5) is a bounded operator from \((L^2(0,T))^2\) to \((L^2(0,T))^2\).
Let us consider the elliptic problem associated to (5):
\[
\begin{align*}
-\Delta v_{xx} + K(x)v - \omega^2 RV &= 0 & x \in (\alpha, \beta) \subset (0, L), \\
Av_x |_{x=\alpha} = b, & v |_{x=\beta} = 0,
\end{align*}
\]
(10)
where \( \omega \) is a complex number, \( v = (v_1(x), v_2(x)) \) and \( b = (b_1, b_2) \in \mathbb{C}^2 \). We shall denote by
\[
\Lambda_{\omega}^{(\alpha, \beta)}(b) = v(x) |_{x=\alpha}
\]
(11)
the Neumann-to-Dirichlet operator for (10) at \( x = \alpha \). When in the problem (10), the trace on \( x = \beta \) is equal to \( d \) different from zero, we use the notation
\[
\Lambda_{\omega}^{(\alpha, \beta)} \begin{pmatrix} b \\ d \end{pmatrix}.
\]
This will be useful in the last section of this paper.

Next proposition correlates the Fourier transform of the response operator \( R^\infty \) and the Neumann-to-Dirichlet operator \( \Lambda_{\omega}^{(0, L)} \).

**Proposition 3.2** Let \( f = (f_1(t), f_2(t)) \in (C_0^\infty(\mathbb{R}^+))^2 \) with support in \([0, T]\), for some fixed \( T > 0, T < \infty \). We have
\[
\mathcal{F}(f_1, f_2)(\omega) = \Lambda_{\omega}^{(0, L)}(\mathcal{F}(f_1, f_2)(\omega)),
\]
(12)
for every \( \omega \in \{ z \in \mathbb{C} : \Im z^2 < 0 \} \cup \{ z \in \mathbb{C} : z^2 \in \{ \mathbb{R} \setminus \sigma^{(0, L)} \} \} \), where \( \sigma^{(0, L)} \) is the set of the eigenvalues \( \mu \) of the following problem
\[
\begin{align*}
-\Delta v_{xx} + K(x)v - \mu Rv &= 0 & x \in (0, L), \\
Av_x |_{x=0} = 0, & v |_{x=L} = 0.
\end{align*}
\]
(13)
Relation (12) can also be expressed in the following form:
\[
\mathcal{F}(f_1, f_2)(\omega) = \begin{pmatrix} \Lambda_{\omega, 1}^{1,1} & \Lambda_{\omega, 1}^{1,2} \\ \Lambda_{\omega, 2}^{1,1} & \Lambda_{\omega, 2}^{1,2} \end{pmatrix}^{(0, L)} \begin{pmatrix} \mathcal{F}(f_1)(\omega) \\ \mathcal{F}(f_2)(\omega) \end{pmatrix},
\]
(14)
where the \( 2 \times 2 \) complex valued matrix \( H(\omega) = \begin{pmatrix} \Lambda_{\omega, 1}^{1,1} & \Lambda_{\omega, 1}^{1,2} \\ \Lambda_{\omega, 2}^{1,1} & \Lambda_{\omega, 2}^{1,2} \end{pmatrix}^{(0, L)} \) is the so-called frequency response function (frf), relating the Fourier transform of the input \((f_1(t), f_2(t))\) and that of the output \((u_1(0, t), u_2(0, t))\). The first and the second column of \( H(\omega) \) can be obtained by taking as inputs \((f_1(t), 0)\) and \((0, f_2(t))\), respectively. Therefore, Proposition 3.2 gives a link between the dynamical response operator and the frequency response function for the longitudinal motions of the connected beam. For \( \omega \) fixed, \( H(\omega) \) is the matrix defining the map \( \Lambda_{\omega}^{(0, L)} \).

The following proposition states that the response operator (9) for an impulsive input can be evaluated as limit of the first time-derivative (in distributional sense) of the response operator for regular functions.
Proposition 3.3 For any sequence \( \{f_n\}_{n \in \mathbb{N}} \subset C_0^\infty(0, T) \) such that \( f_n \to \epsilon(t) \) in \( L^2(0, T) \), we have
\[
R^T \begin{pmatrix} \delta(t) \\ 0 \end{pmatrix} = \frac{d}{dt} \left( \lim_{n \to +\infty} R^T \begin{pmatrix} f_n(t) \\ 0 \end{pmatrix} \right),
\]
where \( \epsilon(t) \) is the Heaviside function.

The equality (15) is given in the distribution sense. We will see in the proof of this proposition that when taking \( T < \lambda_1 L \), we have the pointwise equality.

By Proposition 3.3 and the Duhamel principle one can prove that knowing the response operator \( R^T(f) \) for every \( f \in L^2(0, T)^2 \) is equivalent to know the response operator for impulsive inputs, i.e. \( R^T(\delta(t), 0) \) and \( R^T(0, \delta(t)) \). It is worth noticing that \( R^T(\delta(t), 0) \) represents just the data we shall use to determine locally the coefficient \( k \), see Proposition 3.5.

The local determination of the coefficient \( k \) is based on two steps. In the first one, the two-by-two second order system (5) is transformed to a first order system, see Proposition 3.4; in the second one, we shall use the progressive waves approach (see [Rom]) to reduce the reconstruction problem for \( k \) to a system of nonlinear Volterra integral equations, which will be solved by successive approximations, see Proposition 3.5.

Proposition 3.4 Let \( u(x, t) = (u_1(x, t), u_2(x, t)) \) be the solution of the initial-boundary value problem
\[
\begin{align*}
Ru_{tt} - Au_{xx} &= -K(x)u, \quad (x, t) \in (0, L) \times (0, T), \\
u |_{x=0} = 0, \quad u_t |_{x=0} = 0 &\quad x \in (0, L), \\
Au_x |_{x=0} = \begin{pmatrix} \delta(t) \\ 0 \end{pmatrix} &\quad t \in (0, T), \\
u |_{x=L} = 0 &\quad t \in (0, T),
\end{align*}
\]
where the matrices \( R, A, K \) are defined in (6), (7).

The function \( \psi = (\psi_1, \psi_2, \psi_3, \psi_4) \) defined by
\[
\begin{align*}
\psi_1 &= u_1, \\
\psi_2 &= u_2, \\
\psi_3 &= u_{1,x} + \lambda_1 u_{1,t}, \\
\psi_4 &= u_{2,x} + \lambda_2 u_{2,t},
\end{align*}
\]
where $\lambda_i = \sqrt{\frac{\rho_i}{a_i}}$, $i = 1, 2$, with $\lambda_1 < \lambda_2$ by assumption, satisfies the following first order problem:

\[
\begin{align*}
\psi_x + \left( \begin{array}{cc} \Lambda & 0 \\ 0 & -\Lambda \end{array} \right) \psi_t &= Q(x) \psi \quad (x, t) \in (0, L) \times (0, T), \\
\psi |_{t=0} &= 0 \quad x \in (0, L), \\
A \left( \begin{array}{c} \psi_{1,x} \\ \psi_{2,x} \end{array} \right) |_{x=0} &= \left( \begin{array}{c} \delta(t) \\ 0 \end{array} \right) \quad t \in (0, T), \\
\psi_3 |_{x=0} &= \frac{1}{a_1} + \lambda_1 g_{1,t}(t) \quad t \in (0, T), \\
\psi_4 |_{x=0} &= \lambda_2 g_{2,t}(t) \quad t \in (0, T), \\
\psi |_{x=L} &= \left( \begin{array}{c} 0 \\ u_{1,x} |_{x=L} \\ 0 \\ u_{2,x} |_{x=L} \end{array} \right) \quad t \in (0, T),
\end{align*}
\]

where $\Lambda = \left( \begin{array}{cc} \lambda_1 & 0 \\ 0 & \lambda_2 \end{array} \right)$, $Q = \left( \begin{array}{cc} 0 & I \\ \Lambda^2 B & 0 \end{array} \right)$, $B = \left( \begin{array}{cc} q_1 & -q_1 \\ q_2 & -q_2 \end{array} \right)$, $q_1(x) = \frac{k(x)}{\rho_1}$, $q_2(x) = -\frac{k(x)}{\rho_2}$, and $g_i(t) = \psi_i |_{x=0}$, $i = 1, 2$.

**Proposition 3.5** Given the response operator $R^T(\delta(t), 0)$ of the problem (5), $T < \lambda_1 L$, there exists a sufficiently small $c$, $c \in (0, L)$ and $c$ depending on $R^T(f_1 \delta(t), 0)$, such that the coefficient $k$ is uniquely determined in $(0, c)$ and a reconstruction procedure is given.

**Remark 3.1** In Proposition 3.5 we take $T < \lambda_1 L$. Hence, from the finite velocity of propagation of waves, the wave propagating from $x = 0$ will not reach the other side at $x = L$ and, as a consequence, it will be no reflected within the interval of time $(0, T)$. This fact plays an important role in the proof of Proposition 3.5.

The following proposition enables us to determine the frf (14) corresponding to our problem (5) replacing the interval $(0, L)$ by $(c, L)$, where $c > 0$ is the known length given in Proposition 3.5. The frf for the interval $(c, L)$ is obtained in a constructive way by solving a two-by-two linear system, whose matrix is given explicitly by the known frequency matrix for the whole interval $(0, L)$ and the values of $k$ on $(0, c)$.

**Proposition 3.6** Let $\omega$ be a fixed number belonging to the set $\{z \in \mathbb{C} \mid \Im z^2 < 0\} \cup \{z \in \mathbb{C} \mid z^2 \in \mathbb{R} \setminus \sigma^{(0,L)}\}$, where $\sigma^{(0,L)}$ is the set of the eigenvalues of the problem (13), and let $c \in (0, L)$. The Neumann-to-Dirichlet operator $\Lambda^{(c,L)}_\omega$ of (5) can be uniquely reconstructed from the knowledge of the Neumann-to-Dirichlet operator $\Lambda^{(0,L)}_\omega$ of (5) and the restriction of $k$ on the subinterval $(0, c)$.

We can now give the proof of Theorem 1.

**Proof of Theorem 1.** The proof is of layer stripping type and it is based on two main steps. In the first one, we reconstruct the coefficient $k$ in the subinterval $(0, c)$ of the domain.
Proposition 3.7 Let us consider the solution

\[ u = f, \]

For the proof of Theorem 2 we shall need the following proposition. Moreover, since we are working on an interval of finite length \( c < L \) and depends on \( R^T(\delta(t), 0) \).

By the Duhamel principle, knowing the response operator \( R^T(\delta(t), 0) \) and \( R^T(0, \delta(t)) \) is equivalent to know the response operator \( R^T(f) \) evaluated on a class of \((L^2(0, T))^2\) inputs. Moreover, since we are working on an interval of finite length \( L \), the knowledge of \( R^T(f) \), \( f \in (C_0^\infty(0, T))^2 \), for \( T > \lambda_2L \) is enough to determine \( R^T(f) \) for every \( T > 0 \), that is \( R^\infty(f) \) (see [KKL]). In [KKL], the authors used the unique continuation property for hyperbolic equations to prove the continuation of \( R^T \) in the multidimensional case. Since we are in the one dimensional case, the use of this unique continuation property for hyperbolic equations is replaced by the domain of influence for the one dimensional Cauchy problem. This is given by changing the roles of the time and the space variables. It follows that we can determine \( \Lambda^{(0, L)}(\hat{f}(\omega)) \) by Proposition 3.2 and, in turn, \( \Lambda^{(r, L)}(\hat{f}(\omega)) \) by Proposition 3.6 on regular inputs \( f \).

From the knowledge of the ff \( \Lambda^{(0, L)}_\omega \), by applying Proposition 3.2 and Proposition 3.3, we can construct the response operator \( R^T(\delta(t), 0) \) and \( R^T(0, \delta(t)) \) for the corresponding dynamical problem stated in \((c, L)\). With this response operator in hand, we can go back to the first step to reconstruct the coefficient in some interval \((c_1, L)\), where \( c < c_1 < L \). Therefore, step by step, we can construct the coefficient \( k \) in the whole interval \((0, L)\).

For the proof of Theorem 2 we shall need the following proposition.

**Proposition 3.7** Let us consider the solution \( u^j(x, \lambda) = (u^j_1(x, \lambda), u^j_2(x, \lambda)) \), \( j = 1, 2 \), of the following problem

\[
\begin{cases}
-A_j u^j_{xx} + K_j(x) u^j - \lambda R_j u^j = 0 & x \in (0, L), \\
A_j u^j |_{x=0} = \begin{pmatrix} f_1 \\ f_2 \end{pmatrix}, \\
u^j |_{x=L} = 0,
\end{cases}
\]

(19)

where \( A_j, R_j \) are as in (6), with \( \rho_i \) and \( a_{ij} \), \( i = 1, 2 \), replaced by \( \rho_i' \) and \( a_{ij}' \), \( i = 1, 2 \) and \( j = 1, 2 \). \( K_j(x) \) is a 2 \( \times \) 2 real valued symmetric matrix, \( \lambda \in \mathbb{R} \) and \( f_i \in \mathbb{R}, i = 1, 2 \). Here, we set \( \omega^2 = \lambda \). \( \Lambda^j_\omega = \Lambda^{(0, L)}_\omega \), \( j = 1, 2 \), are the Neumann-to-Dirichlet operators associated to problem (19), while \( \sigma_j^{(0, L)} \) are the sets of eigenvalues of problem (19).

We have:

1) \( \|u^j(\cdot, \lambda)\|_{(L^2(0, L))^2} \) tends to zero as \( \lambda \) tends to \( -\infty \), \( j = 1, 2 \).

2) If \( f_1 \neq 0 \) (respectively \( f_2 \neq 0 \)), then \( \|(u^j_1)'(\cdot, \lambda)\|_{L^2(0, L)} \) (respectively \( \|(u^j_2)'(\cdot, \lambda)\|_{L^2(0, L)} \)) tends to infinity as \( \lambda \) tends to \( -\infty \), \( j = 1, 2 \).

3) If \( f_1 = 0 \) (respectively \( f_2 = 0 \)), then both \( \|(u^j_1)'(\cdot, \lambda)\|_{L^2(0, \epsilon)} \) and \( \lambda\|u^j_1(\cdot, \lambda)\|^2_{L^2(0, \epsilon)} \) (respectively both \( \|(u^j_2)'(\cdot, \lambda)\|_{L^2(0, \epsilon)} \) and \( \lambda\|u^j_2(\cdot, \lambda)\|^2_{L^2(0, \epsilon)} \)) tend to zero for any \( \epsilon < L \), \( j = 1, 2 \), as \( \lambda \) tends to \( -\infty \).
We are now in position to prove Theorem 2.

Proof of Theorem 2. Assume that \( R^T_1(f) = R^T_2(f) \), for \( T > \lambda_2 L \) and for inputs \( f(t) = (\delta(t), 0) \) and \( f(t) = (0, \delta(t)) \). Hence, by the Duhamel principle, we have also \( R^T_1(f) = R^T_2(f) \) for every \( f \in (L^2(0,T))^3 \). Arguing as in the proof of Theorem 1, we deduce that \( R^{\omega \delta}(f) = R^{\omega \delta}(f) \) for every \( f(t) \in (C_0^\infty(0, +\infty))^3 \). Therefore, from Proposition 3.2, we have

\[
\Lambda_\omega^1 = \Lambda_\omega^2 \tag{22}
\]

for every \( \omega \in \{ z \in \mathbb{C} \mid \Im z^2 < 0 \} \cup \{ z \in \mathbb{C} \mid z^2 \in \{ \mathbb{R} \setminus (\sigma_1^{0,L} \cup \sigma_2^{0,L}) \} \} \). Since \( \Lambda_\omega^j \) is a meromorphic function with respect to \( \omega \) and has \( \sigma_j^{(0,L)} \) as the set of poles, \( j = 1, 2 \), we deduce that \( \Lambda_\omega^1 = \Lambda_\omega^2 \) for every \( \omega \in \mathbb{C} \setminus (\sigma_1^{0,L} \cup \sigma_2^{0,L}) \). Moreover, using equality (22), we deduce that \( \sigma_1^{0,L} = \sigma_2^{0,L} \).

Let us recall Alessandrini’s identity for the system (19):

\[
\int_0^L (A_2 - A_1)u^{2'}(\cdot, \lambda) \cdot u^{1'}(\cdot, \lambda) + ((K_2 - K_1) - \lambda(R_2 - R_1)) u^2(\cdot, \lambda) \cdot u^1(\cdot, \lambda) dx = (\Lambda_\omega^2(f) - \Lambda_\omega^1(f)) \cdot g \tag{23}
\]

for every \( H^1(0, L) \)-solution of (19), where \( f = (f_1, f_2) \) and \( g = (g_1, g_2) \) are the traces on \( x = 0 \) of \( A_2 u^2(\cdot, \lambda) \) and \( A_1 u^1(\cdot, \lambda) \) respectively.

Now, by (22) and (23) we deduce that the left hand side in (23) is zero. Let \( \Lambda_\omega^{D,j} \) and \( \sigma_\omega^{D,j} \) be, respectively, the associated Dirichlet-to-Neumann operators and the set of eigenvalues of the problem (19), replacing the Neumann condition by the Dirichlet one at \( x = 0 \). Using Alessandrini’s identity associated to this last problem, we deduce that

\[
\Lambda_\omega^{D,1} = \Lambda_\omega^{D,2}, \tag{24}
\]

for every \( \omega \in \mathbb{C} \setminus (\sigma_1^{D,0} \cup \sigma_2^{D,0}) \), (cf. [Si]).
From the equality $\Lambda^{D,1}_\omega = \Lambda^{D,2}_\omega$ for every $\omega^2 < 0$, we shall prove that $A_1 = A_2$ (or $R_1 = R_2$). Suppose, for instance, that $R_1 = R_2$. Then we shall prove that $A_1 = A_2$. The other implication can be proven similarly. Assume that $a_1^1 - a_2^1 > 0$. From (21) we have

$$0 \geq (a_1^1 - a_2^1) \int_0^L (u_1^1)'(\cdot, \lambda)^2 dx + \int_0^L (K_1 - K_2)u^1(\cdot, \lambda) \cdot u^1(\cdot, \lambda) dx +$$

$$+ (a_1^2 - a_2^2) \int_0^L (u_2^1)'(\cdot, \lambda)^2 dx.$$  \hspace{1cm} (25)

If we choose $f_2 = 0$, then from Proposition 3.7, property 3), $\int_0^L (u_2^1)'(\cdot, \lambda)^2 dx$ tends to zero as $\lambda$ tends to $-\infty$. From property 1) of the same proposition, we have that $\int_0^L (K_1 - K_2)u^1(\cdot, \lambda) \cdot u^1(\cdot, \lambda) dx$ tends to zero as $\lambda$ tends to $-\infty$. Moreover, by taking $f_1 \neq 0$ in Proposition 3.7, property 2) implies that $\int_0^L (u_1^1)'(\cdot, \lambda)^2 dx$ tends to $+\infty$ as $\lambda$ tends to $-\infty$. This fact contradicts (25). Hence, by repeating the argument using equation (20), we deduce that $a_1^1 = a_2^1$. Arguing in a similar way, we can prove that $a_1^2 = a_2^2$ and, therefore, $A_1 = A_2$. Finally, by applying Theorem 1, we prove that $K_1 = K_2$.

**Sketch of the proof for Theorem 3.**

Since Proposition 3.7 is valid also in this case, see [Si], we can use it to identify one of the matrices $A_j$ or $R_j$. After that, we can use the following uniqueness result in the small space interval proven in [BA]:

**Theorem.** ([BA])

Consider the two velocity system:

$$\begin{align*}
&\begin{cases}
Ru_{tt} - Au_{xx} + Q(x)u = 0, & x > 0, \quad t > 0, \\
u_{|t=0} = 0 & x > 0, \\
u_{|x=0} = f & t > 0,
\end{cases} \\
&u|_{x=0} = 0
\end{align*}$$  \hspace{1cm} (26)

where $R$ and $A$ are $2 \times 2$, diagonal and constant matrices as in (6), while $Q$ is a $C_0^\infty(0, \infty)$, $2 \times 2$ real valued symmetric matrix. If we know the response operator $R^T$ of the system (26) for a fixed $T > 0$, then there exists $c > 0$ "small enough", $c$ depending on $R^T$, such that $Q$ is uniquely determined in $(0, c)$.

In [BA], this result is proven for a more general self-adjoint system. In our case, we are considering Neumann boundary conditions at $x = 0$. Using the Fourier transform and Alessandrini’s identity as in the proof of Theorem 2, we can transform this Neumann condition to the Dirichlet one. Therefore, the above **Theorem** can be applied to our case, where an interval of finite length instead of a semi-infinite interval is considered. This is justified by the finiteness of the velocity of propagation of waves. Therefore, it is enough to take $T$ small enough to prove uniqueness in the small. Moreover, by using the Fourier transform (Proposition 3.3) and Proposition 3.6, we can deduce the response operator replacing the interval $(0, L)$ by $(c, L)$. Arguing step by step, we can finally deduce the uniqueness in the whole interval $(0, L)$. 

12
4 Proof of the auxiliary propositions

Proof of Proposition 3.1. Without loss of generality we can assume $L = 1$.

We first show that the response operator is well defined for "regular" inputs.

Let $f \in (H^1((0, T))^2$, with $f = (f_1(t), f_2(t))$ such that $f_1(0) = f_2(0) = 0$. The solution $	ilde{u} = (\tilde{u}_1, \tilde{u}_2)$ of the following problem

$$
\begin{cases}
R\tilde{u}_{tt} - A\tilde{u}_{xx} = 0 & (x, t) \in (0, 1) \times (0, T), \\
\tilde{u} |_{t=0} = 0, & x \in (0, 1), \\
A\tilde{u}_t |_{x=0} = f & t \in (0, T), \\
\tilde{u} |_{x=1} = 0 & t \in (0, T),
\end{cases}
$$

(27)

is given by

$$
\tilde{u}_i(x, t) = -\sum_{j=0}^{\infty} \frac{(-1)^j}{a_i \lambda_i} [(h(t - \lambda_i x - 2j \lambda_i) - h(t + \lambda_i x - 2(j + 1) \lambda_i)], \quad i = 1, 2,
$$

(28)

where $h(t) = \int_0^t f(s) ds$.

The series on the right hand side of (28) has a finite number of terms for every fixed $T$, hence $\tilde{u}$ is in $(H^2((0, 1) \times (0, T))^2$.

Now, the solution $u^f$ of the problem

$$
\begin{cases}
R u^f_{tt} - A u^f_{xx} = -K(x) u^f & (x, t) \in (0, 1) \times (0, T), \\
u^f |_{t=0} = 0, & x \in (0, 1), \\
A u^f_t |_{x=0} = f & t \in (0, T), \\
u^f |_{x=1} = 0 & t \in (0, T),
\end{cases}
$$

(29)

can be written as $u^f = \tilde{u} + v$, where $v$ satisfies

$$
\begin{cases}
R v_{tt} - A v_{xx} + K(x) v = -K(x) \tilde{u} & (x, t) \in (0, 1) \times (0, T), \\
v |_{t=0} = 0, & x \in (0, 1), \\
A v_t |_{x=0} = 0 & t \in (0, T), \\
v |_{x=1} = 0 & x \in (0, 1),
\end{cases}
$$

(30)

Since the right hand side of (30) is in $(L^2((0, 1) \times (0, T))^2$, then problem (30) has a unique weak solution $v \in [H^1((0, 1) \times (0, T))^2$ (see [Lad] or [W]). Hence $u^f$ is in $(H^1((0, 1) \times (0, T))^2$ and then $R^T(f) = u |_{x=0} \in H^{\frac{1}{2}}(0, T)$ is well defined. This means that we can define the response operator $R^T$ on $D(R^T) = \{ f \in (H^1(0, T))^2 \ | \ f(0) = 0 \}$.

The goal of the following part is to extend the domain of definition of this response operator to $(L^2(0, T))^2$.

Let us consider the following problem:

$$
\begin{cases}
R u^{\delta(1)}_{tt} - A u^{\delta(1)}_{xx} = -K(x) u^{\delta(1)} & (x, t) \in (0, 1) \times (0, T), \\
u^{\delta(1)} |_{t=0} = 0, & x \in (0, 1), \\
A u^{\delta(1)}_t |_{x=0} = \begin{pmatrix} \delta(t) \\ 0 \end{pmatrix} & t \in (0, T), \\
u^{\delta(1)} |_{x=1} = 0 & t \in (0, T),
\end{cases}
$$

(31)
We look for the solution of (31) as a sum of a singular and a regular part, namely
\[ u^{\delta(1)} = u_s^{\delta(1)} + u_r^{\delta(1)}, \]
where the singular part \( u_s^{\delta(1)} \) satisfies the problem
\[
\begin{align*}
R(u_s^{\delta(1)}),_{tt} - A(u_s^{\delta(1)}),_{xx} &= 0 \quad (x, t) \in (0, 1) \times (0, T), \\
u_s^{\delta(1)} |_{t=0} &= 0, \quad A(u_s^{\delta(1)})_{t} |_{t=0} = 0 \quad x \in (0, 1), \\
A(u_s^{\delta(1)})_{x} |_{x=0} &= \begin{pmatrix} \delta(t) \\ 0 \end{pmatrix} \quad t \in (0, T), \\
u_s^{\delta(1)} |_{x=1} &= 0 \quad t \in (0, T).
\end{align*}
\]
(32)
The function \( u_s^{\delta(1)} \) is given by replacing in (28) the boundary data \( g(t) \) by \( (\epsilon(t), 0) \), where \( \epsilon(t) \) is the Heaviside function, i.e.
\[ u_s^{\delta(1)} = -\sum_{j=0}^{\infty} \frac{(-1)^j}{\lambda_1^1} [(\epsilon(t - \lambda_1 x - 2j \lambda_1) - \epsilon(t + \lambda_1 x - 2(j + 1) \lambda_1)] \]
(33)
and \( u_s^{\delta(1)} = 0 \).

The regular part \( u_r^{\delta(1)} \) satisfies the following problem:
\[
\begin{align*}
R(u_r^{\delta(1)}),_{tt} - A(u_r^{\delta(1)}),_{xx} + K(x)u_r^{\delta(1)} &= -K(x)u_s^{\delta(1)} \quad (x, t) \in (0, 1) \times (0, T), \\
u_r^{\delta(1)} |_{t=0} &= 0, \quad u_r^{\delta(1)} |_{t=0} = 0 \quad x \in (0, 1), \\
A(u_r^{\delta(1)})_{x} |_{x=0} &= 0 \quad t \in (0, T), \\
u_r^{\delta(1)} |_{x=1} &= 0 \quad t \in (0, T).
\end{align*}
\]
(34)
Since the non-homogeneous term in (34) belongs to \((L^2((0, 1) \times (0, T)))^2\), the function \( u_r^{\delta(1)} \) is in \( (H^1((0, 1) \times (0, T)))^2 \).

By analogous considerations we define \( u^{\delta(2)} \) as the solution to (31) for the boundary data \((0, \delta(t))\). We still denote by \( u_s^{(2)} \) and \( u_r^{(2)} \) the singular and regular parts of \( u^{\delta(2)} \), respectively. Therefore, we can define the matrix solution
\[ U^{\delta} = \begin{pmatrix} u_s^{\delta(1)} & u_r^{\delta(1)} \\ u_s^{\delta(2)} & u_r^{\delta(2)} \end{pmatrix} \]
of the problem
\[
\begin{align*}
R(U^{\delta})_{tt} - AU^{\delta}_{xx} &= -K(x)U^{\delta} \quad (x, t) \in (0, 1) \times (0, T), \\
U^{\delta} |_{t=0} &= 0, \quad U^{\delta}_{x} |_{t=0} = 0 \quad x \in (0, 1), \\
AU^{\delta}_{x} |_{x=0} &= \begin{pmatrix} \delta(t) \\ 0 \end{pmatrix} \quad t \in (0, T), \\
U^{\delta} |_{x=1} &= 0 \quad t \in (0, T),
\end{align*}
\]
(35)
and, as before, we can write
\[ U^{\delta} = U_s^{\delta} + U_r^{\delta} = \begin{pmatrix} u_s^{\delta(1)} & 0 \\ 0 & u_s^{\delta(2)} \end{pmatrix} + \begin{pmatrix} u_r^{\delta(1)} & u_r^{\delta(2)} \\ u_r^{\delta(1)} & u_r^{\delta(2)} \end{pmatrix}. \]
Let us now consider an input \( f(t) = (f_1(t), f_2(t)) \), with \( f_i \in H^1(0,T) \) and \( f_i(0) = 0, i = 1, 2 \). Then, in accordance with the Duhamel principle, the solution \( U^f = (U^f_1, U^f_2) \) to (27) can be written in the convolution form:

\[
U^f(x, t) = U^\delta * f(t) = U^\delta_s * f(t) + U^\delta_r * f(t).
\] (36)

By considering the expressions of \( U^\delta_s \), assuming that \( f(t-s) = 0 \) if \( t < s \) and taking into account the finite velocity of propagation of waves, equation (36) becomes

\[
U^f(x, t) = \int_{t}^{t_{1x}} \left( \begin{array}{cc} u^\delta_{s1}(x, s) & 0 \\ 0 & u^\delta_{s2}(x, s) \end{array} \right) \left( \begin{array}{c} f_1(t-s) \\ f_2(t-s) \end{array} \right) ds + \\
+ \int_{t}^{t_{1x}} \left( \begin{array}{cc} u^\delta_{r1}(x, s) & u^\delta_{r2}(x, s) \\ u^\delta_{r1}(x, s) & u^\delta_{r2}(x, s) \end{array} \right) \left( \begin{array}{c} f_1(t-s) \\ f_2(t-s) \end{array} \right) ds.
\] (37)

Equation (37) has a meaning also when \( f \in (L^2(0,T))^2 \) and, in fact, one can verify by direct calculation that the function \( U^f(x, t) \) given in (37) is the unique weak solution of the problem (27) for any given \( f \in (L^2(0,T))^2 \).

From (37), \( U^f(0,t) \) is well defined and it is given by

\[
U^f(0,t) = \int_{0}^{t} \left( \begin{array}{cc} u^\delta_{s1}(0, s) & 0 \\ 0 & u^\delta_{s2}(0, s) \end{array} \right) \left( \begin{array}{c} f_1(t-s) \\ f_2(t-s) \end{array} \right) ds + \\
+ \int_{0}^{t} \left( \begin{array}{cc} u^\delta_{r1}(0, s) & u^\delta_{r2}(0, s) \\ u^\delta_{r1}(0, s) & u^\delta_{r2}(0, s) \end{array} \right) \left( \begin{array}{c} f_1(t-s) \\ f_2(t-s) \end{array} \right) ds
\] (38)

In particular, for \( T < \lambda_1 \) we have

\[
U^f(0,t) = \int_{0}^{t} \left( \begin{array}{cc} 0 & 0 \\ -\frac{1}{\lambda_1} & -\frac{1}{\lambda_2} \end{array} \right) \left( \begin{array}{c} f_1(t-s) \\ f_2(t-s) \end{array} \right) ds + \\
+ \int_{0}^{t} \left( \begin{array}{cc} u^\delta_{r1}(0, s) & u^\delta_{r2}(0, s) \\ u^\delta_{r1}(0, s) & u^\delta_{r2}(0, s) \end{array} \right) \left( \begin{array}{c} f_1(t-s) \\ f_2(t-s) \end{array} \right) ds.
\] (39)

Equation (39) shows that the response operator \( R^T \) is bounded from \( (L^2(0,T))^2 \) to \( (L^2(0,T))^2 \), and the proof of the proposition is complete.

To prove Proposition 3.2 we need the following well known law of conservation of energy.
Lemma 4.1 Let \( u(x,t) = (u_1(x,t), u_2(x,t)) \) be the solution of (5) for \( f \) given as in Proposition 3.2. Let \( T > 0 \), \( T \) finite, as in Proposition 3.2. Then

\[
E(t) = -\int_0^t \left( \begin{array}{c} f_1(s) \\ f_2(s) \end{array} \right) \cdot \left( \begin{array}{c} u_{1,s}(0,s) \\ u_{2,s}(0,s) \end{array} \right) ds
\]

and

\[
E(t) \leq C(T) \left\| f \right\|_{(H^1(0,T^*))^2}^2
\]

for every \( t > 0 \), where

\[
E(t) = \frac{1}{2} \int_0^T \left( \sum_{i=1,2} (\rho_i u_{i,t}^2 + a_i u_{i,x}^2) + \sum_{i,j=1,2} K_{ij}(x) u_i u_j \right) dx
\]

and the constant \( C(T) \), \( C(T) > 0 \), depends only on \( T \).

Proof of Lemma 4.1. The equality (40) follows from (5) by multiplying the equation by the time derivative of \( u \) and integrating by parts.

Let us now prove the inequality (41). We recall that the solution of (5) can be written as \( u = \tilde{u} + v \) as in the proof of Proposition 3.1, see equations (27)-(30). Since the function \( h(t) \) appearing in (28) is the primitive of \( f(t) \), then \( h(t) \) is an \( H^2 \)-function. Therefore, the sum in (28) is finite and \( \tilde{u} \in (H^2((0,L) \times (0,T)))^2 \) for every finite \( T > 0 \). From (28), we have

\[
\left\| \tilde{u}_t(\cdot, \cdot) \right\|_{(L^2((0,L) \times (0,T)))^2} \leq c(T) \left\| f \right\|_{(L^2(0,T))^2}
\]

and

\[
\left\| \tilde{u}_t(0, \cdot) \right\|_{(L^2(0,T))^2} \leq c(T) \left\| f \right\|_{(L^2(0,T))^2}.
\]

Now, since the right hand side of (30) and its derivative with respect to time are in \((L^2((0,1) \times (0,T)))^2\), then \( v \in (H^2((0,L) \times (0,T)))^2 \), see [Lad] or [W]. Taking the time Derivative in (30), we deduce that \( v_t \) satisfies the problem (30) replacing \( \tilde{u} \) by \( \tilde{u}_t \). Hence from Theorem 29.1 of [W] and the trace theorem, we deduce that

\[
\left\| v_t(0, \cdot) \right\|_{(L^2(0,T))^2} \leq c' \left\| \tilde{u}_t(\cdot, \cdot) \right\|_{(L^2((0,L) \times (0,T)))^2} \leq c(T) c'(T) \left\| f \right\|_{(L^2(0,T))^2}.
\]

Using the Cauchy-Schwartz inequality and the previous inequalities, we have

\[
E(t) = -\int_0^T \left( \begin{array}{c} f_1(s) \\ f_2(s) \end{array} \right) \cdot \left( \begin{array}{c} u_{1,s}(0,s) \\ u_{2,s}(0,s) \end{array} \right) ds \leq \left\| f \right\|_{(L^2(0,T))^2} \left\| u_t \right\|_{(L^2(0,T))^2} \leq \left\| f \right\|_{(L^2(0,T))^2}^2 \leq C(T) \left\| f \right\|_{(L^2(0,T))^2}^2.
\]

This ends the proof of the lemma.

Proof of Proposition 3.2. The functions \( t \to u_{,xx}(x,t) \) and \( t \to u_{,tt}(x,t) \) are at most exponentially growing as \( e^{ct} \), where \( c > 0 \) is a constant (see for example [KKL], p. 206). Then,
we can take the Fourier transform with respect to time \(u(x,t)(\omega) = \int_{\mathbb{R}} e^{-i\omega t} u(x,t) dt\) for the solution \(u(x,t)\) of the problem (5) to obtain

\[ R^\infty(\hat{f})(\omega) = \Lambda_{\omega}^{(0,1)}(\hat{f}(\omega)) \tag{42} \]

for every \(\omega \in \{z \in \mathbb{C} | \Im z^2 < -c\}\).

From Lemma 4.1, the function \(t \rightarrow u_x(x,t)\), from \(\mathbb{R}\) to \((L^2(0,L))^2\), is bounded. Using Poincaré’s inequality on \((0,L)\), we deduce that the function \(t \rightarrow u(x,t)\) from \(\mathbb{R}\) to \((H^1(0,L))^2\) is bounded and, therefore, the function \(t \rightarrow u(0,t)\) from \(\mathbb{R}\) to \(\mathbb{R}^2\) is also bounded. Hence, by applying the Fourier transform, \(R^\infty(f)(\omega)\) is well defined and (42) holds in \(\omega \in \{z \in \mathbb{C} | \Im z^2 < 0\}\).

Conversely, if we know \(R^\infty(f)(\omega)\) for every \(\omega \in \{z \in \mathbb{C} | \Im z^2 < 0\}\), then we know \(R^\infty(f)(\omega - i\epsilon)\) and hence \(e^{-\epsilon t}R^\infty(f)\) for \(\omega \in \mathbb{R}\), for some \(\epsilon > 0\). By the inverse Fourier transform, we deduce \(e^{-\epsilon t}R^\infty(f)\) and hence \(R^\infty(f)\).

**Proof of Proposition 3.3.** Let \((f_n)_{n \in \mathbb{N}} \subset C^\infty_0(0,T)\) be a sequence such that \(f_n \mid_{[0,T]} \rightarrow \varepsilon\) in \(L^2(0,T)\). Since the response operator \(R^T\) is bounded from \((L^2(0,T))^2\) to \((L^2(0,T))^2\), see Proposition 3.1, we have \(R^T\left(\begin{array}{c} f_n \\ 0 \end{array}\right) \rightarrow R^T\left(\begin{array}{c} \varepsilon \\ 0 \end{array}\right)\) in \((L^2(0,T))^2\). This means we know \(R^T\left(\begin{array}{c} \varepsilon \\ 0 \end{array}\right)\) in \(L^2\) sense, but \(R^T\left(\begin{array}{c} \varepsilon \\ 0 \end{array}\right)\) is continuous since its singular and regular parts are continuous, then it is known pointwise. Replacing \(f\) by \(\left(\begin{array}{c} \varepsilon \\ 0 \end{array}\right)\) in (38), we obtain \(u^\varepsilon(0,t) = \int_0^t u^{\delta(1)}(0,s)ds\) and therefore

\[ u^{\delta(1)}(0,t) = \frac{d}{dt} (u^\varepsilon(0,t)) = \frac{d}{dt} \left(\lim_{n \rightarrow \infty} R^T\left(\begin{array}{c} f_n \\ 0 \end{array}\right)\right). \]

If we take \(T < \lambda_1 L\), then \(u^{\delta(1)}\) is continuous. Indeed, the trace on \(x = 0\) of the singular part of \(u^{\delta(1)}\) is just \(\frac{1}{\lambda_1 a_1} \varepsilon(t)\), see (33). The regular part is also continuous then the last equality is true pointwise.

**Proof of Proposition 3.4.** The proof of this proposition follows easily by direct computation.

**Proof of Proposition 3.5.** By Proposition 3.4, the second order problem (5) with \(f = \left(\begin{array}{c} \delta(t) \\ 0 \end{array}\right)\) can be reduced to the first order problem (18). We look for a solution of (18) in the form

\[
\begin{align*}
\psi_1(x,t) &= -\lambda_1^{-1} a_1^{-1} \epsilon(t - \lambda_1 x) + \psi_{01}(x,t), \\
\psi_2(x,t) &= \psi_{02}(x,t), \\
\psi_3(x,t) &= \psi_{03}(x,t), \\
\psi_4(x,t) &= \psi_{04}(x,t),
\end{align*}
\]

(43)
where $\psi_0 = (\psi_{01}, \psi_{02}, \psi_{03}, \psi_{04})$ is a vector of terms smoother than the Heaviside function $\epsilon$. Then, by substituting the expression (43) of $\psi_i(x,t)$ into equation (18) and comparing the terms with $\epsilon$ and $\delta$, we get the following first order system for $\psi_0$

\[
\begin{cases}
\psi_{01,x} + \lambda_1 \psi_{01,t} = \psi_{03}, \\
\psi_{02,x} + \lambda_2 \psi_{02,t} = \psi_{04}, \\
\psi_{03,x} - \lambda_1 \psi_{03,t} = \lambda_1 a_1^{-1} q_1(x)\epsilon(t - \lambda_1 x) + \lambda_1^2 q_1(x)(\psi_{02} - \psi_{01}), \\
\psi_{04,x} - \lambda_2 \psi_{04,t} = \lambda_2^2 a_1^{-1} q_2(x)\epsilon(t - \lambda_1 x) + \lambda_2^2 q_2(x)(\psi_{02} - \psi_{01}),
\end{cases}
\]

with initial conditions

\[\psi_0|_{t=0} = 0 \quad x \in (0, L),\]

and boundary conditions at $x = 0$

\[
\begin{cases}
\psi_{01}|_{x=0} = 0, \\
\psi_{02}|_{x=0} = 0, \\
\psi_{03}|_{x=0} = \lambda_1 g_1(t), \\
\psi_{04}|_{x=0} = \lambda_2 g_2(t),
\end{cases}
\]

where $g_i(t) \equiv \psi_i|_{x=0}$ for $t \in (0, T)$, $i = 1, 2$. Since $k(x)$ is in $C^2[0, L]$, then the solution of (16) has the $C^2$ regularity outside the two characteristics, hence the trace on $x = 0$ is of class $C^2$ and then $g_i(t)$ are of class $C^2$.

Since we are interested in solving problem (18) in a small interval of time $(0, T)$, in the following we shall choose $T$ small enough, e.g. $T < \lambda_1 L$, so that the boundary condition at $x = L$ doesn’t influence the solution we are looking for.

The solution $\psi_0$ of problem (44), (45), (46) is equal to zero for $t \leq \lambda_1 x$. This is a consequence of the homogeneous initial conditions (45) and of the finite speed of propagation of waves for problem (44).

To determine $\psi_0$ in the remaining part of the $x - t$ plane, by integrating over the characteristics on $t \geq \lambda_1 x$, we shall show that the solution $\psi_0$ of (44), (45), (46) satisfies a system of integral equations of Volterra type.

Let $P(\xi, \tau)$, with $\tau > \lambda_1 \tau$, and consider the characteristic lines through $P$ for $t \leq \tau$. More precisely, when $\tau > \lambda_2 \tau$, two characteristic lines with positive slope, $\lambda_1$ and $\lambda_2$, intersect the $t$-axis, where the boundary data for $\psi_{03}|_{x=0}$ and $\psi_{04}|_{x=0}$ is given, see (46)$_{3,4}$; and two characteristic lines with negative slope, $-\lambda_1$ and $-\lambda_2$, intersect the straight line $t = \lambda_1 x$, where the initial data $\psi_0 = 0$ is given. If $\lambda_2 \tau \geq \tau \geq \lambda_1 \tau$, then only one characteristic line, with positive slope $\lambda_1$, intersects the $t$-axis, while three characteristic lines, one with positive slope $\lambda_2$ and two with negative slope, $-\lambda_1$, $-\lambda_2$, intersect the straight line $t = \lambda_1 x$.

By integrating along the characteristic lines through $P$, the following system of integral equations is obtained

\[
\begin{cases}
\psi_{01}(\xi, \tau) = g_1(\tau - \lambda_1 \tau) + \int_0^\tau \psi_{03}(\xi, \lambda_1 (\xi - \tau) + \tau) d\xi, \\
\psi_{02}(\xi, \tau) = \tilde{g}_2(\tau - \lambda_2 \tau) + \int_0^\tau \psi_{04}(\xi, \lambda_2 (\xi - \tau) + \tau) d\xi, \\
\psi_{03}(\xi, \tau) = a_1^{-1} \lambda_1 \int_{\tau \frac{1}{\lambda_1 + a_2}}^{\tau} q_1(\xi) d\xi + \lambda_1^2 \int_{\tau \frac{1}{\lambda_1 + a_2}}^{\tau} q_1(\xi)(\psi_{02} - \psi_{01})(\xi, \lambda_1 (\xi - \tau) + \tau) d\xi, \\
\psi_{04}(\xi, \tau) = \lambda_2^2 a_1^{-1} \frac{1}{\lambda_1 + a_2} \int_{\tau \frac{1}{\lambda_1 + a_2}}^{\tau} q_2(\xi) d\xi + \lambda_2^2 \int_{\tau \frac{1}{\lambda_1 + a_2}}^{\tau} q_2(\xi)(\psi_{02} - \psi_{01})(\xi, \lambda_2 (\xi - \tau) + \tau) d\xi,
\end{cases}
\]
where
\[
\tilde{g}_2(t - \lambda_2 x) = g_2(t - \lambda_2 x) \quad \text{if } t \geq \lambda_2 x, \quad \tilde{g}_2(t - \lambda_2 x) = 0 \quad \text{if } \lambda_2 x \geq t \geq \lambda_1 x,
\] (48)
and
\[
\tilde{a} = 0 \quad \text{if } t \geq \lambda_2 x, \quad \tilde{a} = \frac{\lambda_2 x - t}{\lambda_2 - \lambda_1} \quad \text{if } \lambda_2 x \geq t \geq \lambda_1 x.
\] (49)

Now, by substituting the expression (47), i.e. the third equation of (47), for \(\psi_03\) into the boundary condition (46), we obtain the following integral equation
\[
a_1^{-1} \int_{\frac{x}{2\lambda_1}}^{0} q_1(\xi)d\xi + a_1 \int_{\frac{x}{2\lambda_1}}^{0} q_1(\xi)(\psi_{02} - \psi_{01})(\xi, -\lambda_1 \xi + t)d\xi = \frac{dg_1(t)}{dt}.
\] (50)

To obtain a system of integral equations in standard form, it is convenient to define
\[
\phi_{0i}(x, t) \equiv \psi_{0i}(\xi, t), \quad i = 1, 4.
\] (51)
The integral equations for \(\phi_{0i}\) can be formally derived by taking the derivative with respect to the time parameter \(t\) of the previous equations (47), (50), and recalling that \(\phi_{0i}(x, t) = 0\) if \(t = \lambda_1 x\). In conclusion, we have the following system of five integral equations with unknowns \(\{\phi_{01}, \phi_{02}, \phi_{03}, \phi_{04}, \phi_{02}\}\) (note that \(q_1 = -\rho_1^{-1} \rho_2 q_2\))

\[
\begin{align*}
\phi_{01}(x, t) &= g_{11}(t - \lambda_1 x) + \int_{0}^{x} \phi_{03}(\xi, \lambda_1(x - \xi) + t)d\xi, \\
\phi_{02}(x, t) &= \tilde{g}_{21}(t - \lambda_2 x) + \int_{0}^{x} \phi_{04}(\xi, \lambda_2(x - \xi) + t)d\xi, \\
\phi_{03}(x, t) &= \frac{1}{2}a_1^{-1} \rho_1^{-1} \rho_2 q_2 \left(\frac{\lambda_1 x + t}{\lambda_1 \lambda_2}\right) - \lambda_1^2 \rho_1^{-1} \rho_2 \int_{\frac{x}{2\lambda_1}}^{0} q_2(\xi)(\phi_{02} - \phi_{01})(\xi, \lambda_1(x - \xi) + t)d\xi, \\
\phi_{04}(x, t) &= -\lambda_1^2 \lambda_2^{-1} \lambda_1^{-1} \rho_2 q_2 \left(\frac{\lambda_2 x + t}{\lambda_1 + \lambda_2}\right) + \lambda_1^2 \lambda_2^{-1} \rho_2 \int_{\frac{x}{2\lambda_1}}^{0} q_2(\xi)(\phi_{02} - \phi_{01})(\xi, \lambda_2(x - \xi) + t)d\xi, \\
q_2(\frac{1}{2\lambda_1}) &= 2a_1 \lambda_1^2 \int_{\frac{x}{2\lambda_1}}^{0} q_2(\xi)(\phi_{02} - \phi_{01})(\xi, -\lambda_1 \xi + t)d\xi + 2a_1 \rho_1 \rho_2^{-1} \lambda_1^2 \frac{d^2 g_1(t)}{dt^2}.
\end{align*}
\] (52)

where the variables \((x, t)\) have been replaced by \((x, t)\) to simplify notation.

The system of integral equations (52) is closed in the triangular domain
\[
D^T = \{(x, t)|\lambda_1 x \leq t \leq T - \lambda_1 x, \quad 0 \leq x \leq X \equiv \frac{T}{2\lambda_1}\}.
\] (53)

In order to study the uniqueness and existence of the solution of (52) for "small" \(X\), we define
\[
(v_1(x, t), v_2(x, t), v_3(x, t), v_4(x, t), v_5(x, t)) = (\phi_{01}(x, t), \phi_{02}(x, t), \phi_{03}(x, t), \phi_{04}(x, t), q_2(x))
\] (54)
and we rewrite the system in the following form
\[
\begin{align*}
v_1(x, t) &= \zeta_1(x, t) + \int_{0}^{x} v_3(\xi, X_1(\xi; x, t))d\xi, \\
v_2(x, t) &= \zeta_2(x, t) + \int_{0}^{x} \lambda_1 v_4(\xi, X_2(\xi; x, t))d\xi, \\
v_3(x, t) &= k_1 v_1(Y_1(x, t)) + \int_{0}^{Y_1(x, t)} \chi_1(\xi; t) v_5(\xi)(v_2-v_1)(\xi, X_3(\xi; t, x))d\xi, \\
v_4(x, t) &= k_2 v_1(Y_2(x, t)) + \int_{0}^{Y_2(x, t)} \chi_2(\xi; t) v_5(\xi)(v_2-v_1)(\xi, X_4(\xi; t, x))d\xi, \\
v_5(x) &= \zeta_3(x) + k_3 \int_{0}^{x} v_5(\xi)(v_2-v_1)(\xi, X_5(\xi; t))d\xi,
\end{align*}
\] (55)
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where $\zeta_i \in C^0(D^T), i = 1, 2; \zeta_3 \in C^0([0, X]); X_i(\xi; x, t) \in C^0([0, X] \times D^T), i = 1, 4; X_5(\xi; t) \in C^0([0, X] \times [0, T]); Y_i(x, t) \in C^0(D^T) \text{ with } 0 \leq Y_2(x, t) \leq Y_1(x, t) \leq X_i, i = 1, 2; \chi_4(\xi; x, t), \chi_2(\xi; x, t) \in L^\infty([0, X])$ are uniformly bounded and continuous with respect to the variables $(x, t)$ in $D^T$; $k_i, i = 1, 3$, are known constants depending on $a_1, f_1, \rho_1, \rho_2, \lambda_1, \lambda_2$.

By expressing $v_5$ in (55), the previous system can be rewritten as

$$
\begin{cases}
  v_1(x, t) = \zeta_1(x, t) + \int_0^x v_3(\xi, X_1(\xi; x, t))d\xi, \\
  v_2(x, t) = \zeta_2(x, t) + \int_0^x \chi_1(\xi; x, t)v_4(\xi, X_2(\xi; x, t))d\xi, \\
  v_3(x, t) = k_1\zeta_3(Y_1(x, t)) + k_1k_3\int_{Y_1(x, t)} v_5(\xi)(v_2 - v_1)(\xi; X_3(\xi; t, x))d\xi + \\
                 + \int_{Y_1(x, t)} \chi_1(\xi; t, x)v_5(\xi)(v_2 - v_1)(\xi, X_3(\xi; t, x))d\xi, \\
  v_4(x, t) = k_2\zeta_3(Y_2(x, t)) + k_2k_3\int_{Y_2(x, t)} v_5(\xi)(v_2 - v_1)(\xi; X_5(\xi; t, x))d\xi + \\
                 + \int_{Y_2(x, t)} \chi_2(\xi; t, x)v_5(\xi)(v_2 - v_1)(\xi, X_4(\xi; t, x))d\xi, \\
  v_5(x) = \zeta_3(x) + k_3\int_0^x v_5(\xi)(v_2 - v_1)(\xi, X_5(\xi; t))d\xi.
\end{cases}
$$

Let us introduce the function space

$$
\Phi_X = \{v = (v_1, v_2, v_3, v_4, v_5) \mid v_j \in C^0(D^T), j = 1, 4, v_5 \in C^0([0, X])\},
$$

endowed with the norm

$$
\|v\| = \sum_{j=1}^4 \|v_j\|_{C^0(D^T)} + \|v_5\|_{C^0([0, X])}.
$$

Let $V_X : \Phi_X \rightarrow \Phi_X, V_X(v) = w$, be the operator defined as follows

$$
\begin{cases}
  w_1(x, t) = f_1(x, t) + \int_0^x v_3(\xi, X_1(\xi; x, t))d\xi, \\
  w_2(x, t) = f_2(x, t) + \int_0^x \chi_1(\xi; x, t)v_4(\xi, X_2(\xi; x, t))d\xi, \\
  w_3(x, t) = f_3(x, t) + k_1k_3\int_{Y_1(x, t)} v_5(\xi)(v_2 - v_1)(\xi; X_3(\xi; t, x))d\xi + \\
                 + \int_{Y_1(x, t)} \chi_1(\xi; t, x)v_5(\xi)(v_2 - v_1)(\xi, X_3(\xi; t, x))d\xi, \\
  w_4(x, t) = f_4(x, t) + k_2k_3\int_{Y_2(x, t)} v_5(\xi)(v_2 - v_1)(\xi; X_5(\xi; t, x))d\xi + \\
                 + \int_{Y_2(x, t)} \chi_2(\xi; t, x)v_5(\xi)(v_2 - v_1)(\xi, X_4(\xi; t, x))d\xi, \\
  w_5(x) = f_5(x) + k_3\int_0^x v_5(\xi)(v_2 - v_1)(\xi, X_5(\xi; t))d\xi,
\end{cases}
$$

where $F := (f_1, f_2, f_3, f_4, f_5)$ is given by

$$
F = (\zeta_1(x, t), \zeta_2(x, t), k_1\zeta_3(Y_1(x, t)), k_2\zeta_3(Y_2(x, t)), \zeta_3(x)) \neq (0, 0, 0, 0, 0), \quad F \in \Phi_X
$$

since $F$ contains derivatives of $g_i(t), i = 1, 2$ up to second order and $g_i(t), i = 1, 2$ are $C^2$.

It is easy to show that $V_Xv \in \Phi_X$ for every $v \in \Phi_X$.

Let us define $B_{\gamma,X}(F) = \{v \in \Phi_X \mid \|v - F\| \leq \gamma\}$, with $\gamma > 0$. To prove existence and uniqueness of the solution for the system (56) it is enough to show that: i) $\forall \gamma > 0 \exists X > 0$ (small enough) such that $V_X(B_{\gamma,X}(F)) \subset B_{\gamma,X}(F)$; ii) $\forall \gamma > 0 \exists X > 0$ (small enough) such that $\|V_X(v^{(1)}) - V_X(v^{(2)})\| \leq \frac{1}{2}\|v^{(1)} - v^{(2)}\|$, for every $v^{(i)} \in \Phi_X, i = 1, 2$.
To prove condition i), let $v \in B_{\gamma,X}(F)$. By (59) it is easy to show that
\[
\sum_{j=1}^{4} |w_j - f_j| + |w_5 - f_5| \leq \int_{0}^{x} |v_3(\xi, X_1(\xi; x, t))|d\xi + \int_{0}^{x} |v_4(\xi, X_2(\xi; x, t))|d\xi + \\
+ |k_1k_3| \int_{0}^{Y_1(x,t)} |v_3(\xi)||(v_2 - v_1)(\xi; X_5(\xi; t))|d\xi + \\
+ C_1 \int_{0}^{Y_1(x,t)} |v_5(\xi)||(v_2 - v_1)(\xi, X_5(\xi; t, x))|d\xi + |k_2k_3| \int_{0}^{Y_2(x,t)} |v_5(\xi)||(v_2 - v_1)(\xi, X_5(\xi; t))|d\xi + \\
+ C_2 \int_{0}^{Y_2(x,t)} |v_5(\xi)||(v_2 - v_1)(\xi, X_4(\xi; t, x))|d\xi + |k_3| \int_{0}^{x} |v_5(\xi)||(v_2 - v_1)(\xi, X_5(\xi; t))|d\xi \leq \\
\leq C_3X(||v|| + ||v||^2) \leq C_4X(||F|| + \gamma)(1 + ||F|| + \gamma),
\]
where $C_i$, $i = 1, 4$, are positive constants. Therefore, $V_Xv \in B_{\gamma,X}(F)$ if $X$ is small enough, e.g. $X \leq \frac{1}{C(||F|| + \gamma)(1 + ||F|| + \gamma)}$, where $C$ is a positive constant only depending on the data.

To prove condition ii), let us denote $z = V_Xv^{(1)} - V_Xv^{(2)}$. By (59) we have
\[
\begin{align*}
z_1(x, t) &= \int_{0}^{x} (v_3^{(1)} - v_3^{(2)})(\xi, X_1(\xi; x, t))d\xi, \\
z_2(x, t) &= \int_{0}^{x} (v_4^{(1)} - v_4^{(2)})(\xi, X_2(\xi; x, t))d\xi, \\
z_3(x, t) &= k_1k_3 \int_{0}^{Y_1(x,t)} (v_5^{(1)}(\xi)(v_2^{(1)} - v_1^{(1)})(\xi; X_5(\xi; t)) - v_5^{(2)}(\xi)(v_2^{(2)} - v_1^{(2)})(\xi; X_5(\xi; t)))d\xi + \\
+ \int_{0}^{Y_1(x,t)} \chi_1(\xi; t, x)(v_5^{(1)}(\xi)(v_2^{(1)} - v_1^{(1)})(\xi, X_3(\xi; t, x)) - v_5^{(2)}(\xi)(v_2^{(2)} - v_1^{(2)})(\xi, X_3(\xi; t, x)))d\xi, \\
z_4(x, t) &= k_2k_3 \int_{0}^{Y_2(x,t)} (v_5^{(1)}(\xi)(v_2^{(1)} - v_1^{(1)})(\xi; X_5(\xi; t)) - v_5^{(2)}(\xi)(v_2^{(2)} - v_1^{(2)})(\xi; X_5(\xi; t)))d\xi + \\
+ \int_{0}^{Y_2(x,t)} \chi_2(\xi; t, x)(v_5^{(1)}(\xi)(v_2^{(1)} - v_1^{(1)})(\xi, X_4(\xi; t, x)) - v_5^{(2)}(\xi)(v_2^{(2)} - v_1^{(2)})(\xi, X_4(\xi; t, x)))d\xi, \\
z_5(x) &= k_3 \int_{0}^{x} (v_5^{(1)}(\xi)(v_2^{(1)} - v_1^{(1)})(\xi; X_5(\xi; t)) - v_5^{(2)}(\xi)(v_2^{(2)} - v_1^{(2)})(\xi; X_5(\xi; t)))d\xi.
\end{align*}
\]
From (62), we have
\[
||z_i|| \leq X||v^{(1)} - v^{(2)}||, \quad i = 1, 2.
\]

By observing that
\[
v_5^{(1)}(v_2^{(1)} - v_1^{(1)}) - v_5^{(2)}(v_2^{(1)} - v_1^{(2)}) = \\
v_5^{(1)}(v_2^{(1)} - v_2^{(2)}) + v_5^{(2)}(v_2^{(1)} - v_2^{(2)}) + v_5^{(2)}(v_1^{(1)} - v_1^{(1)}) + v_5^{(2)}(v_2^{(1)} - v_1^{(1)}),
\]
the products of terms appearing in equations (62) can be bounded as follows
\[
||z_i|| \leq CX(||F|| + \gamma)||v^{(1)} - v^{(2)}||, \quad i = 3, 4, 5,
\]
where $C$ is a positive constant only depending on the data. Therefore, condition ii) is satisfied provided that we choose $X$ small enough, e.g. $X \leq \frac{1}{2(1+C(||F|| + \gamma))}$. Choosing $\gamma = ||F||$, it is enough to take
\[
X = \min\left(\frac{1}{2C(1+2||F||)}, \frac{1}{2(1+2C||F||)}\right)
\]
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to satisfy the conditions i) and ii). Hence we have proven the proposition.

**Justification of the Layer Stripping method.**

Let us now justify that we can reach any point (0, L) in finitely many steps. Indeed, let \( c_i \in (0, L) \) be the sequence of points given by the Layer Stripping. We know that

\[
c_i = \min \left( \frac{1}{2C(1 + 2\|F_i\|)}, \frac{1}{2(1 + 2C\|F_i\|)} \right)
\]

where \( C \) depends on the bounds of the coefficients on (0, L).

Hence, it is enough to prove that the sequence \( \|F_i\| \) is bounded. To justify this, we proceed as follows:

We know that \( f_i \) is defined on \((c_i, L)\) by the first and the second derivatives of \( R_T(\delta(\frac{t}{c_i}), 0) \) evaluated at \( x := c_i \) which is given by \( g_i(t) = u^\delta(c_i, t) \). In every step of the Layer Stripping we take \( T < \lambda_1(L - c_i) \) to avoid the reflections.

We use the change of variable \( y := \frac{x}{c_i} \) to reduce the problem on \((1, Lc_i)\) and the change of variables \( z := y - 1 \) to reduce the problem on \((0, \frac{L}{c_i} - 1)\). We can replace \( \frac{L}{c_i} - 1 \) by \( L' \) large enough and independent on \( c_i \). This is justified by the finite velocity of propagation.

Of course the coefficients of the new problems are depending on \( i \). But all these changes of variables are linear hence they preserve the boundness of these coefficients with respect to \( i \).

Now we are dealing with the same hyperbolic problem as the (16) with a sequence of coefficients bounded with respect to \( i \), zero initial conditions and zero Dirichlet on \( z = L' \) and on the boundary \( x = 0 \) we have as a Neumann data the delta function.

Let us prove that the corresponding sequence \( \|F_i\| \) is bounded or, by definition of \( f_i \), that the sequences given by the zero, the first and second derivatives of \( g_i \) are bounded with respect to the maximum norm. We recall that \( g_i \) is the trace on \( z = 0 \) of the solution of the above hyperbolic problem.

Looking for the solution as a sum of singular and regular parts, we deduce that the singular part has the required property since it given by (28). We have to prove the same for the regular one. Recall that this regular part satisfies the hyperbolic problem with homogenous initial and boundary conditions and an \( L^2((0, T) \times (0, L')) \) second member as in (30). From the general theory [Lad] or [W], we know that this sequence, indexed by \( i \), is bounded in the energy norm i.e \( C([0, T], H^1(0, L')) \) and in \( C^1([0, T], L^2(0, L')) \) since the sequence of coefficients is uniformly bounded. Hence we deduce that its trace on \( z = 0 \), i.e \( g^r_i := (g^r_{i,1}, g^r_{i,2}) \) (r: for regular) is bounded in \( C([0, T]) \).

We repeat the computations done in the proof of Proposition 3.5 replacing the previous coefficients by the new sequences of coefficients. From the equation (50), we deduce that the first derivative of \( g^r_{i,1} \) is bounded.

Since \( u^r_i \) is bounded in \( C^1([0, T], L^2(0, L')) \), we have \( \frac{d}{dt} u^r_{i,1} := \varphi_{0,1} \) and \( \frac{d}{dt} u^r_{i,2} := \varphi_{0,2} \) are bounded in \( L^2((0, T) \times (0, L')) \). Hence from the fifth equation of (52), we deduce that the second derivative of \( g^r_{i,1} \) is bounded.

Using similar equations for \( g^r_{i,2} \) as it was done for \( g^r_{i,1} \), we get the corresponding equation (50) and the fifth equation of (52) for \( g^r_{i,2} \).
Arguing as for $g_i^r$, see above, we deduce that the first and the second derivatives of $g_i^r$ are also bounded. This ends the justification.

**Proof of Proposition 3.6.** We start by taking $\omega \in \mathbb{C}$ such that $\omega^2 \in \mathbb{C} \setminus \mathbb{R}^+$. After knowing $\Lambda_{\omega}^{(c, L)}$ for these frequencies, we shall proceed by approximation to reconstruct $\Lambda_{\omega}^{(c, L)}$ for $\omega^2 \in \mathbb{R}^+ \setminus \sigma^{(0, L)}$.

Let $V = (V_1(x), V_2(x))$ solves the problem
\begin{align*}
-\Delta V_{xx} + K(x)V - \omega^2 RV &= 0 \quad x \in (c, L), \\
A V_x \big|_{x=c} &= a, \\
V \big|_{x=L} &= 0,
\end{align*}
(67)
where $a = a_1 e_1 + a_2 e_2$ with $a_1, a_2 \in \mathbb{R}$, $e_1 = (1, 0)$ and $e_2 = (0, 1)$.

We wish to determine $V \big|_{x=c} = \Lambda_{\omega}^{(c, L)} \begin{pmatrix} a \\ 0 \end{pmatrix}$ from $\Lambda_{\omega}^{(0, L)}$ and the knowledge of the coefficient $k$ in $(0, c), c < L$.

Let $\phi$ be the solution of the Cauchy problem
\begin{align*}
-\Delta \phi_{xx} + K(x)\phi - \omega^2 R \phi &= 0 \quad x \in (0, c), \\
A \phi_x \big|_{x=0} &= a, \\
\phi \big|_{x=0} &= V \big|_{x=c}.
\end{align*}
(68)
We define $V \big|_{x=c} = (v_1, v_2)$. Therefore, the function $\phi$ can be written as
\[ \phi = \phi_0 + v_1 \phi_1 + v_2 \phi_2, \]
where $\phi_0 = \phi \begin{pmatrix} a \\ 0 \end{pmatrix}, \phi_1 = \phi \begin{pmatrix} 0 \\ e_1 \end{pmatrix}, \phi_2 = \phi \begin{pmatrix} 0 \\ e_2 \end{pmatrix}$ and where $\phi \begin{pmatrix} X \\ Y \end{pmatrix}$ is the solution of (68) replacing $a$ and $V \big|_{x=c}$ by $X$ and $Y$, respectively.

Let us introduce
\[ U = \begin{cases} 
\phi \text{ in } (0, c], \\
V \text{ in } [c, L).
\end{cases} \]

The function $U$ satisfies the problem
\begin{align*}
-\Delta U_{xx} + K(x)U - \omega^2 RU &= 0 \quad x \in (0, L), \\
A U_x \big|_{x=0} &= \phi_x \big|_{x=0}, \\
U \big|_{x=L} &= 0,
\end{align*}
(69)
since $V \big|_{x=c} = \phi \big|_{x=c}$ and $V_x \big|_{x=c} = \phi_x \big|_{x=c}$. Moreover, since $U \big|_{x=c} = V \big|_{x=c}$, the restriction of $U$ on the interval $(0, c)$ satisfies
\begin{align*}
-\Delta U_{xx} + K(x)U - \omega^2 RU &= 0 \quad x \in (0, c), \\
A U_x \big|_{x=0} &= \tilde{\alpha}_0 + v_1 \tilde{\alpha}_1 + v_2 \tilde{\alpha}_2, \\
U \big|_{x=c} &= v_1 e_1 + v_2 e_2,
\end{align*}
(70)
where $\tilde{\alpha}_i = \phi_{i,x} \big|_{x=0}, i = 0, 1, 2$.  
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From (69) and (70) we deduce that
\[
\Lambda^{(0,c)}_{\omega} \left( \frac{\alpha_0 + v_1 \alpha_1 + v_2 \alpha_2}{v_1 e_1 + v_2 e_2} \right) = \Lambda^{(0,L)}_{\omega} \left( \frac{\alpha_0 + v_1 \alpha_1 + v_2 \alpha_2}{0} \right). \tag{71}
\]

By linearity of the Neumann-to-Dirichlet operators we have
\[
\Lambda^{(0,c)}_{\omega} \left( \frac{\alpha_0 + v_1 \alpha_1 + v_2 \alpha_2}{v_1 e_1 + v_2 e_2} \right) = \Lambda^{(0,c)}_{\omega} \left( \frac{\alpha_0}{0} + v_1 \Lambda^{(0,c)}_{\omega} \left( \frac{\alpha_1}{e_1} \right) + v_2 \Lambda^{(0,c)}_{\omega} \left( \frac{\alpha_2}{e_2} \right) \right) \tag{72}
\]
and
\[
\Lambda^{(0,L)}_{\omega} \left( \frac{\alpha_0 + v_1 \alpha_1 + v_2 \alpha_2}{0} \right) = \Lambda^{(0,L)}_{\omega} \left( \frac{\alpha_0}{0} + v_1 \Lambda^{(0,L)}_{\omega} \left( \frac{\alpha_1}{0} \right) + v_2 \Lambda^{(0,L)}_{\omega} \left( \frac{\alpha_2}{0} \right) \right). \tag{73}
\]

Therefore, from (71) we have
\[
v_1 \left( \Lambda^{(0,c)}_{\omega} \left( \frac{\alpha_1}{e_1} \right) - \Lambda^{(0,L)}_{\omega} \left( \frac{\alpha_1}{0} \right) \right) + v_2 \left( \Lambda^{(0,c)}_{\omega} \left( \frac{\alpha_2}{e_2} \right) - \Lambda^{(0,L)}_{\omega} \left( \frac{\alpha_2}{0} \right) \right) = \left( \Lambda^{(0,L)}_{\omega} - \Lambda^{(0,c)}_{\omega} \right) \left( \begin{array}{c} \alpha_0 \\ 0 \end{array} \right). \tag{74}
\]

This last system can be written as
\[
\begin{pmatrix} B_1 & C_1 \\ B_2 & C_2 \end{pmatrix} \begin{pmatrix} v_1 \\ v_2 \end{pmatrix} = \begin{pmatrix} f_1 \\ f_2 \end{pmatrix}, \tag{75}
\]
where
\[
B = \begin{pmatrix} B_1 \\ B_2 \end{pmatrix} = \Lambda^{(0,c)}_{\omega} \left( \frac{\alpha_1}{e_1} \right) - \Lambda^{(0,L)}_{\omega} \left( \frac{\alpha_1}{0} \right)
\]
and
\[
C = \begin{pmatrix} C_1 \\ C_2 \end{pmatrix} = \Lambda^{(0,c)}_{\omega} \left( \frac{\alpha_2}{e_2} \right) - \Lambda^{(0,L)}_{\omega} \left( \frac{\alpha_2}{0} \right).
\]

Let us now prove that the system (75) is solvable. It is enough to prove that the vectors \(B\) and \(C\) are linearly independent.

Let us consider \((x, y) \in \mathbb{R}^2\) such that \(xB + yC = 0\). We have
\[
\Lambda^{(0,c)}_{\omega} \left( \frac{x \alpha_1}{x e_1} \right) - \Lambda^{(0,L)}_{\omega} \left( \frac{x \alpha_1}{0} \right) + \Lambda^{(0,c)}_{\omega} \left( \frac{y \alpha_2}{y e_2} \right) - \Lambda^{(0,L)}_{\omega} \left( \frac{y \alpha_2}{0} \right) = 0
\]
or, equivalently,
\[
\Lambda^{(0,c)}_{\omega} \left( \frac{x \alpha_1 + y \alpha_2}{x e_1 + y e_2} \right) - \Lambda^{(0,L)}_{\omega} \left( \frac{x \alpha_1 + y \alpha_2}{0} \right) = 0. \tag{76}
\]

We write
\[
f \mid_{x=0} = \Lambda^{(0,c)}_{\omega} \left( \frac{x \alpha_1 + y \alpha_2}{x e_1 + y e_2} \right) \quad \text{and} \quad g \mid_{x=0} = \Lambda^{(0,L)}_{\omega} \left( \frac{x \alpha_1 + y \alpha_2}{0} \right),
\]
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with \( f \) and \( g \) satisfying
\[
\begin{align*}
-\mathcal{A} f_{,xx} + K(x) f - \omega^2 R f &= 0 \quad x \in (0, c), \\
\mathcal{A} f_{,x} \big|_{x=0} &= x\bar{\alpha}_1 + y\bar{\alpha}_2, \\
f \big|_{x=c} &= xe_1 + ye_2,
\end{align*}
\]
and
\[
\begin{align*}
-\mathcal{A} g_{,xx} + K(x) g - \omega^2 R g &= 0 \quad x \in (0, L), \\
\mathcal{A} g_{,x} \big|_{x=0} &= x\bar{\alpha}_1 + y\bar{\alpha}_2, \\
g \big|_{x=L} &= 0.
\end{align*}
\]

From (76), we deduce that \( f = g \) in \((0, c)\) since these functions satisfy the same equation in \((0, c)\) and have the same Cauchy data at \( x = 0 \). Recalling that \( \bar{\alpha}_i = \phi_{i,x} \big|_{x=0} \), we have
\[
x\bar{\alpha}_1 + y\bar{\alpha}_2 = x\phi_{1,x} \big|_{x=0} + y\phi_{2,x} \big|_{x=0}.
\]

Let us define \( \Phi = x\phi_1 + y\phi_2 \). Then \( \Phi = \phi \begin{pmatrix} 0 \\ xe_1 + ye_2 \end{pmatrix} \) satisfies
\[
\begin{align*}
-\mathcal{A} \Phi_{,xx} + K(x) \Phi - \omega^2 R \Phi &= 0 \quad x \in (0, c), \\
\mathcal{A} \Phi_{,x} \big|_{x=0} &= x\bar{\alpha}_1 + y\bar{\alpha}_2, \\
\Phi \big|_{x=c} &= xe_1 + ye_2.
\end{align*}
\]

This means that \( \Psi = f - \Phi \) satisfies
\[
\begin{align*}
-\mathcal{A} \Psi_{,xx} + K(x) \Psi - \omega^2 R \Psi &= 0 \quad x \in (0, c), \\
\mathcal{A} \Psi_{,x} \big|_{x=0} &= 0, \\
\Psi \big|_{x=L} &= 0,
\end{align*}
\]
then \( \Psi = 0 \) and \( f = \Phi \) in \((0, c)\), hence \( g = \Phi \) in \((0, c)\).

By definition, \( \Phi \) satisfies \( \mathcal{A} \Phi_{,x} \big|_{x=c} = 0 \), then \( \mathcal{A} g_{,x} \big|_{x=c} = 0 \) and hence \( g \) satisfies
\[
\begin{align*}
-\mathcal{A} g_{,xx} + K(x) g - \omega^2 R g &= 0 \quad x \in (c, L), \\
\mathcal{A} g_{,x} \big|_{x=c} &= 0, \\
g \big|_{x=L} &= 0.
\end{align*}
\]
This implies that \( g \equiv 0 \) in \((c, L)\) since \( \omega^2 \) is not in \( \mathbb{R} \), knowing that the spectrum of the problem (77) is in \( \mathbb{R} \). By continuation \( g \equiv 0 \) in \((0, L)\) and therefore \( \Phi = 0 \) in \((0, c)\). This implies \( (x, y) = (0, 0) \), that is the linear independence of the vectors \( B \) and \( C \).

Finally, to determine \( V \big|_{x=c} = (v_1, v_2) \) it is enough to solve the linear system (75). Remark that the components of the vectors \( B \) and \( C \) can be computed from \( \Lambda^{(0,L)}_\omega \), \( \Lambda^{(0,c)}_\omega \) and from the solution of the Cauchy problem (68), which are all known.

5 Concluding remarks

In this paper we have considered the inverse problem of identifying the shearing stiffness coefficient of a steel-concrete composite beam from dynamical data. We have presented a global
reconstruction procedure for determining the unknown coefficient based on measurements of the dynamical Neumann-to-Dirichlet operator related to the longitudinal motions of the beam.

We wish to conclude with some remarks about open problems and possible directions of future research.

1) We have already mentioned in the Introduction that the small free vibrations of a composite beam are governed by a differential system where a coupling takes place between longitudinal and bending motions, see equation (1). In this paper we have focused our attention on the simplified model where the coupling is neglected and only longitudinal motions are present, see equation (4). Engineering applications suggest that it might be worth examining the full coupled case, which includes a fourth order operator and two second order operators. In this case it seems reasonable to consider the full $3 \times 3$ frequency response function at one end of the beam as dynamic data for the reconstruction of the shearing stiffness of the connection.

2) The identification procedure that has been discussed here is constructive, that is, starting from the measured data, the unknown coefficient is, in principle, computable. It would be interesting to verify, through numerical simulations, the efficiency of this reconstruction procedure and its sensitivity to measurement errors, in order to check the usefulness of the proposed diagnostic technique in practical real life applications.
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