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A generalization of the weighted Strichartz estimates for wave equations and an application to self-similar solutions

Jun Kato, Makoto Nakamura and Tohru Ozawa

Abstract

Weighted Strichartz estimates with homogeneous weights with critical exponents are proved for the wave equation without support restriction on the forcing term. The method of proof is based on the expansion by spherical harmonics and on the Sobolev space over the unit sphere, by which the required estimates are reduced to the radial case. As an application of the weighted Strichartz estimates, the existence and uniqueness of self-similar solutions to nonlinear wave equations is proved up to 5 space dimensions.

1 Introduction and main results

We consider the Cauchy problem of the inhomogeneous wave equation with zero data

$$\frac{\partial^2 w}{\partial t^2} - \Delta w = F, \quad (t, x) \in (0, \infty) \times \mathbb{R}^n \equiv \mathbb{R}^{1+n},$$

$$w|_{t=0} = 0, \quad \frac{\partial w}{\partial t}|_{t=0} = 0, \quad x \in \mathbb{R}^n,$$

and the associated weighted Strichartz estimates of the form

$$\| |x|^a w\|_{L^q(\mathbb{R}^{1+n})} \leq C \| |x|^b |x|^2 F\|_{L^{q'}(\mathbb{R}^{1+n})}, \quad 2 \leq q \leq \frac{2(n+1)}{n-1},$$

where $q'$ is the conjugate exponent to $q$, and $a$ and $b$ are to be specified below. Estimates (1.3) are regarded as the hyperbolic version of the following weighted estimates for the Laplacian

$$\| |x|^a f\|_{L^q(\mathbb{R}^n)} \leq C \| |x|^b \Delta f\|_{L^{q'}(\mathbb{R}^n)}, \quad 2 \leq q \leq \frac{2n}{n-2}.$$

See [10], for example.

Estimates (1.3) were proved by Georgiev-Lindblad-Sogge [7] under the following conditions

$$a < \frac{n-1}{2} - \frac{n}{q}, \quad b > \frac{1}{q}, \quad \text{supp} F \subset \{(t, x); |x| < t - 1\}. \quad (1.4)$$

Using these estimates, they solved part of Strauss’ conjecture concerning the global Cauchy problem of nonlinear wave equation with compactly supported, smooth, small initial data. D’Ancona-Georgiev-Kubo [5] removed the support condition of $F$ in (1.4). Tataru [31] proved (1.3) when

$$a - b + \frac{n+1}{q} = \frac{n-1}{2}, \quad b < \frac{1}{q}, \quad \text{supp} F \subset \{(t, x); |x| < t\}, \quad (1.5)$$

where the first one is related to the scale invariance.
The purpose of this paper is to show the estimates (1.3) in the scale invariant case without the support condition on $F$, which have an application to the existence of the self-similar solutions to nonlinear wave equations as we shall see below. In [13, 14], it was shown that the estimates (1.3) hold if $F$ is radial in space variables without the support condition on $F$. Precisely, it was proved that the estimates (1.3) hold if

\[ a - b + \frac{n + 1}{q} = \frac{n - 1}{2}, \quad \frac{n}{q} - \frac{n - 1}{2} < b < \frac{1}{q}, \quad F(t, x) = \tilde{F}(t, |x|). \tag{1.6} \]

except the borderline cases $q = 2, 2(n+1)/(n-1)$. As compared with the condition (1.5) the support condition of $F$ is removed at the cost of the additional lower bound on $b$, namely, $b > n/q - (n-1)/2$.

In this paper, we remove the assumption of radial symmetry on $F$ in (1.6):

**Theorem 1.1.** Let $n \geq 2$. Let $q, a, b$ satisfy $2 < q < 2(n+1)/(n-1),$

\[ a - b + \frac{n + 1}{q} = \frac{n - 1}{2}, \quad \frac{n}{q} - \frac{n - 1}{2} < b < \frac{1}{q}, \tag{1.7} \]

Then, the solution $w$ to (1.1), (1.2) satisfies the estimate

\[ \| r^2 - |x|^2 |^a w \|_{L^q_{t}, L^1_{x}} \leq C \| r^2 - |x|^2 |^b F \|_{L^q_{t}, L^1_{x}}. \tag{1.8} \]

Here, for $G = G(t,x)$ the norm $\| \cdot \|_{L^q_{t}, L^1_{x}}$ is defined by

\[ \| G \|_{L^q_{t}, L^1_{x}} = \left\{ \int_0^{\infty} \int_{S^{n-1}} \left| G(t, r) \right|^q r^{n-1} dr dt \right\}^{1/q}. \tag{1.9} \]

based on the polar coordinates $x = r\omega, r = |x| > 0, \omega = x/|x| \in S^{n-1}$. A novelty in Theorem 1.1 consists in the introduction of $L^2$ space on the sphere, which enables us to remove the assumption of radial symmetry on $F$.

In odd space dimensions, we are able to obtain a gain of regularity with respect to angular variables in (1.8).

**Theorem 1.2.** Let $n \geq 3$ be odd. Let $q, a, b$ satisfy $4(n-1)/(2n-3) < q < 2(n+1)/(n-1),$

\[ a - b + \frac{n + 1}{q} = \frac{n - 1}{2}, \quad \frac{n}{q} - \frac{n - 1}{2} < b < \frac{1}{q}. \tag{1.10} \]

Then, the solution $w$ to (1.1), (1.2) satisfies the estimate

\[ \| r^2 - |x|^2 |^a w \|_{L^q_{t}, H^{s}_{\omega}} \leq C \| r^2 - |x|^2 |^b F \|_{L^q_{t}, H^{s}_{\omega}}. \tag{1.11} \]

**Remark 1.3.** The lower bound on $b$ in Theorem 1.2 is strictly greater than the one in Theorem 1.1 for $q > 2$.

**Remark 1.4.** $H^s_{\omega}$ denotes the Sobolev space on $S^{n-1}$ of fractional order $s$ and the norm $\| \cdot \|_{L^q_{t}, H^s_{\omega}}$ is defined analogously to (1.9). See the appendix below.

The idea of the proof of Theorems 1.1, 1.2 is based on the expansion by spherical harmonics. We derive the expansion of the solution $w$ with respect to spherical harmonics and reduce the estimates essentially to radial case. This idea is due to [20], which treats end point Strichartz estimates for the
wave equation in three space dimensions by using the norm with respect to angular variables. We also notice that a similar type of Strichartz estimates are treated in [19]. See also [3].

This paper is organized as follows. In Section 2 we prove Theorems 1.1, 1.2. In Section 3 we give an application of these theorems to the existence of self-similar solutions to nonlinear wave equations. In Appendix we summarize basic properties of Sobolev spaces over the unit sphere.

2 Proof of the theorems

The proofs of Theorems 1.1, 1.2 are based on the expansion of the solution $w$ with respect to the spherical harmonics. We first describe its expansion precisely.

For $k \geq 0$, we denote by $\mathcal{H}_k$ the space of spherical harmonics of degree $k$ on $S^{n-1}$, by $\alpha_k$ its dimension, and by \{ $Y_1^k, \ldots, Y_{\alpha_k}^k$ \} the orthonormal basis of $\mathcal{H}_k$. It is well known that $L^2(S^{n-1}) = \oplus_{k=0}^\infty \mathcal{H}_k$ and that $F(t,x) = F(t,r\omega)$ has the expansion

$$F(t,r\omega) = \sum_{k=0}^\infty \sum_{j=1}^{\alpha_k} F_j^k(t,r) Y_j^k(\omega).$$

(2.1)

Then, by orthogonality, we observe that $\|F(t,r\cdot)\|_{L^2(S^{n-1})} = (\sum_{k,j} |F_j^k(t,r)|^2)^{1/2}$ and more generally,

$$\|F(t,r\cdot)\|_{H^p(S^{n-1})} = \left\{ \sum_{k,j} (1 + k(k+n-2))^p |F_j^k(t,r)|^2 \right\}^{1/2}.$$  

(2.2)

Note that $(-\Delta_{S^{n-1}}) Y^k = k(k+n-2) Y^k$ for $Y^k \in \mathcal{H}_k$, where $\Delta_{S^{n-1}}$ is the Laplace-Beltrami operator on $S^{n-1}$.

In the following, we set

$$W_n(t) = (-\Delta)^{-1/2} \sin[t(-\Delta)^{1/2}],$$

where we specially affix the space dimension $n$ for later purpose (see Lemma 2.1 below). Then, the solution $w$ to (1.1), (1.2) is given by

$$w(t,r\omega) = \int_0^t [W_n(t-s)F(s,\cdot)](r\omega) \, ds,$$

which is written in terms of (2.1) by

$$w(t,r\omega) = \sum_{k=0}^\infty \sum_{j=1}^{\alpha_k} \int_0^t \left[ W_n(t-s) \{ F_j^k(s,\lambda) Y_j^k(\theta) \} \right] (r\omega) \, ds.$$  

(2.3)

Then, we use the following lemma.

Lemma 2.1. Let $Y^k \in \mathcal{H}_k$. Then, for $f \in C_0^\infty((0,\infty))$,

$$W_n(t) \left[ f(\lambda) Y^k(\theta) \right] (r\omega) = (-k)^{1/2} W_{n+2k}(t) [\lambda^{-k} f(\lambda)] (r) Y^k(\omega).$$  

(2.4)

Remark 2.2. We apply Lemma 2.1 to compute (2.3). To prove Theorems 1.1, 1.2 it suffices to show for $F \in C_0^\infty(\mathbb{R}^{1+n}_+ \setminus \{ |x| = 0 \})$. In fact, such space is dense in the weighted Lebesgue spaces in question, and then, for each $t \geq 0$ the function

$$r \mapsto F_j^k(t,r) = \int_{S^{n-1}} F(t,r\theta) Y_j^k(\theta) \, d\sigma(\theta)$$

is
is smooth with compact support. Note that since $F \in C_0^\infty(\mathbb{R}_+^{1+n}\{|x| = 0\})$, $F_k^l(t,r)$ vanishes when $r$ is sufficiently small.

**Proof of Lemma 2.1.** Since $f \in C_0^\infty((0,\infty))$, the left hand side of (2.4) is a classical solution of the Cauchy problem of the wave equation

$$\partial_t^2 v - \Delta v = 0,$$  \hspace{1cm} (2.5)

$$v(0,x) = 0, \quad \partial_t v(0,x) = f(|x|)Y^k(x/|x|).$$  \hspace{1cm} (2.6)

Thus, if we show that the right hand side of (2.4), defined by

$$z(t,r) = \frac{r^k}{\lambda} \int_0^t W_n+2k(t-s)\left[\lambda^{-k} f(\lambda)\right](r) ds,$$  \hspace{1cm} (2.7)

is also a classical solution of (2.5), (2.6), then by the uniqueness of classical solutions we obtain (2.4). Obviously, $z$ is regular and satisfies (2.6). Therefore, it suffices to show that $z$ satisfies (2.5), which follows from

$$(\partial_t^2 - \Delta) z = \left(\frac{n-1}{r} \partial_r - \frac{1}{r^2} \Delta_{\mathbb{S}^{n-1}}\right) r^k \tilde{z}^k + r^k \frac{k(k+n-2)}{r^2} Y^k = 0.$$  \hspace{1cm} (2.8)

This completes the proof of Lemma 2.1. \hfill \Box

Applying Lemma 2.1, we obtain the expansion of $w$

$$w(t,r) = \sum_{k=0}^{\infty} \sum_{l=1}^{2^n} S_k(F^l_k)(t,r) Y^k_l(\omega),$$  \hspace{1cm} (2.9)

where

$$S_k(G)(t,r) = r^k \int_0^t W_{n+2k}(t-s)\left[\lambda^{-k} G(s,\lambda)\right](r) ds.$$  \hspace{1cm} (2.10)

Using this expansion, we prove Theorems 1.1, 1.2.

**Proof of Theorem 1.1.** By the expansion (2.7), a crucial point of the proof of Theorem 1.1 is to derive the estimate on the coefficients $S_k(F^l_k)$, which is derived by a similar argument in [13, 14], where the weighted Strichartz estimates under the assumption of radial symmetry are considered. In particular, the following estimates hold.

**Lemma 2.3.** Let $n \geq 2$. Let $q, a$, and $b$ be as in Theorem 1.1. Then, there exists a constant $C > 0$ independent of $k$ such that

$$\| |r^2 - r|^{a} r^{(n-1)/q} S_k(G) \|_{L^q_{\nu}(\mathbb{R}_+^n)} \leq C \| |r^2 - r|^{b} r^{(n-1)/q} G \|_{L^q_{\nu}(\mathbb{R}_+^n)},$$  \hspace{1cm} (2.11)
Proof of Lemma 2.3. We first consider the case where the space dimension \( n \) is odd. From (2.8) and the representation of the radial solution (see for instance [30, Lemma 2.2]), we have

\[
S_k(G)(t, r) = r^{-(n-1)/2} \int_0^t \int_{|s-r|}^{t-s} P_{k+(n-3)/2}(\mu) \lambda^{(n-1)/2} G(s, \lambda) \, d\lambda \, ds,
\]

where \( P_m \) is the Legendre polynomial of degree \( m \) and

\[
\mu = \frac{r^2 + \lambda^2 - (t-s)^2}{2r\lambda}.
\]

Then, from the estimate of the Legendre polynomials

\[
|P_m(z)| \leq 1, \quad |z| \leq 1, \quad m \geq 0
\]

and the fact that \(|\mu| \leq 1\) if \( \lambda \geq |t-s-r| \), we estimate

\[
|S_k(G)(t, r)| \leq r^{-(n-1)/2} \int_0^t \int_{|s-r|}^{t-s} \lambda^{(n-1)/2} |G(s, \lambda)| \, d\lambda \, ds.
\]

Thus, to derive the estimate (2.9) it is sufficient to apply the same argument as in [13, Lemma 3.3]. Note that the right hand side of (2.13) is independent of \( k \).

We next consider the case where \( n \) is even. In this case we need two types of representations and estimates of \( S_k(G)(t, r) \) to apply the argument in [14]. From (2.8) and the representation of the radial solution (see for instance [30, Lemma 2.3]), we have

\[
S_k(G)(t, r) = \frac{2}{\pi} r^{-n/2+1} \int_0^t \int_{|s-r|}^{t-s} \frac{\rho}{\sqrt{(t-s)^2 - \rho^2}} \left( \int_{|r-p|}^{r+p} \frac{T_{k+(n-2)/2}(\tilde{\mu})}{\sqrt{\lambda^2 - (r-p)^2}} \frac{\lambda^{n/2} G(s, \lambda)}{\sqrt{(r+p)^2 - \lambda^2}} \, d\lambda \right) \, d\rho \, ds,
\]

where \( T_m \) is the Tchebyshef polynomial of degree \( m \) and \( \tilde{\mu} = (\lambda^2 + r^2 - \rho^2) / 2r\lambda \). Since \(|T_m(z)| \leq 1\) for \(|z| \leq 1, m \geq 0\), and \(|\tilde{\mu}| \leq 1\) for \( \lambda \geq |r-p| \), we obtain the pointwise estimate of \( S_k(G)(t, r) \) independent of \( k \). Similarly, from (2.8) and the representation of radial solution (see for instance [18, Theorem 3.4]), we have

\[
S_k(G)(t, r) = r^{-k-n+2} \int_0^t \int_{|s-r|}^{t-s} \lambda^{k+n-1} K_{k+(n-2)/2}(\lambda, r, t-s) G(s, \lambda) \, d\lambda \, ds
\]

\[
+ r^{-k-n+2} \int_0^{\max(t-r, 0)} \int_{|s-r|}^{t-s} \lambda^{k+n-1} \tilde{K}_{k+(n-2)/2}(\lambda, r, t-s) G(s, \lambda) \, d\lambda \, ds.
\]

Here the kernels have the estimates (see [18, Lemma 4.2], [14, Lemma 3.1])

\[
r^{-k}\lambda^k |K_{k+(n-2)/2}(\lambda, r, \tau)| \leq C r^{(n-3)/2} \lambda^{-(n-1)/2} \min(r^{1/2}, \lambda^{1/2}) (\lambda - \tau + r)^{-1/2},
\]

\[
|\tau - r| < \lambda < \tau + r,
\]

\[
r^{-k}\lambda^k |\tilde{K}_{k+(n-2)/2}(\lambda, r, \tau)| \leq C r^{(n-3)/2} \sigma^{(n/2-2)-(n-2)/2} (\tau - r - \lambda)^{-1/2},
\]

\[
0 < \lambda < \tau - r, \quad 0 < \sigma \leq 1/2,
\]

where the constants are independent of \( k \). These representations and estimates of \( S_k(G)(t, r) \) enable us to apply the argument in [14] to derive the estimate (2.9).
Then, the estimate (1.8) is obtained as follows. By the expansion (2.7) and Lemma 2.3, we have

\[
\left\| \frac{\sum |x|^2 |w|}{\Lambda(y)} \right\|_{L^q_y L^2_{\alpha}} \leq \left\| \left( \sum_{k,l} \left| \frac{\alpha}{q} \right| S_k(F_k) \right)^2 \right\|_{L^q_y}
\]

\[
\leq C \left( \sum_{k,l} \left| \frac{\alpha}{q} \right| S_k(F_k) \right)^2 \right\|_{L^q_y}
\]

\[
\leq C \left( \sum_{k,l} \left| \frac{\alpha}{q} \right| S_k(F_k) \right)^2 \right\|_{L^q_y}
\]

\[
\leq C \left( \sum_{k,l} \left| \frac{\alpha}{q} \right| S_k(F_k) \right)^2 \right\|_{L^q_y}
\]

where we have used Minkowski’s integral inequality repeatedly, since \( q > 2 \) and \( q' < 2 \).

**Proof of Theorem 1.2.** For the proof of Theorem 1.2, we need improved estimates on \( S_k(F_k) \) instead of those in Lemma 2.3 and such estimates are derived at least in odd space dimensions.

**Lemma 2.4.** Let \( n \geq 3 \) be odd. Let \( q, a, \) and \( b \) be as in Theorem 1.2. Then, there exists a constant \( C > 0 \) independent of \( k \geq 1 \) such that

\[
\left\| \frac{\sum |x|^2 \left| a^{(n-1)/q} S_k(G) \right|^2}{\Lambda(y)} \right\|_{L^q_y} \leq C \left( \frac{\sum |x|^2 |a^{(n-1)/q} S_k(G)\|^2}{\Lambda(y)} \right)^{1/2}
\]

Given Lemma 2.4, we obtain (1.11) as follows. By the expansion (2.7) and (2.2), we have

\[
\left\| \frac{\sum |x|^2 |w|}{\Lambda(y)} \right\|_{L^q_y L^1_{\alpha}} \leq \left\| \left( \sum_{k,l} \left| \frac{\alpha}{q} \right| S_k(F_k) \right)^2 \right\|_{L^q_y}
\]

\[
\leq C \left( \sum_{k,l} \left| \frac{\alpha}{q} \right| S_k(F_k) \right)^2 \right\|_{L^q_y}
\]

\[
\leq C \left( \sum_{k,l} \left| \frac{\alpha}{q} \right| S_k(F_k) \right)^2 \right\|_{L^q_y}
\]

\[
\leq C \left( \sum_{k,l} \left| \frac{\alpha}{q} \right| S_k(F_k) \right)^2 \right\|_{L^q_y}
\]

where we have used Minkowski’s integral inequality repeatedly, since \( q > 2 \) and \( q' < 2 \).

The rest of this section is devoted to the proof of Lemma 2.4. As in the radial case [13, 14], to prove (2.14) we use the following weighted Hardy-Littlewood-Sobolev inequality.

**Lemma 2.5 ([28]).** Let \( 0 < \lambda < 1, 1 < r, s < \infty \). Let \( \alpha < n' \) and \( \beta < n' \) with \( \alpha + \beta \geq 0 \) satisfy

\[
\frac{1}{s} + \frac{1}{r} = \frac{\lambda}{n} + \frac{\lambda + \alpha + \beta}{n} = 2.
\]

Then,

\[
\left| \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} f(x) g(y) \frac{1}{|x|^{\alpha}|x-y|^\lambda |y|^\beta} \, dx \, dy \right| \leq C \|f\|_{L^s(\mathbb{R}^n)} \|g\|_{L^r(\mathbb{R}^n)}.
\]
Proof of Lemma 2.4. We recall that $S_k(G)$ is given by (2.10) in odd space dimensions. To derive the estimate (2.14) we use another estimate of the Legendre polynomials instead of (2.12). Namely,

$$|P_m(z)| \leq Cm^{-1/2}(1 - |z|^2)^{-1/4}, \quad |z| < 1, \ m \geq 1. \quad (2.15)$$

(See [6, §1.6].) Then, from (2.10), we have

$$|S_k(G)(t, r)| \leq CK^{-1/2}r^{-(n-1)/2} \int_0^t \int_{|t-s-r|}^{t-s+r} (1 - \mu^2)^{-1/4} \lambda^{(n-1)/2} |G(s, \lambda)| \, d\lambda \, ds. \quad (2.16)$$

Note that $\mu$ is given by (2.11), and thus

$$(1 - \mu^2)^{-1/4} = \sqrt{2}r^{1/2}\lambda^{1/2} / (r + \lambda + t - s)^{1/4}(r + \lambda - t + s)^{1/4}(t - s + r - \lambda)^{1/4}(t - s - r + \lambda)^{1/4}.$$ 

To prove (2.14) it suffices to show that

$$\left| \int_0^\infty \int_0^t t^2 - r^2 |r^{(n-1)/q} S_k(G)(t, r) \Phi(t, r) \, dr \, dt \right| \leq CK^{-1/2} \|t^2 - r^2 |b\, r^{(n-1)/q} |G(s, \lambda)| G(s, \lambda)\| \|\Phi(t, r)\|_{L^q} \|\Phi\|_{L^q}.$$ 

for all $\Phi \in C_0^\infty((0, \infty) \times (0, \infty))$ by duality. From (2.16) the left hand side of (2.17) is bounded by the constant multiple of

$$k^{-1/2} \int_0^\infty \int_0^t \int_{|t-s-r|}^{t-s+r} t^2 - r^2 |r^{(n-1)/q} S_k(G)(t, r) \Phi(t, r) \, dr \, ds \, dt \quad (2.18)$$

where $\delta = (n-1)(1/2 - 1/q)$. Then, the range of $q$ and the equality in (1.10) are rewritten respectively as

$$\frac{1}{4} < 4 \quad \frac{1}{n+1}, \ a - b - \frac{2}{q} = 0. \quad (2.19)$$

Applying the change of variables

$$u = t + r, \ v = t - r, \ \xi = s + \lambda, \ \eta = s - \lambda,$$

and the substitutions

$$|s^2 - \lambda^2 |b\lambda^{(n-1)/q} |G(s, \lambda)| = H(\xi, \eta), \ |\Phi(t, r)| = \Psi(u, v),$$

we see that the right hand side of (2.18) equals to

$$k^{-1/2} \left( \int_0^\infty \int_0^u \int_0^u \int_0^u \int_0^v \int_0^v \right) H(\xi, \eta) \Psi(u, v)$$

$$\times \frac{d\eta \, d\xi \, dv \, du}{|u - v |^{1/4} |\xi - v|^{1/4} |u - \xi |^{1/4} |v - \eta|^{1/4}.} \quad (2.20)$$
Changing the order of the integrals, we see that (2.20) equals to
\[ k^{-1/2} \int_{-\infty}^{\infty} \int_{|v|}^{\infty} \cdots \, d\eta \, du \, dv, \]
which is divided into two parts as
\[ k^{-1/2} \int_{-\infty}^{\infty} \int_{|v|}^{\infty} \left( \int_{-\xi}^{\xi} + \int_{2\xi}^{2\xi} \right) \cdots \, d\eta \, du \, dv \equiv k^{-1/2}(I_1 + I_2). \]
We notice that in both of the domains of integration above, the condition
\[ -\xi \leq \eta \leq v \leq |v| \leq \xi \leq u \]
holds.

We first consider the case where \( \delta \geq 1/2 \), i.e. \( n \geq 5 \) and \( 2(n-1)/(n-2) \leq q < 2(n+1)/(n-1) \).

**Estimate of I_1.** Since \( \delta \geq 1/2 \) and \( \eta \leq \xi \leq u \), we have
\[
|u - v|^{-\delta + 1/2} \leq |u - \xi|^{-\delta/2 + 1/4} |\xi - \eta|^{-\delta/2 + 1/4}, \quad |\xi - \eta|^{-\delta + 1/2} \leq |\xi - v|^{-\delta/2 + 1/4} |v - \eta|^{-\delta/2 + 1/4}.
\]
Combining the above estimates with \( |u - \eta|^{-1/4} \leq |\xi - v|^{-1/4} \), we obtain
\[
I_1 \leq \int_{-\infty}^{\infty} \int_{|v|}^{\infty} \left( \int_{-\xi}^{\xi} \frac{H(\xi, \eta) \Psi(u, v)}{|u|^{-a} |u - \xi|^{\delta/2} |\eta|^{b}} \, d\eta \right) \, du \, dv.
\]
Then, we compute the inner integral as
\[
\int_{-\xi}^{\xi} \frac{H(\xi, \eta) \Psi(u, v)}{|u|^{-a} |u - \xi|^{\delta/2} |\eta|^{b}} \, d\eta \leq C |\xi|^{-a-\delta/2 + 1/4} \|\Psi(\cdot, v)\|_{L^q} \left( \int_{-\xi}^{\xi} \frac{1}{|v - \eta|^{q\delta/2} |\eta|^{b}} \, d\eta \right)^{1/q} \|H(\xi, \cdot)\|_{L^q}.
\]
We notice that the above integrals converge, since \( q\delta/2 < 1 \), \( bq < 1 \), and \( q\delta/2 + bq > 1 \). In fact, \( q\delta/2 < 1 \) is equivalent to \( q < 2(n+1)/(n-1) \), and \( q\delta/2 + bq > 1 \) is equivalent to \( b > (n+1)/2q - (n-1)/4 \), since \( \delta = (n-1)(1/2 - 1/q) \). Thus, we obtain
\[
I_1 \leq C \int_{-\infty}^{\infty} \int_{|v|}^{\infty} \frac{\|\Psi(\cdot, v)\|_{L^q} \|H(\xi, \cdot)\|_{L^q}}{|v|^{-a+b+\delta/2 - 1/q} |\xi - v|^{q\delta/2} |\xi - \eta|^{a+b+\delta/2 - 1/q}} \, d\xi \, dv.
\]
From (1.10), (2.19) we observe that
\[
0 < -a + b + \frac{\delta}{2} - \frac{1}{q} = \frac{n+1}{2q} - \frac{n-1}{4} < \frac{1}{q}, \quad \frac{2}{q} + \left( \delta + 2 \left( -a + b + \frac{\delta}{2} - \frac{1}{q} \right) \right) = 2,
\]
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which enable us to apply Lemma 2.5 to get
\[ I_1 \leq C \left\| \Psi \right\|_{L^q} \left\| H \right\|_{L^p} = C \left\| r^2 - r^2 b_{r(q-1)/q} G \right\|_{L^q} \left\| \Phi \right\|_{L^p}. \]

**Estimate of \( I_2 \).** Since \( \delta \geq 1/2 \) and \( \eta \leq \nu \leq \xi \leq u \), we have
\[
|u - v|^{-\delta + 1/2} \leq |u - \xi|^{-\delta + 1/2},
\]
\[
|\xi - \eta|^{-\delta + 1/2} \leq |\xi - v|^{-\delta + 1/2} |v - \eta|^{-\delta + 1/2}.
\]
Combining the above estimates with \( |u - \eta|^{-1/4} \leq |u - \xi|^{-1/4} \), we obtain
\[
I_2 \leq \int_{-\infty}^{\infty} \int_{|\nu|^\delta/2}^{\infty} 1 \int_{-\infty}^{\nu} \frac{1}{|\xi - \eta|^{\delta + 1/2}} \left( \int_{2\xi}^{\infty} \frac{1}{|u - \xi|^{\delta/2} |v - \eta|^{\delta/2} |\eta|^{b}} d\eta d\xi \right) du d\nu.
\]
In the same way as above, we compute the inner integral as
\[
\left( \int_{2\xi}^{\infty} \frac{d\eta}{|u - \xi|^{\delta/2} |v - \eta|^{\delta/2} |\eta|^{b}} \right)^{1/\delta} \left( \int_{-\infty}^{\nu} \frac{d\eta}{|v - \eta|^{\delta/2} |\eta|^{b}} \right)^{1/\delta} = C\xi^{a+\delta/2} |\nu|^{-\delta/2 - b + 1/4} |\Psi(\cdot, \nu)|_{L^q} \left\| H(\cdot, \cdot) \right\|_{L^p}.
\]
We notice that the above integrals converge, since \(-aq + q\delta > 1 \) and \(q\delta/2 < 1\). Note that \(-aq + q\delta > 1\) is equivalent to \( b < 1/q \). Since \( |\nu| < \xi \), we observe that \( 1/|\xi|^{\delta/2} \leq (2/|\xi - \nu|)^{\delta/2} \), and thus we obtain
\[
I_2 \leq C \int_{-\infty}^{\infty} \int_{-\infty}^{\nu} |\Psi(\cdot, \nu)|_{L^q} \left\| H(\cdot, \cdot) \right\|_{L^p} d\xi d\nu,
\]
which is the same bound as \( I_1 \). Therefore, applying Lemma 2.5, we obtain
\[
I_2 \leq C \left\| \Psi \right\|_{L^q} \left\| H \right\|_{L^p} = C \left\| r^2 - r^2 b_{r(q-1)/q} G \right\|_{L^q} \left\| \Phi \right\|_{L^p}.
\]
This completes the proof in the case \( \delta \geq 1/2 \).

We next consider the case where \( 1/4 < \delta < 1/2 \), i.e. \( 4(n - 1)/(2n - 3) < q < 2(n - 1)/(n - 2) \). Since \( \delta < 1/2 \) and \(|\nu| \leq u, |\eta| \leq \xi \) (Recall that (2.21)), we have
\[
|u - v|^{-\delta + 1/2} \leq 2|u|^{-\delta + 1/2}, \quad |\xi - \eta|^{-\delta + 1/2} \leq 2|\xi|^{-\delta + 1/2}.
\]

**Estimate of \( I_1 \).** Combining the estimate \(|u - \eta|^{-1/4} \leq |\xi - \eta|^{-1/4} \) with (2.22), we obtain
\[
I_1 \leq 4 \int_{-\infty}^{\infty} \int_{|\nu|^\delta/2}^{\infty} \frac{1}{|\xi - \eta|^{\delta + 1/2}} \left( \int_{2\xi}^{\infty} \frac{H(\xi, \eta) \Psi(\xi, \eta) d\eta}{|u - \xi|^{\delta/2} |v - \eta|^{\delta/2} |\eta|^{b}} \right) du d\nu d\xi d\nu.
\]
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As in the previous case, we compute the inner integral as
\[
\int_{2}^{v} \int_{-\xi}^{\xi} H(\xi, \eta) \Psi(u, v) \, du \, d\eta.
\]

We notice that the above integrals converge, since \(q < 4\), and \(q/4 + bq > 1\). Here, the condition \(q < 4\) is valid if \(n \geq 3\) and \(q < 2(n + 1)/(n - 1)\), and \(q/4 + bq > 1\) is also valid if \(b > (n + 1)/2q - (n - 1)/4\) as long as \(q < 2(n - 1)/(n - 2)\). Thus,
\[
I_1 \leq C \int_{-\xi}^{\xi} \|\Psi(\cdot, v)\|_{L^q} \|H(\xi, \cdot)\|_{L^q} \, d\xi \, dv.
\]

Here, the condition of Lemma 2.5 \(-a + b - 1/q + 1/4 < 1/q\) is equivalent to \(q > 4(n - 1)/(2n - 3)\), \(-a + b + 2\delta - 1/q - 3/4 < 1/4\) is equivalent to \(\delta < 3/4\), and \((-a + b - 1/q + 1/4) + (-a + b + 2\delta - 1/q - 3/4) = 2/q - 1 < 2\). Therefore, applying Lemma 2.5, we obtain
\[
I_1 \leq C\|\Psi\|_{L^q} \|H\|_{L^q} = C\|r^2 - r_1^{(n-1)/q} G\|_{L^q} \|\Phi\|_{L^q}.
\]

Estimate of \(I_2\). Combining the estimate \(|u - \eta|^{-1/4} \leq |u - \xi|^{-1/4}\) with (2.22), we obtain
\[
I_2 \leq 4 \int_{-\xi}^{\xi} \int_{-\xi}^{\xi} \frac{1}{|v|^{a+b-1/q+1/4}} \left|\frac{H(\xi, \eta) \Psi(u, v)}{|x|^{a+b-1/2}} \right| \, du \, d\eta \, d\xi \, dv.
\]

As in the previous case, we compute the inner integral as
\[
\int_{2}^{v} \int_{-\xi}^{\xi} H(\xi, \eta) \Psi(u, v) \, du \, d\eta.
\]

We notice that the above integrals converge, since \(-aq + q\delta > 1\), \(q < 4\), \(b < 1/q\), and \(q/4 + bq > 1\). Note that from (2.19) the condition \(-aq + q\delta > 1\) is equivalent to \(b < 1/q\). Since \(|v| \leq \xi\), we estimate \(1/|\xi|^{1/4} \leq (2/|\xi - v|^{1/4})\). Thus,
\[
I_2 \leq C \int_{-\xi}^{\xi} \int_{-\xi}^{\xi} \frac{\|\Psi(\cdot, v)\|_{L^q} \|H(\xi, \cdot)\|_{L^q}}{|v|^{a+b-1/q+1/4}} \, d\xi \, dv.
\]

This completes the proof in the case \(1/4 < \delta < 1/2\).
3 Existence of self-similar solutions

As an application of Theorems 1.1, 1.2, we show the existence of self-similar solutions to the nonlinear wave equation
\[ \partial_t^2 u - \Delta u = f(u), \quad (t,x) \in \mathbb{R}^{1+n}_+, \]  
where \( n \geq 2 \), \( f(u) \) is homogeneous of degree \( p > 1 \) with respect to \( u \) and satisfies the estimates
\[ |f'(u) - f'(v)| \leq \begin{cases} C|u-v|^{p-1}, & \text{if } 1 < p < 2, \\ C(|u| + |v|)^{p-2}|u-v|, & \text{if } p \geq 2. \end{cases} \]  
Typical examples of \( f(u) \) are given by \( \pm |u|^p, \pm |u|^{p-1}u, \) etc. The solution \( u \) to (3.1) is called a self-similar solution if it satisfies
\[ u(t,x) = \lambda^\frac{2}{p-1} u(\lambda t, \lambda x) \]  
for all \( \lambda > 0 \). Letting \( \lambda = 1/t, u(1, \cdot) = W(\cdot) \), we observe that self-similar solutions are solutions of the form
\[ u(t,x) = t^{-\frac{2}{p-1}} W(x/t). \]
From such scaling properties, it is known that self-similar solutions are useful to investigate the asymptotic behavior of the time-global solutions as \( t \to \infty \) (see [21], for example).

It is known that the existence of the self-similar solutions to (3.1) depends heavily on the power \( p \) of the nonlinear term. In fact, in three space dimensions, Pecher [25] proved that if \( p > 1 + \sqrt{2} \), there exist self-similar solutions, and if \( f(u) = |u|^p \) with \( p \leq 1 + \sqrt{2} \), self-similar solutions do not exist. We intended to extend such sharp existence results of self-similar solutions to higher dimensions. We denote by \( p_0(n) \) the positive root of
\[ (n-1)p^2 - (n+1)p - 2 = 0. \]
Then, \( p_0(3) = 1 + \sqrt{2} \) and we expect \( p_0(n) \) to be the critical power concerning the existence of self-similar solutions to the equation (3.1). We notice that \( p_0(n) \) is the critical exponent concerning the existence of time-global solutions to the Cauchy problem of the equation (3.1) with small, smooth initial data (see John [11], Georgiev-Lindblad-Sogge [7] and references therein). So, it is natural to expect \( p_0(n) \) to be the one because self-similar solutions are also time-global solutions.

Concerning this problem, in 2 and 3 space dimensions, Hidano [9] proved the existence of self-similar solutions when \( p > p_0(n) \). In [13, 14] the first and third authors proved the existence of radially symmetric self-similar solutions for \( p > p_0(n) \) with \( n \geq 2 \).

Remark 3.1. Precisely, the above results show the existence of self-similar solutions for \( p_0(n) < p < (n+3)/(n-1) \). The existence of self-similar solutions for large \( p \) was studied in [16, 24, 26].

As an application of Theorems 1.1, 1.2, we have the following result.

Theorem 3.2. Let \( 2 \leq n \leq 5 \) and let \( p \) satisfy \( p_0(n) < p < (n+3)/(n-1) \). Suppose \( f \) is homogeneous of degree \( p \) and satisfy (H). Let \( \phi, \psi \in C^\infty(\mathbb{R}^n \setminus \{0\}) \) be homogeneous of degree \( -2/(p-1), -2/(p-1) - 1 \), respectively. Then, if \( \varepsilon > 0 \) is sufficiently small on the Cauchy data
\[ u(0,x) = \varepsilon \phi(x), \quad \partial_t u(0,x) = \varepsilon \psi(x), \]
there exists a unique global solution $u$ to (3.1) satisfying
\[
\|t^2 - |x|^2 \|^q_{\mathcal{L}^{p+1}_t H^{n+1}_{\omega_0}} \leq C\epsilon,
\]  
(3.4)
where $\gamma = 1/(p-1) - (n+1)/(2(p+1))$ and $\delta > 0$ sufficiently small.

Here, $\mathcal{L}^q_t H^s_{\omega_0}$ denotes the weak Lebesgue spaces on $\mathbb{R}_+ \times \mathbb{R}_+$ with values in $H^s(S^{n-1})$ and $\| \cdot \|_{\mathcal{L}^q_t H^s_{\omega_0}}$ is defined by
\[
\|G\|_{\mathcal{L}^q_t H^s_{\omega_0}} = \sup_{\lambda > 0} \left( \int_{\{(t,r)\mid G(r) \in H^s(S^{n-1}) > \lambda\}} r^{n-1} dr dt \right)^{1/q}.
\]

Remark 3.3. By the homogeneity of the data (3.3) and the uniqueness of solutions, solutions obtained in Theorem 3.2 are self-similar. That is, self-similar solutions to (3.1) are shown to exist when $2 \leq n \leq 5$, $p > p_0(n)$.

Remark 3.4. Sobolev type embedding theorem on the unit sphere
\[
H^s(S^{n-1}) \hookrightarrow L^\infty(S^{n-1}) \quad \text{for} \quad s > n - \frac{1}{2}
\]  
(3.5)
(see (4.3) in Appendix) is basic to our estimates on the nonlinear term, which in turn causes the restriction $n \leq 5$.

The rest of this section is devoted to the proof of Theorem 3.2. For the solution in Theorem 3.2 we mean the solution of the integral equation corresponding to (3.1) with data (3.3),
\[
u(t) = u_0(t) + \int_0^t (-\Delta)^{-1/2} \sin[(t-s)(-\Delta)^{1/2}] f(u(s)) ds,
\]  
(3.6)
\[
u_0(t) = \epsilon (\cos[t(-\Delta)^{1/2}] \phi + (-\Delta)^{-1/2} \sin[t(-\Delta)^{1/2}] \psi).
\]  
(3.7)

We first prepare the following theorem.

**Theorem 3.5.** Let $n \geq 2$ and let $s \geq 0$. For $(n-1)/2 < \alpha < \min((n+1)/2, n-1)$, we assume that $\phi$, $\psi \in C^\infty(\mathbb{R}_n \setminus \{0\})$ are homogeneous of degree $-\alpha$, $-\alpha - 1$, respectively. Then, for $1 - (\alpha + 2)/(n+1) < 1/q < 1 - \alpha/(n-1)$, we have
\[
|t^2 - |x|^2 |^N u_0 \in L^q_t H^s_{\omega_0},
\]
where $\gamma = \alpha/2 - (n+1)/2q$.

**Proof of Theorem 3.5.** For $1 \leq i, j \leq n$, we denote angular derivatives by $\{\Omega_{ij}\}_{i<j \leq n}$ defined by $\Omega_{ij} = x_i \partial_j - x_j \partial_i$. For any multi-index $\beta$ with $|\beta| \leq N \equiv n(n-1)/2$, we define
\[
\Omega^\beta \equiv \Omega_{12}^{\beta_1} \cdots \Omega_{n-1,n}^{\beta_n}.
\]

Then it suffices to show
\[
|t^2 - |x|^2 |^y \Omega^\beta u_0 \in L^q_t H^s_{\omega_0}
\]  
(3.8)
for any multi-index $\beta$. Since
\[
\Omega^\beta u_0(t) = \epsilon (\cos[t(-\Delta)^{1/2}] \Omega^\beta \phi + (-\Delta)^{-1/2} \sin[t(-\Delta)^{1/2}] \Omega^\beta \psi),
\]

Then it suffices to show
\[
|t^2 - |x|^2 |^y \Omega^\beta u_0 \in L^q_t H^s_{\omega_0}
\]  
(3.8)
for any multi-index $\beta$. Since
\[
\Omega^\beta u_0(t) = \epsilon (\cos[t(-\Delta)^{1/2}] \Omega^\beta \phi + (-\Delta)^{-1/2} \sin[t(-\Delta)^{1/2}] \Omega^\beta \psi),
\]
and $\Omega^\beta \phi$. $\Omega^\beta \psi$ are also homogeneous of degree $-\alpha$, $-\alpha - 1$, respectively, we are able to apply [13, Lemma 2.3] to obtain

$$|\Omega^\beta u_0(t,x)| \leq C_\beta (t + |x|)^{-\frac{\alpha}{2}} |t - |x||^{-\alpha + \frac{n - 1}{2}}.$$  

Thus, using polar coordinates $x = r \omega$, $r > 0$, $\omega \in S^{n-1}$, we have

$$||\Omega^\beta u_0(t,r)||_{L^2(S^{n-1})} \leq C_\beta (t + r)^{-\frac{\alpha}{2}} |t - r|^{-\alpha + \frac{n - 1}{2}}. \quad (3.9)$$  

This completes the proof of Theorem 3.5, since the proof of [13, Theorem 2.1] implies the function having the estimate (3.9) satisfy (3.8).

The following theorems are obtained by interpolating the estimates in Theorems 1.1 and 1.2, respectively.

**Theorem 3.6.** Let $n \geq 2$ and let $s \geq 0$. For $2 < q < 2(n + 1)/(n - 1)$ and $(n - 1)/q < \alpha < (n - 1)/q'$, let $a$ and $b$ be defined by

$$a = \frac{\alpha}{2} + \frac{n + 1}{2q}, \quad b = \frac{\alpha}{2} + \frac{n + 1}{2q} - \frac{n - 1}{2}. \quad (3.10)$$

Then, there exists a constant $C > 0$ such that for any function $F$ which is homogeneous of degree $-\alpha - 2$, i.e.

$$F(\lambda t, \lambda x) = \lambda^{-\alpha - 2} F(t,x), \quad (t,x) \in \mathbb{R}^{1+n}, \quad \lambda > 0,$$

the following estimate holds

$$||t^2 - |x|^2|^a w||_{L^\infty_t H^a} \leq C||t^2 - |x|^2|^b F||_{L^\infty_t H^b}. \quad (3.11)$$

**Theorem 3.7.** Let $n \geq 3$ be odd and let $s \geq 1/2$. For $4(n - 1)/(2n - 3) < q < 2(n + 1)/(n - 1)$ and $(n - 1)/2 < \alpha < (n - 1)/q'$, let $a$ and $b$ as in (3.10). Then, there exists a constant $C > 0$ such that for any function $F$ which is homogeneous of degree $-\alpha - 2$, the following estimate holds

$$||t^2 - |x|^2|^a w||_{L^\infty_t H^a} \leq C||t^2 - |x|^2|^b F||_{L^\infty_t H^{a+1/2}}. \quad (3.12)$$

The proof of theorems above is essentially the same as the proof of [13, Theorem 3.1]. We notice that $H^s(S^{n-1})$-valued analogs of [13, Lemmas 3.5, 3.6] hold.

The following proposition is important for the estimate of the nonlinear term.

**Proposition 3.8.** Let $n \geq 2$ and let $p > 1$. Let $f$ satisfy (H). Let $s_0, s, p$ satisfy $s \geq s_0$, $p > s_0$, $s > (n - 1)/2$. Then,

$$||f(u)||_{H^s(S^{n-1})} \leq C||u||_{H^s(S^{n-1})}^p, \quad (3.13)$$

$$||f(u) - f(v)||_{L^2(S^{n-1})} \leq C(||u||_{H^{s}(S^{n-1})}^{p-1} + ||v||_{H^{s}(S^{n-1})}^{p-1})||u - v||_{L^2(S^{n-1})}. \quad (3.14)$$

**Proof of Proposition 3.8.** The estimate (3.13) follows from the Moser type estimate

$$||f(u)||_{H^s(S^{n-1})} \leq C||u||_{L^p(S^{n-1})}||u||_{H^s(S^{n-1})}$$

with $p > \max(s_0, 1)$ and the Sobolev embedding (3.5). For the proof of the Moser type estimate, see (4.5) in Appendix. The estimate (3.14) follows from the Hölder inequality and also the Sobolev embedding (3.5).
Proof of Theorem 3.2. We first define the successive sequence \( \{u_j\} \) by

\[
\begin{align*}
    u_j(t) &= u_0(t) + \int_0^t (-\Delta)^{-1/2} \sin[(t-s)(\Delta)^{1/2}] f(u_{j-1}(s)) ds, \\
    u_0(t) &= \varepsilon (\cos[t(\Delta)^{1/2}] \phi + (-\Delta)^{-1/2} \sin[t(\Delta)^{1/2}] \psi).
\end{align*}
\]

We observe that \( u_j(t, \lambda t, \lambda x) = \lambda^{-2/(p-1)} u_j(t, x) \) holds inductively for \( j \geq 0 \) by the homogeneity of \( \phi, \psi, \) and \( f \). Note that this fact enables us to apply Theorems 3.6, 3.7.

By the triangle inequality we have

\[
\| t^2 - |x|^2 \|_{\mathcal{L}^p_{t,x} H^s_\mu} \leq C \| t^2 - |x|^2 \|_{\mathcal{L}^p_{t,x} H^s_\mu}.
\]

\[
+ C \| t^2 - |x|^2 \|_{\mathcal{L}^p_{t,x} H^s_\mu}.
\]

where \( \gamma = 1/(p-1) - (n+1)/(2(p+1)), s = (n-1)/2 + \delta \) with \( \delta > 0. \)

As for the first term on the right hand side of (3.15), we apply Theorem 3.5 with \( \alpha = 2/(p-1), q = p+1. \) Then, the assumptions of Theorem 3.5 are satisfied for \( p_0(n) < p < (n+3)/(n-1) \) and we have

\[
C \| t^2 - |x|^2 \|_{\mathcal{L}^p_{t,x} H^s_\mu} = C_0 \varepsilon.
\]

In fact, \( (n-1)/2 < \alpha < \min((n-1)/2, n-1) \) is equivalent to \( \max((n+5)/(n+1), (n+1)/(n-1)) \), and \( 1 - (\alpha + 2)/(n+1) < 1/q < 1 - \alpha/(n-1) \) is equivalent to \( p_0(n) < p < (n+3)/(n-1). \)

As for the estimate of the second term on the right hand side of (3.15), we first consider the case where \( 2 \leq n \leq 4. \) In this case, we apply Theorem 3.6 with \( \alpha = 2/(p-1), q = p+1. \) Then, the assumptions of Theorem 3.6 are satisfied for \( p_0(n) < p < (n+3)/(n-1) \) and we have

\[
C \| t^2 - |x|^2 \|_{\mathcal{L}^p_{t,x} H^s_\mu} = C_0 \varepsilon.
\]

It is worth noting that \( \alpha < (n-1)/q' \) is equivalent to \( p > p_0(n). \) In the last inequality above, we used Proposition 3.8 with \( s = s_0 \) and \( p > p_0(n). \) Note that

\[
p_0(n) > \frac{n-1}{2} \quad \text{for } 2 \leq n \leq 4.
\]

Therefore, we obtain

\[
\| t^2 - |x|^2 \|_{\mathcal{L}^p_{t,x} H^s_\mu} \leq C_0 \varepsilon + C \| t^2 - |x|^2 \|_{\mathcal{L}^p_{t,x} H^s_\mu}.
\]

(3.16)

We next consider the case \( n = 5. \) In this case, we apply Theorem 3.7 with \( \alpha = 2/(p-1), q = p+1. \) Then, the assumptions of Theorem 3.7 are satisfied for \( p_0(n) < p < (n+3)/(n-1) \) and we have

\[
C \| t^2 - |x|^2 \|_{\mathcal{L}^p_{t,x} H^s_\mu} = C_0 \varepsilon.
\]

\[
\leq C \| t^2 - |x|^2 \|_{\mathcal{L}^p_{t,x} H^s_\mu}.
\]

\[
\leq C \| t^2 - |x|^2 \|_{\mathcal{L}^p_{t,x} H^s_\mu}.
\]

\[
\leq C \| t^2 - |x|^2 \|_{\mathcal{L}^p_{t,x} H^s_\mu}.
\]
We notice that \( q > 4(n - 1)/(2n - 3) \) is always satisfied when \( p > p_0(n) \). In the last inequality above, we used Proposition 3.8 with \( s_0 = s - 1/2 \). In fact, since

\[
p_0(5) > s_0 = s - \frac{1}{2} = \frac{3}{2} + \delta \quad \text{for } n = 5,
\]

we have

\[
\|f(u_{j-1})\|_{H^{1/2}(S^{n-1})} \leq C\|u_{j-1}\|_{H^1(S^{n-1})}^p,
\]

for \( p > p_0(5) \). Note that \( p_0(5) = (3 + \sqrt{17})/4 (\approx 1.75) \). Therefore, we also obtain (3.16). Thus, in each case, we are able to prove

\[
\| |r^2 - |x|^2|^p u_j\|_{s^p_{r^j}H_u} \leq 2C_0 \varepsilon,
\]

inductively. Applying the second inequality in Proposition 3.8, we also obtain

\[
\| |r^2 - |x|^2|^p (u_{j+1} - u_j)\|_{s^p_{r^j}L_{\varepsilon_0}^q} \leq C \varepsilon^{-1}\| |r^2 - |x|^2|^p (u_j - u_{j-1})\|_{s^p_{r^j}L_{\varepsilon_0}^q}
\]

Therefore, we conclude that \( \{u_j\} \) converges to the solution \( u \) satisfying (3.4). \( \Box \)

4 Appendix

In this appendix we summarize basic properties of Sobolev spaces over the unit sphere. The main purpose of this section is to show the Moser type estimates (4.5), and to show the equivalence of the definitions of the Sobolev spaces by (2.2) and by the Bessel potentials (4.10).

For \( m \geq 1 \), let \( M \) be a connected \( m \)-dimensional compact Riemannian manifold furnished with a smooth Riemannian metric \( g \). Let \( \{(U_j, \exp_j^{-1})\}_{1 \leq j \leq J} \) be the local charts of \( M \) with the exponential maps \( \exp_j \). Let \( \{\psi_j\}_{1 \leq j \leq J} \) be the resolution of unity with \( \text{supp } \psi_j \subset U_j \) for \( 1 \leq j \leq J \). The Triebel-Lizorkin spaces \( F^s_{pq}(M) \) on \( M \) are defined by

\[
F^s_{pq}(M) = \left\{ u \in \mathcal{D}'(M) \mid \|u; F^s_{pq}(M)\| = \sum_{j=1}^J \|(|\psi_j| u) \circ \exp_j; F^s_{pq}(\mathbb{R}^m)\| < \infty \right\}
\]

for \( 1 \leq p < \infty, 1 \leq q \leq \infty \), or \( p = q = \infty \), and \( -\infty < s < \infty \), where \( \mathcal{D}'(M) \) denotes the distributions on \( M \) (see (27) in [33]). The above definition depends on the resolution of unity, but the spaces defined by another resolution of unity have equivalent norms. For the definition of \( F^s_{pq}(\mathbb{R}^m) \), see [32, §2.3.1].

The Sobolev spaces \( H^{s,p}(M) \) for \( 1 < p < \infty \) and \( -\infty < s < \infty \) are defined by the Laplace-Beltrami operator \( \Delta_M \). We have relations

\[
H^{s,p}(\mathbb{R}^m) = F^s_{p,2}(\mathbb{R}^m), \quad H^{s,p}(M) = F^s_{p,2}(M)
\]

for \( 1 < p < \infty \) and \( -\infty < s < \infty \) (see the theorem in [32, §1.5.1], and (38) in [33]). As a simple result, the embedding \( H^{s,p}(\mathbb{R}^m) \hookrightarrow L^\infty(\mathbb{R}^m) \) for \( 1 < p < \infty \) and \( s > m/p \) yields the embedding

\[
H^{s,p}(M) \hookrightarrow L^\infty(M) \quad \text{for } s > m/p, \ 1 < p < \infty.
\]
Indeed, since \( \{\psi_j\}_{1 \leq j \leq J} \) is the resolution of unity, we have
\[
\|u; L^\infty(M)\| \leq \sum_{j=1}^{J} \|((\psi_j u) \circ \exp_j) \circ \exp_j; L^\infty(\mathbb{R}^m)\|. \tag{4.4}
\]
The embedding \( H^{r,p}(\mathbb{R}^m) \hookrightarrow L^\infty(\mathbb{R}^m) \) and (4.2) yields the bound
\[
\|((\psi_j u) \circ \exp_j) \circ \exp_j; L^\infty(\mathbb{R}^m)\| \leq C\|((\psi_j u) \circ \exp_j) \circ \exp_j; F^s_{p_2}(\mathbb{R}^m)\|.
\]
So that (4.3) follows from (4.1) and (4.2).

Next we consider the Moser type estimates for nonlinearities on \( M \).

We introduce the notation \( N(s,p) \) as follows. For \( s \geq 0 \) and \( 1 \leq p < \infty \), we say that \( f \) satisfies \( N(s,p) \) if \( f \in C^s(\mathbb{R}^2, \mathbb{C}) \), \( f(0) = \cdots = f^{(s)}(0) = 0 \),
\[
|f^{(s)}(z) - f^{(s)}(w)| \leq \begin{cases} 
C(|z| + |w|)^{p-[s]-1}|z-w| & \text{if } [s]+1 \leq p, \\
C|z-w|^{p-[s]} & \text{if } s < p < [s]+1, \\
0 & \text{if } p \leq s,
\end{cases}
\]
where the derivative is understood in terms of \( \partial / \partial z \) and \( \partial / \partial \bar{z} \) with the identification \( \mathbb{C} \simeq \mathbb{R}^2 \) (see also [8, 23]).

**Lemma 4.1.** Let \( 1 \leq p < \infty \), \( s \geq 0 \) and \( f \) satisfy \( N(s,p) \). Then
\[
\|f(u); H^s(M)\| \leq C\|u; L^\infty(M)\|^{p-1}\|u; H^s(M)\|. \tag{4.5}
\]

**Proof of Lemma 4.1.** The estimate (4.5) follows immediately for \( s = 0 \). We assume \( s > 0 \) in the following.

By (4.1) and (4.2), we have
\[
\|f(u); H^s(M)\| \leq C \sum_{j=1}^{J} \|((\psi_j f(u)) \circ \exp_j) \circ \exp_j; H^s(\mathbb{R}^m)\|.
\]
Let \( \{\tilde{\psi}_j\}_{1 \leq j \leq J} \) be functions with \( \tilde{\psi}_j \geq 0 \), \( \tilde{\psi}_j = 1 \) on \( \text{supp } \psi_j \), and \( \text{supp } \tilde{\psi}_j \subset U_j \). The support condition on \( \tilde{\psi}_j \) and the Leibniz rule (see Lemma A4 in [15]) give us
\[
\|((\psi_j f(u)) \circ \exp_j) \circ \exp_j; H^s(\mathbb{R}^m)\| = \|((\psi_j f(\tilde{\psi}_j u)) \circ \exp_j) \circ \exp_j; H^s(\mathbb{R}^m)\|
\leq C\|\psi \circ \exp_j; H^{s-p_1}(\mathbb{R}^m)\|\|f((\tilde{\psi}_j u) \circ \exp_j) \circ \exp_j; L^{s-p_2}(\mathbb{R}^m)\|
+ C\|\psi \circ \exp_j; L^\infty(\mathbb{R}^m)\|\|f((\tilde{\psi}_j u) \circ \exp_j) \circ \exp_j; H^s(\mathbb{R}^m)\|,
\]
where \( p_2 \equiv 2 + \varepsilon \), \( p_1 \equiv (4 + 2\varepsilon)/\varepsilon \) with \( \varepsilon > 0 \) sufficiently small. Applying the embedding \( H^s(\mathbb{R}^m) \hookrightarrow L^{p_2}(\mathbb{R}^m) \) to the second factor in the first term on the RHS of the last inequality, we have
\[
\|((\psi_j f(u)) \circ \exp_j) \circ \exp_j; H^s(\mathbb{R}^m)\| \leq C\|f((\tilde{\psi}_j u) \circ \exp_j) ; H^s(\mathbb{R}^m)\|, \tag{4.6}
\]
where the constant \( C \) may depend on \( \psi_j \) and \( \exp_j \). The well-known Moser type estimates (see (2.3) in [17] for example) give us
\[
\|f((\tilde{\psi}_j u) \circ \exp_j) ; H^s(\mathbb{R}^m)\| \leq C\|((\psi_j u) \circ \exp_j ; L^\infty(\mathbb{R}^m)\|^{p-1}\|((\psi_j u) \circ \exp_j ; H^s(\mathbb{R}^m)\|.
\]
Let \( \{ \phi_j \}_{1 \leq j \leq J} \) be the resolution of unity defined by \( \phi_j \equiv (\sum_{1 \leq k \leq J} \psi_k)^{-1} \psi_j \). The Leibniz rule and the embedding \( H^s(\mathbb{R}^m) \hookrightarrow L^{p_2}(\mathbb{R}^m) \) yields
\[
\| (\psi_j u \circ \exp_j : H^s(\mathbb{R}^m)) \| \leq C \| (\phi_j u \circ \exp_j : H^s(\mathbb{R}^m)) \|.
\]
So that by the bound
\[
\| (\psi_j u \circ \exp_j : L^m(\mathbb{R}^m)) \| \leq C \| u : L^m(M) \|,
\]
(4.1) and (4.2), we obtain (4.5) as required.

Let \((x_1, \cdots, x_m)\) be the local coordinate system for some coordinate neighborhood on \(M\). And let \(g_{ij}, 1 \leq i, j \leq m\), be the components of \(g\) in terms of \((x_1, \cdots, x_m)\). For any tangent vector \(X = \sum_{j=1}^m X_j \partial / \partial x_j\), and any smooth function \(f\) on \(M\), the operators \(\text{div}_M\) and \(\text{grad}_M\) are defined by
\[
\text{div}_M X = \frac{1}{\sqrt{\det(g_{ij})}} \sum_{k=1}^m \frac{\partial}{\partial x_k} \left( \sqrt{\det(g_{ij})} X_k \right), \quad \text{grad}_M h = \sum_{1 \leq i, j \leq m} g^{ij} \frac{\partial h}{\partial x_j} \frac{\partial}{\partial x_i},
\]
where \((g^{ij})\) is the inverse matrix of \((g_{ij})\).

Let us consider the case \(M = S^m\). Let \(g\) be the Riemannian metric on \(S^m\) induced from the standard metric in \(\mathbb{R}^{m+1}\). We take a local chart \((U, \psi)\) with \(U = \{(x_1, \cdots, x_{m+1}) \in S^m; x_{m+1} > 0\}\), \(\psi(x_1, \cdots, x_{m+1}) = (x_1, \cdots, x_m)\). By a simple calculation, we have the expression of \(g\) on the local chart \(U\) as such
\[
g_{ij} = \delta_{ij} + \frac{x_i x_j}{x_{m+1}}, \quad g^{ij} = \delta_{ij} - x_i x_j, \quad \det (g_{ij}) = x_{m+1}^{-2},
\]
where \(x_{m+1} = \sqrt{1 - x_1^2 - \cdots - x_m^2}\) and \(\delta_{ij}\) is Kronecker’s delta. By a direct calculation, we have the relation
\[
(\Delta_{S^m} h)(r \omega) = (\operatorname{div}_{S^m} \operatorname{grad}_{S^m} h(r \omega))(\omega) = \sum_{1 \leq k \leq m+1} ((x_k \partial_{x_k} - x_i \partial_{x_i})^2 h)(r \omega), \quad x = r \omega, \quad r > 0, \quad \omega \in S^m
\]
for any \(h \in C^2(\mathbb{R}^{m+1})\). So that we obtain the well-known formula
\[
(4.7) \quad \Delta_{S^m+1} = \frac{\partial^2}{\partial r^2} + \frac{m}{r} \frac{\partial}{\partial r} + \frac{1}{r^2} \Delta_{S^m}.
\]

Let \(\mathcal{H}^m_k\) be the space of spherical harmonics of degree \(k\) on \(S^m\). For any \(Y^k \in \mathcal{H}^m_k\), \(Y^k\) satisfies
\[
-\Delta_{S^m} Y^k = k(k+m-1)Y^k
\]
by the properties \(\Delta_{S^m+1}(Y^k(r \omega)) = 0, Y^k(r \omega) = r^k Y^k(\omega)\) and (4.8). We recall the definition of Sobolev spaces on \(S^m\). Since the Bessel potentials \((1 - \Delta_{S^m})^{-s/2}\) with \(s > 0\) can be defined in \(L^2(S^m)\) via the spectrum theorem, the Sobolev norms on \(S^m\) are defined by
\[
\| u ; H^s(S^m) \| = \begin{cases} \| (1 - \Delta_{S^m})^{s/2} u ; L^2(S^m) \| & \text{for } s \geq 0, \\ \| (1 - \Delta_{S^m})^{-s/2} u ; H^{s+2j}(S^m) \| & \text{for } s < 0 \text{ with } s + 2j > 0. \end{cases}
\]
(see Definition 4 in [33, p312]). So that the norms defined by (2.2) and (4.10) are equivalent for even integers \(s\) by (4.9), for nonnegative real numbers \(s\) by the interpolation argument, and also for negative real numbers \(s\) by the definition in (4.10). Therefore we can use the embeddings (4.3) and the Moser type estimates (4.5) for the norm defined by (2.2).
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