Physical subspace in a model of the quantized electromagnetic field coupled to an external field with an indefinite metric.
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Abstract
We study a model of the quantized electromagnetic field interacting with an external static source \( \rho \) in the Feynman (Lorentz) gauge and construct the quantized radiation field \( A_\mu (\mu = 0, 1, 2, 3) \) as an operator-valued distribution acting on the Fock space \( \mathcal{F} \) with an indefinite metric. By using the Gupta subsidiary condition \( \partial^\alpha A_\mu (x)^{\alpha+\mu} \Psi = 0 \), one can select the physical subspace \( V_{\text{phys}} \). According to the Gupta-Bleuler formalism, \( V_{\text{phys}} \) is a non-negative subspace so that elements of \( V_{\text{phys}} \), called physical states, can be probabilistically interpretable. Indeed, assuming that the external source \( \rho \) is infrared regular, i.e., \( \hat{\rho}/|k|^{3/2} \in L^2(\mathbb{R}^3) \), we can characterize the physical subspace \( V_{\text{phys}} \) and show that \( V_{\text{phys}} \) is non-negative. In addition, we find that the Hamiltonian of the model is reduced to the Hamiltonian of the transversal photons with the Coulomb interaction. We however prove that the physical subspace is trivial, i.e., \( V_{\text{phys}} = 0 \), if and only if the external source \( \rho \) is infrared singular, i.e., \( \hat{\rho}/|k|^{3/2} \notin L^2(\mathbb{R}^3) \).

We also discuss a representation different from the above representation such that the physical subspace is not trivial under the infrared singular condition.

1 Introduction

We consider the quantized electromagnetic field interacting with an external static source. We construct the quantized radiation field \( A_\mu (\mu = 0, 1, 2, 3) \) as an operator-valued distribution. It is well known that, in the Coulomb gauge, the radiation field \( A_\mu \) can be constructed on the usual Fock space, which is a Hilbert space with an positive definite metric [1, 9, 11]. In this paper, we construct the radiation field \( A_\mu \) in the Feynman (Lorentz) gauge. In this case the state space \( \mathcal{F} \) where the radiation field acts is an indefinite metric space [2, 3,
Here we require that such that the usual probabilistic interpretation is not valid. According to the Gupta-Bleuler formalism, one can select the probabilistically interpretable subspace \( V_{\text{phys}} \), called the physical subspace, which is non-negative subspace, from the whole state space \( \mathcal{F} \). We are interested in characterizing the physical subspace \( V_{\text{phys}} \).

Let us start with the classical field equation

\[
\Box A^\mu(x) = j^\mu(x), \quad x = (t, \mathbf{x}) \in \mathbb{R} \times \mathbb{R}^3,
\]

where the function \( j^\mu \) is a given classical conservation current:

\[
\partial^\mu j_\mu(x) = 0.
\]

Our first task is to construct the quantization of the classical radiation field \( A_\mu \), satisfying the same equation as the classical field equation (1.1). In the Schrödinger picture, we write the Fourier expansion of the radiation field \( A_\mu(x) \) as

\[
A_j(x) = \sum_{\lambda=1}^{3} \frac{1}{(2\pi)^{3/2}} \int_{\mathbb{R}^3} \frac{dk}{|k|} e^{j\lambda}(k) \left( a_\lambda(k)e^{ik_\times x} + a_\lambda^\dagger(k)e^{-ik_\times x} \right),
\]

\[
A_\mu(x) = \frac{1}{(2\pi)^{3/2}} \int_{\mathbb{R}^3} \frac{dk}{\sqrt{|k|}} \left( a_\mu(k)e^{ik_\times x} + a_\mu^\dagger(k)e^{-ik_\times x} \right),
\]

where \( e^{j\lambda}(k) \) is the \( j \) th component of the polarization vector with

\[
e^{j\lambda}_j(k) = \frac{k_j}{|k|}, \quad j = 1, 2, 3,
\]

\[
\sum_{j=1}^{3} e^{j\lambda}(k)e^{j\lambda'}(k) = \delta_{\lambda\lambda'}, \quad \lambda, \lambda' = 1, 2, 3.
\]

Here we require that \( a_\mu(k) \) and its adjoint \( a_\mu^\dagger(k) \), called the annihilation and creation operators respectively, satisfy the canonical commutation relations (CCRs) as follows:

\[
[a_\mu(k), a_\nu^\dagger(k')] = -g_{\mu\nu}\delta(k-k'),
\]

\[
[a_\mu(k), a_\nu(k')] = 0 = [a_\mu^\dagger(k), a_\nu^\dagger(k')],
\]

where the \( 4 \times 4 \) matrix \( (g_{\mu\nu})_{\mu,\nu=0,1,2,3} \) is the diagonal matrix with

\[
g_{00} = -g_{jj} = 1 \quad (j, k = 1, 2, 3),
\]

\[
g_{\mu\nu} = 0 \quad (\mu \neq \nu).
\]

Let \( \mathcal{F} \) be the state space where the operators \( A_\mu \) act and \( \langle \cdot | \cdot \rangle \) the metric on \( \mathcal{F} \). Requiring the existence of the vacuum state \( \Omega \in \mathcal{F} \) characterized by

\[
a_\mu(k)\Omega = 0, \quad \langle \Omega | \Omega \rangle = 1,
\]

we find that the state space \( \mathcal{F} \) is an indefinite metric space. Indeed, for \( f \in L^2(\mathbb{R}^3) \), setting \( \Psi_f = \int_{\mathbb{R}^3} dk f(k) a_0^\dagger(k)\Omega \), we have

\[
\langle \Psi_f | \Psi_f \rangle = \int_{\mathbb{R}^3} dk \int_{\mathbb{R}^3} dq f^*(k)f(q) \langle \Omega | [a_0(k), a_0^\dagger(q)]\Omega \rangle
\]

\[
= -\int_{\mathbb{R}^3} |f(k)|^2 dk < 0.
\]
For simplicity we assume that \( j^\mu \) is real and static:
\[
j^0(x) = \rho(x) \in \mathbb{R}, \quad j^i(x) = 0 \quad (i = 1, 2, 3),
\]
where \( \rho \) is the charge density and \( j = (j^1, j^2, j^3) \) the current density. Then the current \( j^\mu \) is conserved:
\[
\partial_\mu j^\mu(x) = \frac{\partial}{\partial t} \rho(x) = 0.
\]
In terms of the annihilation and creation operators, the Hamiltonian of this interaction system is written as
\[
H = H_f + H_{\text{int}},
\]
where \( H_f \) is the free Hamiltonian of the electromagnetic field of the form
\[
H_f = \int_{\mathbb{R}^3} |k| \left[ \sum_{j=1}^3 a_j^\dagger(k) a_j(k) - a_0^\dagger(k) a_0(k) \right]
\]
and \( H_{\text{int}} \) the interaction Hamiltonian given by
\[
H_{\text{int}} = \int_{\mathbb{R}^3} j^\mu(x) A_\mu(x) dx = \int_{\mathbb{R}^3} \frac{dk}{\sqrt{2|k|}} \left[ \hat{\rho}(k)^* a_0(k) + \hat{\rho}(k) a_0^\dagger(k) \right].
\]
Here we denote the Fourier transform of \( \rho \) by \( \hat{\rho} \) and have used the equation \( \hat{\rho}(-k) = \hat{\rho}(k)^* \) which is given by the assumption that \( \rho \) is real. We note that \( H \) is Hermite with respect to the indefinite metric \( \langle \cdot | \cdot \rangle \):
\[
\langle \psi | H \psi \rangle = \langle H \psi | \psi \rangle.
\]
Let us consider the initial value problem of the Schrödinger equation:
\[
i \frac{d}{dt} \psi(t) = H \psi(t), \quad \psi(0) = \psi \in \mathcal{F}.
\]
To this end, we require that the state space \( \mathcal{F} \) has a topological structure. Let us assume that \( \mathcal{F} \) is a Krein space: There exists an operator \( \eta \) acting on \( \mathcal{F} \) such that the following three conditions hold: (i) The metric \( \langle \cdot, \cdot \rangle := \langle \cdot | \eta \cdot \rangle \) is positive definite, (ii) \( \mathcal{F} \) is a Hilbert space with respect to the metric \( \langle \cdot, \cdot \rangle \) and (iii) \( \eta = \eta^* = \eta^{-1} \), where \( ^* \) denotes the Hilbert adjoint. By this assumption, the state space \( \mathcal{F} \) has a complete norm topology by the norm \( \sqrt{\langle \cdot, \cdot \rangle} \) although \( \mathcal{F} \) is an indefinite metric space. Hence the derivation \( \frac{d}{dt} \) in the equation (1.4) makes sense as the strong topology of the Krein space \( \mathcal{F} \).
In general, if \( H \) is a selfadjoint operator on a Hilbert space, i.e., \( H = H^* \), there exists the time evolution operator \( e^{-itH} \) such that \( \psi(t) = e^{-itH} \psi \) is the unique solution of (1.4) with the initial value (1.5). We say that a densely defined linear operator \( T \) is \( \eta \)-selfadjoint if \( T = \eta T^* \eta \). We note that, as will be seen later, \( H \) is \( \eta \)-selfadjoint but not selfadjoint (if \( \rho \neq 0 \), i.e., \( H = \eta H^* \eta \neq H^* \).
and hence the time evolution operator $e^{-itH}$ does not necessarily exist. This means that the existence and uniqueness of solution (1.4) with (1.5) is not trivial. It is hence difficult to discuss the time evolution of states in the Krein space.

Let us transform the field operators $A_\mu$ of the Schrödinger picture into the field operators $A_\mu$ of the Heisenberg picture, which are called the Heisenberg operators and given by the Heisenberg equations:

$$\frac{d}{dt} A_\mu(t, x) = i[H, A_\mu(t, x)],$$

$$A_\mu(0, x) = A_\mu(x).$$

If $H$ is a selfadjoint operator on a Hilbert space, we obtain $A_\mu$ by the usual form

$$A_\mu(t, x) = e^{itH} A_\mu(x) e^{-itH},$$

which, formally, satisfy the field equations

$$\Box A_\mu(x) = j_\mu(x)$$

with $j_0(x) = \rho(x)$ and $j = 0$. As we mentioned above, since $H$ is not selfadjoint if $\rho \neq 0$, the right hand side of (1.8) makes no sense. It is hence not easy to transform the operators of the Schrödinger picture into those of the Heisenberg picture, differing from the usual quantum theory on a Hilbert space. If, however, there exist solutions $A_\mu$ of the Heisenberg equations (1.6) with the initial values (1.7) such that $A_\mu$ obey the field equations (1.9), then we can prove that the solutions $A_\mu$ are unique. As will be seen later, we can construct the Heisenberg operators $A_\mu$.

Let us now explain the Gupta-Bleuler formalism in our model. Formally, by (1.9) and the conservation law $\partial_\mu j^\mu = 0$, we find that $\partial_\mu A_\mu$ is a free field:

$$\Box A_\mu(x) = 0.$$

Hence we may write $\partial_\mu A_\mu(x)$ as

$$\partial_\mu A_\mu(x) = \int_{\mathbb{R}^3} dk \left( \alpha(k) e^{-i\omega(k)t} e^{ikx} + \alpha^\dagger(k) e^{i\omega(k)t} e^{-ikx} \right).$$

In the above equation, the term which has the factor $e^{-i\omega(k)t}$ (resp. $e^{i\omega(k)t}$) is called the positive frequency part (resp. negative frequency part) of $\partial_\mu A_\mu(x)$ and written as $[\partial_\mu A_\mu(x)]^{(+)}$ (resp. $[\partial_\mu A_\mu(x)]^{(-)}$). For the state vectors $\Psi \in \mathcal{F}$, the condition

$$[\partial_\mu A_\mu(t, x)]^{(+)} \Psi = 0$$

is called the Gupta subsidiary condition [2, 3, 4, 8, 12, 13]. The physical subspace $V_{\text{phys}}$ is formally defined by

$$V_{\text{phys}} \equiv \{ \Psi \left| [\partial_\mu A_\mu(x)]^{(+)} \Psi = 0, x \in \mathbb{R}^4 \} \}.$$

In other words, the physical subspace $V_{\text{phys}}$ is the solution space of the vector equation (1.10) for all $x \in \mathbb{R}^4$. The zero vector $0 \in \mathcal{F}$ is a trivial solution of (1.10). We say that the physical subspace $V_{\text{phys}}$ is trivial if $V_{\text{phys}} = \{0\}$. It
is expected that the physical subspace \( V_{\text{phys}} \) is non-trivial: \( V_{\text{phys}} \neq \{0\} \). It is, however, not clear whether \( V_{\text{phys}} \) is non-trivial or not. Indeed, we prove that \( V_{\text{phys}} \) is non-trivial if and only if \( \rho \in H^{-3/2}(\mathbb{R}^3) \), where

\[
H^{-3/2}(\mathbb{R}^3) = \{ f \in \mathcal{S}'(\mathbb{R}^3) \mid \omega^s \hat{f} \in L^2(\mathbb{R}^3) \}.
\]

We say that \( \rho \) is infrared regular if \( \rho \in H^{-3/2}(\mathbb{R}^3) \) and that \( \rho \) is infrared singular if \( \rho \notin H^{-3/2}(\mathbb{R}^3) \).

Let us here mention the physical meaning of \( V_{\text{phys}} \) (for more details see [6, 7, 8]). Once we can show that \( V_{\text{phys}} \) is non-negative, i.e.,

\[
\langle \Psi \mid \Psi \rangle \geq 0, \quad \Psi \in V_{\text{phys}},
\]

we obtain the physical Hilbert space \( \mathcal{H}_{\text{phys}} \) given by the completion of the quotient vector space \( V_{\text{phys}}/V_0 \):

\[
\mathcal{H}_{\text{phys}} = \overline{V_{\text{phys}}/V_0},
\]

where \( V_0 \) is the subspace of all neutral vectors of \( V_{\text{phys}} \):

\[
V_0 = \{ \Psi \in V_{\text{phys}} \mid \langle \Psi \mid \Psi \rangle = 0 \}.
\]

If the Hamiltonian \( H \) leaves \( V_{\text{phys}} \) invariant, i.e., \( H(V_{\text{phys}} \cap D(H)) \subset V_{\text{phys}} \), one can define the physical Hamiltonian \( H_{\text{phys}} \) consistently on the physical Hilbert space \( H_{\text{phys}} \). Indeed, as shown later, the physical Hamiltonian is formally given by

\[
H_{\text{phys}} = \sum_{j=1}^{2} \int_{\mathbb{R}^3} \omega(k)a_j^*(k)a_j(k)dk + \frac{1}{2} \int d\hat{k} \frac{|\hat{\rho}(k)|^2}{\omega(k)^2}, \quad (1.11)
\]

which is selfadjoint. It is remarkable that the first term of the right hand side in the above equation includes the energy of the transversal photons alone, which is the same form of the free Hamiltonian in the Coulomb gauge (see, e.g., [1, 11]). Also we observe that the physical Hilbert space \( H_{\text{phys}} \) is (unitarily) equivalent to the Hilbert space of the radiation field in the Coulomb gauge. Thus the longitudinal and scalar photons are confined, so that we have a probabilistically interpretable theory. We note, as is shown later, that the Coulomb potential appears from the second term of (1.11) in the point source limit. In the papers [2, 4], the Coulomb interaction is derived in the perturbative way. A feature of this paper is to derive the Coulomb potential in the non-perturbative way.

This paper is organized as follows. In Section 2, we construct the quantized radiation field on the Fock space. To begin with, in Subsection 2.1, we define the state space with an indefinite metric by using of the (boson) Fock space over \( \oplus^4 L^2(\mathbb{R}^3) \) and a metric operator \( \eta \). We also introduce operators which play an important role and give the precise definition of the Hamiltonian. In Subsection 2.2, we construct the radiation field \( A_\mu \) and prove that \( A_\mu \) satisfies the Heisenberg equation (1.6) and the field equation (1.9). We also discuss the uniqueness of the solution of (1.6) and (1.9) with the initial value (1.7). In Subsection 2.3, by using the radiation field \( A_\mu \) constructed in Subsection 2.2, we formulate the Gupta subsidiary condition and give a precise definition of the physical subspace \( V_{\text{phys}} \). In Subsection 2.4, we characterize the physical subspace \( V_{\text{phys}} \) and prove that \( V_{\text{phys}} \) is non-trivial if and only if \( \rho \) is infrared regular.
and that \( \nu_{\text{phys}} \) is non-negative. We also show that \( H \) leaves \( \nu_{\text{phys}} \) invariant and give the expression (1.11) under the infrared regular condition of \( \rho \). As a typical example, in Subsection 2.5, we consider the case of the electrostatic field. In this case, we obtain the Coulomb potential in the point source limit. In Section 3, we construct the radiation field \( A_\mu \) by using the non-Fock representation. In this case, the physical subspace is non-trivial even if \( \rho \) is infrared singular.

2 Construction on the Fock space

2.1 State space and Hamiltonian

Let \( \mathcal{F} \) be the boson Fock space over \( \oplus^4 L^2(\mathbb{R}^3) \):

\[
\mathcal{F} = \mathcal{F} \left( \oplus^4 L^2(\mathbb{R}^3) \right) = \bigoplus_{n=0}^{\infty} \bigotimes_{s=1}^{n} [\oplus^4 L^2(\mathbb{R}^3)],
\]

where \( \bigotimes_{s}^{n} \) denotes the symmetric tensor product with the convention

\[
\bigotimes_{s}^{0} [\oplus^4 L^2(\mathbb{R}^3)] = \mathbb{C}.
\]

A vector \( \Psi \in \mathcal{F} \) can be identified with the sequence \( \{ \Psi^{(n)} \}_{n=0}^{\infty} \) of the 4\( n \)-component squared integrable functions \( \Psi^{(n)} = \{ \Psi^{(n)}_{\mu_1, \ldots, \mu_n} \}_{\mu=0,1,2,3} \) satisfying that, for all permutations \( \pi \),

\[
\Psi^{(n)}_{\mu_1, \ldots, \mu_n}(k_1, \ldots, k_n) = \Psi^{(n)}_{\pi(1), \ldots, \pi(n)}(k_{\pi(1)}, \ldots, k_{\pi(n)}).
\]

The metric of \( \mathcal{F} \) is given by

\[
\langle \Psi | \Phi \rangle = \sum_{n=0}^{\infty} \sum_{\mu=0}^{3} \int_{\mathbb{R}^{3n}} \Psi^{(n)}_{\mu_1, \ldots, \mu_n}(k_1, \ldots, k_n) \ast (-g_{\mu_1 \nu_1}) \cdots (-g_{\mu_n \nu_n}) \Psi^{(n)}_{\nu_1, \ldots, \nu_n}(k_1, \ldots, k_n)
\]

for all \( \Psi, \Phi \in \mathcal{F} \). It is clear, from (1.2) and (1.3), that \( (\mathcal{F}, \langle \cdot | \cdot \rangle) \) is an indefinite metric space. It is well known that the Fock space \( \mathcal{F} \) is a Hilbert space with respective to a positive definite metric given by

\[
\langle \Psi, \Phi \rangle = \sum_{n=0}^{\infty} \sum_{\mu=0}^{3} \int_{\mathbb{R}^{3n}} \Psi^{(n)}_{\mu_1, \ldots, \mu_n}(k_1, \ldots, k_n) \ast \Phi^{(n)}_{\mu_1, \ldots, \mu_n}(k_1, \ldots, k_n).
\]

Let us define an operator \( \eta \) on \( \mathcal{F} \) by

\[
(\eta \Psi)^{(n)}_{\mu_1, \ldots, \mu_n}(k_1, \ldots, k_n) = (-g_{\mu_1 \nu_1}) \cdots (-g_{\mu_n \nu_n}) \Psi^{(n)}_{\nu_1, \ldots, \nu_n}(k_1, \ldots, k_n), \quad \text{a.e.}
\]

We observe that \( \eta = \eta^* = \eta^{-1} \) and that

\[
\langle \Phi | \Psi \rangle = \langle \Phi, \eta \Psi \rangle, \quad \Psi, \Phi \in \mathcal{F},
\]

where \( ^* \) denotes the usual Hilbert adjoint with respect to \( \langle \cdot, \cdot \rangle \). Hence \( \mathcal{F} \) is a Krein space with the metric operator \( \eta \). We consider that the state space \( \mathcal{F} \) is the Krein space \( (\mathcal{F}, \langle \cdot | \cdot \rangle) \) which has the norm topology given by the norm

\[
||\Psi|| = \sqrt{\langle \Psi, \Psi \rangle}, \quad \Psi \in \mathcal{F}.
\]
For each $\Psi \in \mathcal{F}$, we define $a_\mu(k)\Psi \in \bigotimes_{n=0}^{\infty} [\bigotimes L^2(\mathbb{R}^3)]$ by

$$(a_\mu(k)\Psi)_{\mu_1,\cdots,\mu_n}(k_1,\cdots,k_n) = \sqrt{n+1} \Psi_{\mu,\mu_1,\cdots,\mu_n}(k,k_1,\cdots,k_n), \quad \text{a.e.,}$$

where the symbol $\times$ denotes the Cartesian product. Let

$$D(a_\mu(k)) := \{ \Psi \in \mathcal{F} \mid a_\mu(p)\Psi \in \mathcal{F}, \text{ a.e. } p \in \mathbb{R}^3 \}.$$  

We note that $D(a_\mu(k))$ is independent of $k$. The Fock vacuum $\Omega := \{1,0,0,\cdots\} \in \mathcal{F}$ satisfies that $\Omega \in D(a_\mu(k))$ and that

$$a_\mu(k)\Omega = 0.$$

Let

$$a_\mu(f) = \int_{\mathbb{R}^3} f^*(k) a_\mu(k) dk, \quad f \in L^2(\mathbb{R}^3).$$

We also denote the closure of $a(f)$ by the same symbol.

In general, the adjoint operator $A^\dagger$ of an operator $A$ on the Krein space $\mathcal{K}$ with the metric operator $\iota$ is given by $A^\dagger = \iota A^\ast \iota$. We observe that the adjoint of $a_\mu(f)$ is given by

$$a_\mu^\dagger(f) = \begin{cases} -a_0(f)\ast, & \mu = 0 \\ a_j(f)\ast, & \mu = j = 1, 2, 3, \end{cases}$$

and that for all $f, g \in L^2(\mathbb{R}^3)$,

$$[a_\mu(f), a_\nu^\dagger(g)] = -g_{\mu\nu} \int_{\mathbb{R}^3} f^*(k) g(k) dk,$$

$$[a_\mu(f), a_\nu(g)] = [a_\mu^\dagger(f), a_\nu^\dagger(g)] = 0$$

on the finite particle space $\mathcal{F}_0$ where

$$\mathcal{F}_0 = \{ \Psi \in \mathcal{F} \mid \Psi^{(n)} = 0 \text{ for all } n \geq n_0 \text{ with some } n_0 \in \mathbb{N} \}.$$

Formally, we write

$$a_\mu^\dagger(f) = \int_{\mathbb{R}^3} dk f(k) a_\mu^\dagger(k).$$

We define the free Hamiltonian of the radiation field $H_f$ by

$$D(H_f) := \left\{ \Psi \in \mathcal{F} \mid \sum_{n=0}^{\infty} \sum_{\mu_1,\cdots,\mu_n} \int_{\mathbb{R}^3} dk_j |(H_f \Psi)^{(n)}_{\mu_1,\cdots,\mu_n}(k_1,\cdots,k_n)|^2 < \infty \right\},$$

$$(H_f \Psi)^{(n)}_{\mu_1,\cdots,\mu_n}(k_1,\cdots,k_n) = \left( \sum_{j=1}^{n} \omega(k_j) \right)^{\frac{n}{2}} \Psi^{(n)}_{\mu_1,\cdots,\mu_n}(k_1,\cdots,k_n), \quad n \geq 1$$

and $(H_f \Psi)^{(0)} = 0$ with $\omega(k) = |k|$. It is well-known that $H_f$ is a selfadjoint operator, i.e. $H_f = H_f^\ast$, and that

$$H_f \Omega = 0.$$
We observe that, for all \( \Psi \in \mathcal{F} \) and \( \Phi \in D(H) \),

\[
\langle \Psi, Hf \Phi \rangle = \sum_{n=0}^{\infty} \sum_{\mu_1, \ldots, \mu_{n+1}} \int_{\mathbb{R}^{n+1}} d\mathbf{k} \prod_{j=1}^{n+1} \left( \sum_{j=1}^{n+1} \omega(\mathbf{k}_j) \right) \Psi^{(n+1)}_{\mu_1, \ldots, \mu_{n+1}}(\mathbf{k}_1, \ldots, \mathbf{k}_{n+1})^* \\
\times \omega(\mathbf{k}) (a_\mu(\mathbf{k}) \Psi)^{(n)}_{\mu_1, \ldots, \mu_{n}}(\mathbf{k}_1, \ldots, \mathbf{k}_n) \\
= \sum_{n=0}^{\infty} \sum_{\mu_1, \ldots, \mu_{n}} \int_{\mathbb{R}^n} d\mathbf{k} \prod_{j=1}^{n} \left( \sum_{j=1}^{n} \omega(\mathbf{k}_j) \right) (a_\mu(\mathbf{k}) \Psi)^{(n)}_{\mu_1, \ldots, \mu_{n}}(\mathbf{k}_1, \ldots, \mathbf{k}_n)^* \\
\times \omega(\mathbf{k}) (a_\mu(\mathbf{k}) \Psi)^{(n)}_{\mu_1, \ldots, \mu_{n}}(\mathbf{k}_1, \ldots, \mathbf{k}_n).
\]

Hence we have

\[
\langle \Psi, Hf \Phi \rangle = \sum_{\mu} \int_{\mathbb{R}} d\mathbf{k} \omega(\mathbf{k}) (a_\mu(\mathbf{k}) \Psi, a_\mu(\mathbf{k}) \Phi)
\]

and, in this sense, write symbolically

\[
H_f = \int_{\mathbb{R}} d\mathbf{k} \omega(\mathbf{k}) \left[ \sum_{j=1}^{3} a_j^\dagger(\mathbf{k}) a_j(\mathbf{k}) - a_0^\dagger(\mathbf{k}) a_0(\mathbf{k}) \right]. \tag{2.1}
\]

In the same way as (2.1), the number operator, \( N_f \), is given by

\[
N_f = \int_{\mathbb{R}} d\mathbf{k} \left[ \sum_{j=1}^{3} a_j^\dagger(\mathbf{k}) a_j(\mathbf{k}) - a_0^\dagger(\mathbf{k}) a_0(\mathbf{k}) \right].
\]

We remark that

\[
D(H_f^{1/2}), \ D(N_f^{1/2}) \subset D(a_\mu(\mathbf{k})),
\]

since, for all \( \Psi \in D(H_f^{1/2}) \) and \( \Phi \in D(N_f^{1/2}) \),

\[
\|H_f^{1/2}\Psi\|^2 = \int_{\mathbb{R}} d\mathbf{k} \omega(\mathbf{k}) \|a_\mu(\mathbf{k}) \Psi\|^2 < \infty,
\]

\[
\|N_f^{1/2}\Phi\|^2 = \int_{\mathbb{R}} d\mathbf{k} \|a_\mu(\mathbf{k}) \Phi\|^2 < \infty.
\]

Let us assume that \( \rho \in \mathcal{S}'(\mathbb{R}^3) \) is a real distribution and

\[
\rho \in H_\omega^{-1/2}(\mathbb{R}^3), \tag{2.2}
\]

where

\[
H_\omega^s(\mathbb{R}^3) := \{ \rho \in \mathcal{S}'(\mathbb{R}^3) \mid \omega^s \hat{\rho} \in L^2(\mathbb{R}^3) \}, \quad s \in \mathbb{R}.
\]

Then the Hamiltonian of a system of quantized electromagnetic field interacting with a classical source is defined by

\[
H = H_f + H_{\text{int}},
\]
where $H_{\text{int}}$ is the interaction Hamiltonian given by

$$H_{\text{int}} = \frac{1}{\sqrt{2}} \left[ a_0 \left( \hat{\rho} \frac{e^{it\omega}}{\sqrt{\omega}} \right) + a_0^\dagger \left( \hat{\rho} \frac{e^{it\omega}}{\sqrt{\omega}} \right) \right].$$  \hspace{1cm} (2.3)

It is easy to prove that $H_{\text{int}}$ is skew-symmetric, i.e. $H_{\text{int}}^* = -H_{\text{int}}$. By direct calculation we observe that $\eta$ leaves the domain $D(H_{\text{f}})$ invariant, i.e. $\eta D(H_{\text{f}}) \subset D(H_{\text{f}})$, and that, for all $\Psi \in D(H_{\text{f}})$

$$\eta H_{\text{f}} \eta \Psi = H_{\text{f}} \Psi \eta H_{\text{int}} \eta \Psi = -H_{\text{int}} \Psi.$$  \hspace{1cm} (2.4)

We have hence

$$[\eta, H_{\text{f}}] = \{\eta, H_{\text{int}}\} = 0$$

on $D(H_{\text{f}})$, where $[X,Y] := XY - YX$ and $\{X,Y\} = XY + YX$.

**Proposition 2.1.** Let

$$\rho \in H_{\omega}^{-1/2}(\mathbb{R}^3) \cap H_{\omega}^{-1}(\mathbb{R}^3).$$  \hspace{1cm} (2.5)

Then $H$ is $\eta$-selfadjoint, i.e. $H = H^\dagger$.

**Proof.** It is easy to see that $H = H^\dagger$ if $\eta H$ is selfadjoint. The selfadjointness of $\eta H$ is proved by the Kato-Rellich theorem.

**2.2 Heisenberg equations and field equations**

Through this section we assume that (2.5). For all $t \in \mathbb{R}$ and $f \in \mathcal{S}(\mathbb{R}^3)$, we set

$$A_j(t,f) := \frac{1}{\sqrt{2}} \sum_{\lambda=1}^3 \left[ a_\lambda \left( e^{(\lambda)(i\omega)} \frac{e^{it\omega} f^*}{\sqrt{\omega}} \right) + a_\lambda^\dagger \left( e^{(\lambda)(i\omega)} \frac{e^{it\omega} f}{\sqrt{\omega}} \right) \right], \ j = 1, 2, 3,$$  \hspace{1cm} (2.6)

$$A_0(t,f) := \frac{1}{\sqrt{2}} \left[ a_0 \left( \frac{e^{it\omega} f^*}{\sqrt{\omega}} \right) + a_0^\dagger \left( \frac{e^{it\omega} f}{\sqrt{\omega}} \right) + L(t,f^*) + L^*(t,f) \right],$$  \hspace{1cm} (2.7)

where

$$L(t,f) = -\frac{1}{\sqrt{2}} \int_{\mathbb{R}^3} \frac{d\mathbf{k}}{\omega(\mathbf{k})^2} \left( e^{-it\omega(\mathbf{k})} - 1 \right) \hat{f}(\mathbf{k}^*) \hat{\rho}(\mathbf{k}).$$

**Proposition 2.2.** For each $f \in \mathcal{S}(\mathbb{R}^3)$ and $\Psi \in D(N_{\omega}^{1/2})$, the map $\mathbb{R} \ni t \mapsto A_\mu(t,f)\Psi \in \mathcal{F}$ is $n$ times strongly differentiable and

$$\frac{d^n}{dt^n} A_j(t,f) \Psi = \frac{1}{\sqrt{2}} \sum_{\lambda=1}^3 \left[ a_\lambda \left( e^{(\lambda)(i\omega)} \frac{e^{it\omega} f^*}{\sqrt{\omega}} \right) + a_\lambda^\dagger \left( e^{(\lambda)(i\omega)} \frac{e^{it\omega} f}{\sqrt{\omega}} \right) \right] \Psi, \ j = 1, 2, 3,$$  \hspace{1cm} (2.8)

$$\frac{d^n}{dt^n} A_0(t,f) \Psi = \frac{1}{\sqrt{2}} \left[ a_0 \left( i\omega \right) \frac{e^{it\omega} f^*}{\sqrt{\omega}} + L^{(n)}(t,f^*) \right] + a_0^\dagger \left( i\omega \right) \frac{e^{it\omega} f}{\sqrt{\omega}} + L^{(n)}(t,f) \Psi,$$  \hspace{1cm} (2.9)
where
\[ L^{(n)}(t,f) = \frac{1}{\sqrt{2}} \int_{\mathbb{R}^3} dk \omega(k) |k|^{-2} e^{-it\omega(k)} \hat{f}(k)^* \hat{\rho}(k). \]

Proof. It is evident from the following lemmas. \( \square \)

**Lemma 2.3.** For all \( f, g \in L^2(\mathbb{R}^3) \) and \( \Psi \in D(N_1^{-1/2}) \),
\[ \|a_{\mu}(f)\Psi\| \leq \|f\|\|N_1^{-1/2}\Psi\| \] \hspace{1cm} (2.10)
\[ \|a_{\mu}^*(g)\Psi\| \leq \|g\|\|(N_1 + 1)^{-1/2}\Psi\|. \] \hspace{1cm} (2.11)

Proof. (2.10) and (2.11) are well-known (see [?]) and easy to prove. \( \square \)

**Lemma 2.4.** For all \( f, g \in D(\omega_n) \) and \( \Psi \in D(N_1^{-1/2}) \), let
\[ F(k)(t) = a((i\omega)^ne^{it\omega}f) + a((i\omega)^ne^{it\omega}g)\Psi, \quad 0 \leq k \leq n. \]
Then the vector-valued function \( t \mapsto F^{(0)}(t) \) is \( n \) times strongly differentiable and
\[ \frac{d^n}{dt^n} F^{(0)}(t) = F^{(n)}(t). \] \hspace{1cm} (2.12)

Proof. Let
\[ h_t(t,f) = e^{it\omega} \left[ \frac{(e^{it\omega} - 1)f}{\epsilon} - i\omega f \right], \quad f \in D(\omega). \]
Then
\[ \frac{F^{(k)}(t + \epsilon) - F^{(k)}(t)}{\epsilon} = F^{(k+1)}(t) = (a_{\mu}(h_t(t, (i\omega)^k f)) + a_{\mu}^*(h_t(t, (i\omega)^k g)))\Psi \]
and, for all \( u \in D(\omega) \),
\[ \|h_t(t,u)\| \rightarrow 0. \]
Hence, by (2.10) and (2.11),
\[ \frac{d}{dt} F^{(n)}(t) = F^{(n+1)}(t), \]
which implies (2.12). \( \square \)

**Definition 2.1.** (operator-valued distribution) Let \( \mathcal{K} \) be a Krein space with metric \( \langle \cdot | \cdot \rangle \) and \( \mathcal{L} \subset \mathcal{K} \) a dense subspace and set \( d \in \mathbb{N} \). A map \( \varphi : \mathcal{S}(\mathbb{R}^d) \ni f \mapsto \varphi(f) \) is an operator-valued distribution on \( \mathbb{R}^d \) acting on \( \langle \mathcal{K}, \mathcal{L} \rangle \) if, for each \( f \in \mathcal{S}(\mathbb{R}^d) \), \( \varphi(f) \) is a densely defined linear operator on \( \mathcal{L} \) and satisfies the following properties: (i) For all \( f \in \mathcal{S}(\mathbb{R}^d) \), \( \mathcal{L} \subset D(\varphi(f)) \cap D(\varphi(f)^*) \), (ii) for all \( f, g \in \mathcal{S}(\mathbb{R}^d) \) and \( \alpha, \beta \in \mathbb{C} \), \( \varphi(\alpha f + \beta g) = \alpha \varphi(f) + \beta \varphi(g) \) on \( D(N_1^{-1/2}) \), and (iii) for all \( \psi, \phi \in \mathcal{L} \), the map \( f \mapsto \langle \psi | \varphi(f)\phi \rangle \) is a tempered distribution on \( \mathbb{R}^d \). In this case we write formally
\[ \varphi(f) = \int_{\mathbb{R}^d} \varphi(x)f(x)dx \]
and the symbol $\varphi(x)$ ($x \in \mathbb{R}^3$) the operator-valued distribution kernel.

For each $f \in \mathcal{S}(\mathbb{R}^3)$, we define operators $A_\mu^{(n)}(t, f)$ by the action of the right hand side of (2.8) and (2.9). Hence

$$A_\mu^{(n)}(t, f)\Psi = \frac{d^n}{dt^n} A_\mu(t, f)\Psi, \quad \Psi \in D(N^{1/2}_1), \ n \geq 1.$$

We also write as

$$A_\mu(t, f) = A_\mu^{(0)}(t, f), \quad \dot{A}_\mu(t, f) = A_\mu^{(1)}(t, f), \quad \ddot{A}_\mu(t, f) = A_\mu^{(2)}(t, f),$$

and so on. Hence,

$$\dot{A}_\mu(t, f)\Psi = \frac{d}{dt} A_\mu(t, f)\Psi, \quad \ddot{A}_\mu(t, f)\Psi = \frac{d^2}{dt^2} A_\mu(t, f)\Psi, \quad \Psi \in D(N^{1/2}).$$

**Theorem 2.5.** (Heisenberg equations and field equations) For each $t \in \mathbb{R}$ and $n \geq 0$, the map $\mathcal{S}(\mathbb{R}^3) \ni f \mapsto A_\mu^{(n)}(t, f)$ is an operator-valued distribution on $\mathbb{R}^3$ acting on $(\mathcal{F}, D(N^{1/2}))$ and the following hold:

(i) (observable) For all real-valued functions $f \in \mathcal{S}(\mathbb{R}^3)$, $A_\mu^{(n)}(f)$ ($n \geq 0$) are essentially $\eta$-selfadjoint on $\mathcal{S}_0$.

(ii) (equal-time commutation relation) For all $f, g \in \mathcal{S}(\mathbb{R}^3)$,

$$[A_\mu(t, f), \dot{A}_\nu(t, g)] = ig_{\mu\nu} \int_{\mathbb{R}^3} f(k)g(k)dk,$$

$$[A_\mu(t, f), A_\nu(t, g)] = [\dot{A}_\mu(t, f), \dot{A}_\nu(t, g)] = 0, \quad \text{on } \mathcal{S}_0.$$

(iii) (Heisenberg equations) For all $f \in \mathcal{S}(\mathbb{R}^3)$ and $\Psi \in \mathcal{S}_0$,

$$\dot{A}_\mu(t, f)\Psi = i[H, A_\mu(t, f)]\Psi, \quad \text{on } \mathcal{S}_0. \quad (2.13)$$

(iv) (field equations) For all $f \in \mathcal{S}(\mathbb{R}^3)$

$$\dot{A}_j(t, f) = A_j(t, \Delta f), \quad \ddot{A}_0(t, f) = A_0(t, \Delta f) + \int_{\mathbb{R}^3} \rho(x)f(x)dx. \quad (2.14)$$

Proof. By Proposition 2.2.

The operator-valued distribution $\mathcal{S}(\mathbb{R}^3) \ni f \mapsto A_\mu(t, f)$ is called the quantized radiation field at time $t \in \mathbb{R}$.

By the equations (2.6), (2.7) and (2.13), we have

$$A_j(0, f) = \frac{1}{\sqrt{2}} \sum_{\lambda=1}^3 \left[ a_\lambda \left( e_j^{(\lambda)} \frac{\hat{f}^*}{\sqrt{\omega}} \right) + a_\lambda^\dagger \left( e_j^{(\lambda)} \frac{\hat{f}}{\sqrt{\omega}} \right) \right], \quad j = 1, 2, 3, \quad (2.16)$$

$$A_0(0, f) = \frac{1}{\sqrt{2}} \left[ a_0 \left( \frac{\hat{f}^*}{\sqrt{\omega}} \right) + a_0^\dagger \left( \frac{\hat{f}}{\sqrt{\omega}} \right) \right], \quad (2.17)$$

$$\dot{A}_j(0, f) = \frac{1}{\sqrt{2}} \sum_{\lambda=1}^3 \left[ a_\lambda \left( ie_j^{(\lambda)} \sqrt{\omega} \hat{f}^* \right) + a_\lambda^\dagger \left( ie_j^{(\lambda)} \sqrt{\omega} \hat{f} \right) \right], \quad j = 1, 2, 3, \quad (2.18)$$

$$\dot{A}_0(0, f) = \frac{1}{\sqrt{2}} \left[ a_0 \left( i\sqrt{\omega} \hat{f}^* \right) + L^{(1)}(0, f^*) + a_0^\dagger \left( i\sqrt{\omega} \hat{f} \right) + L^{(1)}(0, f) \right], \quad (2.19)$$
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and
\[ L^{(1)}(0, f) = \frac{i}{\sqrt{2}} \int_{\mathbb{R}^3} \frac{dk}{\omega(k)} \hat{f}(k)^* \hat{\rho}(k). \]

**Theorem 2.6.** (uniqueness) Let \( \varphi_\mu(t, \cdot) \) \((t \in \mathbb{R})\) be operator-valued distributions on \( \mathbb{R}^3 \) acting on \((\mathcal{F}, \mathcal{F}_0)\). Assume that the following hold:

(A.1) For each \( f \in \mathcal{S}(\mathbb{R}^3) \) and \( \Psi \in \mathcal{F}_0 \), the map \( \mathbb{R} \ni t \mapsto \varphi_\mu(t, f) \Psi \in \mathcal{F} \) is 2 times strongly differentiable.

(A.2) For all \( f \in \mathcal{S}(\mathbb{R}^3) \) and \( \Psi \in \mathcal{F}_0 \),
\[ \varphi_\mu(0, f) \Psi = A_\mu(0, f) \Psi, \]
\[ \frac{d}{dt} \varphi_\mu(t, f) \Psi \bigg|_{t=0} = \dot{A}_\mu(0, f) \Psi. \]

(A.3) For all \( f \in \mathcal{S}(\mathbb{R}^3) \) and \( \Psi \in \mathcal{F}_0 \),
\[ \frac{d^2}{dt^2} \varphi_j(t, f) \Psi = \varphi_j(t, \Delta f) \Psi, \]
\[ \frac{d^2}{dt^2} \varphi_0(t, f) \Psi = \left[ \varphi_0(t, \Delta f) + \int_{\mathbb{R}^3} \rho(x) f(x) dx \right] \Psi. \]

Then, for all \( f \in \mathcal{S}(\mathbb{R}^3) \) and \( \Psi \in \mathcal{F}_0 \),
\[ \varphi_\mu(t, f) \Psi = A_\mu(t, f) \Psi. \quad (2.20) \]

**Proof.** Let us fix arbitrarily \( \Psi, \Phi \in \mathcal{F}_0 \) and set
\[ C_\mu(t, f) := \langle \Phi \mid \varphi_\mu(t, f) \Psi \rangle - \langle \Phi \mid A_\mu(t, f) \Psi \rangle, \quad t \in \mathbb{R}, \ f \in \mathcal{S}(\mathbb{R}^3). \]
Then \( \mathcal{S}(\mathbb{R}^3) \ni f \mapsto C_\mu(t, f) \) is a tempered distribution on \( \mathbb{R}^3 \) and satisfy
\[ \frac{d^2}{dt^2} C_\mu(t, f) = C_\mu(t, \Delta f) \]
with
\[ C_\mu(0, f) = 0, \quad \frac{d}{dt} C_\mu(t, f) \bigg|_{t=0} = 0. \]
Hence we find
\[ C_\mu(t, f) = 0, \quad t \in \mathbb{R}, \ f \in \mathcal{S}(\mathbb{R}^3). \]
Since \( \Phi \in \mathcal{F}_0 \) is chosen arbitrarily and \( \mathcal{F}_0 \) is dense in \( \mathcal{F} \), we have (2.20).  \( \square \)

**Corollary 2.7.** Let \( \varphi_\mu(t, \cdot) \) \((t \in \mathbb{R})\) be operator-valued distributions on \( \mathbb{R}^3 \) acting on \((\mathcal{F}, \mathcal{F}_0)\). Assume that the conditions (A.1), (A.3) in Theorem 2.6 and the following (A.2)' hold:

(A.2)' For all \( f \in \mathcal{S}(\mathbb{R}^3) \) and \( \Psi \in \mathcal{F}_0 \),
\[ \frac{d}{dt} \varphi_\mu(t, f) \Psi = i[H, \varphi_\mu(t, f)] \Psi, \]
\[ \varphi_\mu(0, f) \Psi = A_\mu(0, f) \Psi. \]
Then, for all \( f \in \mathcal{S}(\mathbb{R}^3) \) and \( \Psi \in \mathcal{F}_0 \), (2.20) holds.
Proof. Since the condition (A.2)' implies the condition (A.2), the same conclusion as Theorem 2.6 follows.

Remark 2.1. By corollary 2.7, we conclude that the solution $A_\mu(x)$ of the Heisenberg equations (1.6) with the initial value (1.7) satisfying the field equations (1.9) is unique in the operator-valued distribution sense.

2.3 Physical subspace and the Gupta subsidiary condition

For each $f \in \mathcal{S}(\mathbb{R}^4)$, we define an operator $A_\mu(f)$ by

$$A_j(f) := \frac{1}{\sqrt{2}} \sum_{\lambda=1}^{3} \left[ a_\lambda \left( e^{(\lambda) j} \frac{F(f^*)}{\sqrt{\omega}} \right) + a_\lambda^\dagger \left( e^{(\lambda) j} \frac{F(f)}{\sqrt{\omega}} \right) \right], \quad j = 1, 2, 3,$$

$$A_0(f) := \frac{1}{\sqrt{2}} \left[ a_0 \left( F(f^*) \right) + L(f^*) + a_0^\dagger \left( F(f) \right) + L(f) \right],$$

where

$$L(f) = -\frac{1}{\sqrt{2}} \int_{\mathbb{R}^4} dt dk \frac{d}{\omega(k)^2} \left( e^{-it \omega(k)} - 1 \right) f(t, k)^* \tilde{\rho}(k),$$

$$F(f)(k) = \int_{\mathbb{R}} e^{it \omega(k)} \tilde{f}(t, k) dt, \quad \text{a.e.} \ k \in \mathbb{R}^3$$

with

$$\tilde{f}(t, k) = \frac{1}{(2\pi)^{3/2}} \int_{\mathbb{R}^3} e^{-i k \cdot x} f(t, x) dx, \quad \text{a.e.} \ k \in \mathbb{R}^3.$$

Proposition 2.8. The map $\mathcal{S}(\mathbb{R}^4) \ni f \mapsto A_\mu(f)$ is an operator-valued distribution on $\mathbb{R}^4$ acting on $(\mathcal{F}, D(N_1^{1/2}))$ with

$$A_\mu(h \times g) \Psi = \int_{\mathbb{R}} h(t) A_\mu(t, g) \Psi dt, \quad h \in \mathcal{S}(\mathbb{R}), \ g \in \mathcal{S}(\mathbb{R}^3).$$

Moreover, if there exists an operator-valued distribution $\varphi_\mu$ on $\mathbb{R}^4$ acting on $(\mathcal{F}, D(N_1^{1/2}))$ satisfying that

$$\varphi_\mu(h \times g) \Psi = \int_{\mathbb{R}} h(t) A_\mu(t, g) \Psi dt, \quad h \in \mathcal{S}(\mathbb{R}), \ g \in \mathcal{S}(\mathbb{R}^3),$$

then

$$A_\mu(f) \Psi = \varphi(f) \Psi, \quad f \in \mathcal{S}(\mathbb{R}^4), \ \Psi \in D(N_1^{1/2}).$$

Proof. If there exists an operator-valued distribution $D_\mu$ on $\mathbb{R}^4$ acting on $(\mathcal{F}, D(N_1^{1/2}))$ with then

We call the operator-valued distribution $\mathcal{S}(\mathbb{R}^4) \ni f \mapsto A_\mu$ the quantized radiation field smeared with $f \in \mathcal{S}(\mathbb{R}^4)$ and denote the closure of $A_\mu(f)$ by the same symbol.
Theorem 2.9. For all \( f \in \mathcal{S}(\mathbb{R}^4) \) and \( \Psi \in D(N_t^{1/2}) \), the following equations hold:
\[ A_j(\Box f)\Psi = 0, \quad A_j(\Box f)\Psi = \int_{\mathbb{R}^4} \rho(x)dx f(x)\Psi, \]
\[ A_\mu(\partial^\mu f)\Psi = \frac{1}{\sqrt{2}} \left[ a_0(i\sqrt{\omega}F(f^*)) - a_3(i\sqrt{\omega}F(f^*)) + \frac{i}{\sqrt{2}} \int_{\mathbb{R}^3} \frac{F(S)(k)^*\hat{\rho}(k)}{\omega(k)} dk \right. \]
\[ \left. + a_0^*(i\sqrt{\omega}F(f)) - a_3^*(i\sqrt{\omega}F(f)) - \frac{i}{\sqrt{2}} \int_{\mathbb{R}^3} \frac{\hat{\rho}(k)^*F(f)(k)}{\omega(k)} dk \right] \Psi. \] (2.24)

Let us formulate the Gupta subsidiary condition as follows: We define the positive frequency part \([\partial^\mu A_\mu(f)]^{(+)}\) of \( \partial^\mu A_\mu(f) \) \((f \in \mathcal{S}(\mathbb{R}^4))\) by the closure of the operator
\[ i \sqrt{2} \left[ a_0(i\sqrt{\omega}F(f^*)) - a_3(i\sqrt{\omega}F(f^*)) - \frac{1}{\sqrt{2}} \int_{\mathbb{R}^3} \frac{F(S)(k)^*\hat{\rho}(k)}{\omega(k)} dk \right] \] (2.25)
and call the following condition for vectors \( \Psi \in \mathcal{F} \) the Gupta subsidiary condition
\[ [\partial^\mu A_\mu(f)]^{(+)}\Psi = 0, \quad f \in \mathcal{S}(\mathbb{R}^4). \] (2.26)

Remark 2.2. In the operator-valued distribution sense, \( \partial^\mu A_\mu(f) = -A_\mu(\partial^\mu f) \).

By (2.24), we observe, formally, that
\[ \partial^\mu A_\mu(x) = i \int_{\mathbb{R}^3} dk \sqrt{\frac{\omega(k)}{2(2\pi)^3}} \left[ e^{-i\omega(k)t+ikx} \left( a_0(k) - a_3(k) - \frac{\hat{\rho}(k)}{\omega(k)^{3/2}} \right) \right. \]
\[ \left. + e^{i\omega(k)t-ikx} \left( a_0^*(k) - a_3^*(k) - \frac{\hat{\rho}(k)}{\omega(k)^{3/2}} \right) \right], \] (2.27)
The positive frequency part \([\partial^\mu A(x)]^{(+)}\) of (2.27) is given by the term multiplied by \( e^{-i\omega(k)t} \):
\[ [\partial^\mu A(x)]^{(+)} = i \int_{\mathbb{R}^3} dk \sqrt{\frac{\omega(k)}{2(2\pi)^3}} \left[ \left( a_0(k) - a_3(k) - \frac{\hat{\rho}(k)}{\omega(k)^{3/2}} \right) \right], \]
which is the formal expression of (2.25).

We define the physical state space \( \mathcal{V}_{\text{phys}} \) by
\[ \mathcal{V}_{\text{phys}} := \left\{ \Psi \in \mathcal{F} \left| [\partial^\mu A_\mu(f)]^{(+)}\Psi = 0, \quad f \in \mathcal{S}(\mathbb{R}^4) \right. \right\}. \]

Lemma 2.10. \( \mathcal{V}_{\text{phys}} \) is a closed subspace.

Proof. We observe, by definition, that
\[ \mathcal{V}_{\text{phys}} = \bigcap_{f \in \mathcal{S}(\mathbb{R}^4)} \ker \left( [\partial^\mu A_\mu(f)]^{(+)} \right). \]
By the closedness of the operators \([\partial^\mu A(f)]^{(+)} \), \( \ker [\partial^\mu A_\mu(f)]^{(+)} \) is closed and so is \( \mathcal{V}_{\text{phys}} \).
It is easy to see, by (2.25), that a vector $\Psi \in \mathcal{F}$ satisfies the condition (2.26) if and only if
\begin{equation}
\left[ a_3(u) - a_0(u) + \frac{1}{\sqrt{2}} \int_{\mathbb{R}^3} \frac{u(k)^* \hat{\rho}(k)}{\omega(k)^{3/2}} \, dk \right] \Psi = 0, \quad u \in D, \tag{2.28}
\end{equation}
where $\overline{a_3(u) - a_0(u)}$ denotes the closure of $a_3(u) - a_0(u)$ and
\[ D = \{ \sqrt{\omega} F(f) \mid f \in \mathcal{S}(\mathbb{R}^4) \}. \]

**Lemma 2.11.** The subspace $D$ is dense in $L^2(\mathbb{R}^3)$.

**Proof.** By definition,
\[ F(f)(k) = \frac{1}{(2\pi)^{3/2}} \int_{\mathbb{R}^4} dt dx e^{i \omega(k) x - i k x} f(t, x) = (2\pi)^{1/2} (\mathcal{F} f)(-\omega(k), k), \quad k \in \mathbb{R}^3, \]
where $\mathcal{F} f$ denotes the Fourier transform of $f \in \mathcal{S}(\mathbb{R}^4)$. Since $\mathcal{F} f$ is an element of $\mathcal{S}(\mathbb{R}^4)$, for all $n \geq 0$,
\[ \omega(k)^n |\mathcal{F} f(-\omega(k), k)| \to 0, \quad |k| \to \infty, \]
which implies that, for all $f \in \mathcal{S}(\mathbb{R}^4)$, $\sqrt{\omega} F(f) \in L^2(\mathbb{R}^3)$: $D \subset L^2(\mathbb{R}^3)$. Indeed,
\[ \int_{\mathbb{R}^3} \frac{\omega(k)^n |\mathcal{F} f(-\omega(k), k)|^2}{\omega(k)^n} \, dk \]
\[ = \int_{|k| \leq R} \omega(k)^n |\mathcal{F} f(-\omega(k), k)|^2 \, dk + \int_{|k| \geq R} \omega(k)^n |\mathcal{F} f(-\omega(k), k)|^2 \frac{dk}{\omega(k)^n} \]
\[ \leq R \int_{\mathbb{R}^3} |\mathcal{F} f(-\omega(k), k)|^2 \, dk + \sup_{k \in \mathbb{R}^3} (\omega(k)^{n+1} |\mathcal{F} f(-\omega(k), k)|^2) \int_{|k| \geq R} \frac{dk}{\omega(k)^n} < \infty \]
for $R > 0$ with $n$ sufficiently large.

Let us arbitrarily fix $v \in C_0^\infty(\mathbb{R})$ and $w \in C_0^\infty(\mathbb{R}^3)$ and set $f = \hat{v} \times \hat{w} \in \mathcal{S}(\mathbb{R}^4)$ where $\hat{v}$ denotes the Fourier transform of $v$ and $\hat{w}$ the inverse Fourier transform of $w$. Then we have $\sqrt{\omega} F(f) = \sqrt{\omega} \hat{v}(\omega) w \in D$. Assuming that $g \in D^\perp$ we have
\[ \int_{\mathbb{R}^3} g^*(k) \sqrt{\omega(k)} v(\omega(k)) w(k) \, dk = 0. \]
By du Bois-Reymond lemma we observe that
\[ g^*(k) \sqrt{\omega(k)} v(\omega(k)) = 0, \quad \text{a.e.} k \in \mathbb{R}^3, \]
which implies that $g = 0$ in $L^2(\mathbb{R}^3)$.

\[ \square \]

### 2.4 Characterization of the physical subspace

Let us now characterize the physical subspace $\mathcal{V}_{\text{phys}}$. To this end, we solve the vector equation (2.28). The following lemma is well-known and easy to see. It is the key to solving (2.28).
Lemma 2.12. Let $\mathcal{F}(\mathcal{H})$ be the boson Fock space over a Hilbert space $\mathcal{H}$, $\mathcal{D} \subset \mathcal{F}(\mathcal{H})$ a dense subspace in $\mathcal{H}$ and $a_\mathcal{H}(f)$ ($f \in \mathcal{H}$) the annihilation operators on $\mathcal{F}(\mathcal{H})$. Then
\[
\{ \Psi \in \mathcal{F}(\mathcal{H}) \mid a_\mathcal{H}(f)\Psi = 0, \quad f \in \mathcal{D} \} = \{ \alpha \Omega_\mathcal{H} \mid \alpha \in \mathbb{C} \},
\]
where we denote by $\Omega_\mathcal{H}$ the Fock vacuum of $\mathcal{F}(\mathcal{H})$:
\[
\Omega_\mathcal{H} := \{ 1, 0, 0, \cdots \} \in \mathcal{F}(\mathcal{H}).
\]
(For the definitions of $\mathcal{F}(\mathcal{H})$ and $a_\mathcal{H}(f)$, see, e.g., [1].)
We use the notations of the above lemma from now on. It is convenient to introduce the following identification:
\[
\mathcal{F} = \mathcal{F}(\oplus^3 L^2(\mathbb{R}^3)) \sim \mathcal{F}(\oplus^3 L^2(\mathbb{R}^3)) \otimes \mathcal{F}(L^2(\mathbb{R}^3)) \quad (2.29)
\]
\[
\sim \mathcal{F}(L^2(\mathbb{R}^3)) \otimes \mathcal{F}(L^2(\mathbb{R}^3)) \otimes \mathcal{F}(L^2(\mathbb{R}^3)) \otimes \mathcal{F}(L^2(\mathbb{R}^3)). \quad (2.30)
\]
In these identifications, we recognize that
\[
a_1(f_1) + a_2(f_2) + a_3(f_3) + a_0(f_0) = a_{\oplus^3 L^2(\mathbb{R}^3)}(f_1, f_2, f_3, f_0)
\]
\[
\sim a_{L^2(\mathbb{R}^3)}(f_1, f_2, f_3) \otimes I + I \otimes a_{L^2(\mathbb{R}^3)}(f_0)
\]
\[
\sim a_{L^2(\mathbb{R}^3)}(f_1) \otimes I \otimes I \otimes I + I \otimes a_{L^2(\mathbb{R}^3)}(f_2) \otimes I \otimes I
\]
\[
+ I \otimes I \otimes a_{L^2(\mathbb{R}^3)}(f_3) \otimes I + I \otimes I \otimes I \otimes a_{L^2(\mathbb{R}^3)}(f_0)
\]
on $\mathcal{D}_0$, and so on.
We define a subspace $\mathcal{F}_3$ in the identification (2.29) by
\[
\mathcal{F}_3 := \mathcal{F}(\oplus^3 L^2(\mathbb{R}^3)) \otimes \{ \alpha \Omega_{L^2(\mathbb{R}^3)} \mid \alpha \in \mathbb{C} \}.
\]
We define a unitary operator $W$ by the relations
\[
W a_{\oplus^3 L^2(\mathbb{R}^3)}(f_1, f_2, f_3, f_0)W = a_{\oplus^3 L^2(\mathbb{R}^3)}\left( f_1, f_2, \frac{f_3 + f_0}{\sqrt{2}}, \frac{f_3 - f_0}{\sqrt{2}} \right) \quad (2.31)
\]
with $W \Omega = \Omega$.
For each $f \in L^2(\mathbb{R}^3)$, $\phi_\mu(f)$ denotes the closure of the operator
\[
\frac{1}{\sqrt{2}} \left[ a_\mu(f) + a_\mu^*(f) \right].
\]
It is well known that $\phi_\mu(f)$ is a selfadjoint operator: $\phi_\mu(f) = \phi_\mu(f)^*$. If $\rho \in H_{-3/2}^2(\mathbb{R}^3)$, then one can define the unitary operator $e^{-i\phi_3(i\hat{\rho}/\omega^{3/2})}$ generated by $\phi_3(i\hat{\rho}/\omega^{3/2})$. Let us define a unitary operator $U_\rho$ by
\[
U_\rho = We^{-i\phi_3(i\hat{\rho}/\omega^{3/2})}. \quad (2.32)
\]
Lemma 2.13. Let $\rho \in H_{-3/2}^2(\mathbb{R}^3)$. Then, for all $(f_1, f_2, f_3, f_0) \in \oplus^3 L^2(\mathbb{R}^3)$,
\[
U_\rho a_{\oplus^3 L^2(\mathbb{R}^3)}(f_1, f_2, f_3, f_0)U_\rho^* = a_{\oplus^3 L^2(\mathbb{R}^3)}\left( f_1, f_2, \frac{f_3 + f_0}{\sqrt{2}}, \frac{f_3 - f_0}{\sqrt{2}} \right)
\]
\[
- \frac{1}{\sqrt{2}} \int_{\mathbb{R}^3} \frac{f_3(k)^* \hat{\rho}(k)}{\omega(k)^{3/2}} \, dk. \quad (2.33)
\]
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Theorem 2.14. Let $\rho \in H^{-1/2}_\omega(\mathbb{R}^3) \cap H^{-3/2}_\omega(\mathbb{R}^3)$. Then

$$V_{\text{phys}} = U^*_\rho \mathcal{F}_3.$$  \hspace{1cm} (2.34)

and $V_{\text{phys}}$ is non-negative.

Proof. By Lemma 2.13, we observe that

$$U^*_\rho \left[ a_{\mathbb{R}^3}L^2(0, 0, u, -u) + \frac{1}{\sqrt{2}} \int_{\mathbb{R}^3} \frac{u(k)\hat{\rho}(k)}{\omega(k)^{3/2}} \, dk \right] U^*_\rho = \sqrt{2} a_{\mathbb{R}^3}L^2(0, 0, 0, u).$$

Hence, by (2.28), $\Psi \in V_{\text{phys}}$ if and only if

$$\sqrt{2} U^*_\rho a_{\mathbb{R}^3}L^2(0, 0, 0, u) U^*_\rho \Psi = 0, \quad u \in D.$$

By the unitarity of $U^*_\rho$ and the identification (2.29), (2.4) is equivalent to the condition

$$I \otimes a_{\mathbb{R}^3}(u) U^*_\rho \Psi = 0, \quad u \in D.$$

Thus, by Lemma (2.12), we have

$$U^*_\rho V_{\text{phys}} = \mathcal{F}_3,$$

which implies (2.34).

Let us now prove the latter half of theorem. We set

$$\mathcal{F}_2 = \mathcal{F}(L^2(\mathbb{R}^3)) \otimes \mathcal{F}(L^2(\mathbb{R}^3)) \otimes \{ \alpha \Omega_{\mathbb{R}^3} | \alpha \in \mathbb{C} \} \otimes \{ \alpha \Omega_{\mathbb{R}^3} | \alpha \in \mathbb{C} \}$$

in the identification (2.30). We observe that

$$\mathcal{F}_3 = \mathcal{F}_2 \oplus [\mathcal{F}_2^\perp \cap \mathcal{F}_3],$$

where we denote by $\mathcal{M}^\perp$ the (Hilbert) orthogonal complement of a set $\mathcal{M}$.

For all $\Psi \in V_{\text{phys}}$, there exists a $\Phi \in \mathcal{F}_3$ and we can uniquely write

$$\Phi = \Phi_0 + \Phi_{\geq 1},$$

where

$$\Phi_0 \in \mathcal{F}_2, \quad \Phi_{\geq 1} \in \mathcal{F}_2^\perp \cap \mathcal{F}_3.$$

By the definitions of $U^*_\rho$ and $\eta$, we observe that

$$U^*_\rho \Phi_0 = \Phi_0, \quad \eta \Phi_0 = \Phi_0.$$

Hence we have

$$\langle \Psi | \Psi \rangle = \langle U^*_\rho (\Phi_0 + \Phi_{\geq 1}), \eta U^*_\rho (\Phi_0 + \Phi_{\geq 1}) \rangle$$

$$= \langle \Phi_0, \Phi_0 \rangle + \langle \Phi_{\geq 1}, \Phi_{\geq 1} \rangle + \langle \Phi_0, \Phi_{\geq 1} \rangle + \langle U^*_\rho \Phi_{\geq 1}, \eta U^*_\rho \Phi_{\geq 1} \rangle$$

$$= \langle \Psi_0, \Psi_0 \rangle + \langle U^*_\rho \Phi_{\geq 1}, \eta U^*_\rho \Phi_{\geq 1} \rangle.$$  \hspace{1cm} (2.36)

The first term in the right hand side of (2.36) is non-negative.

Let us show that the second term of (2.36) vanishes. We set

$$\mathcal{F}_{3, \text{fin}}(D) = \mathcal{L} \{ a_{j_1}^\dagger(u_1) \cdots a_{j_n}^\dagger(u_n) \Omega | u_{j_i} \in D, \quad j_i = 1, 2, 3, \quad n \geq 0 \},$$
where we denote by \( \mathcal{L} \mathcal{M} \) the linear span of a set \( \mathcal{M} \). We observe that \( \mathcal{F}_{3,\text{fin}}(D) \) is dense in \( \mathcal{F}_3 \). Hence there exists a sequence \( \{\Phi_{\geq 1,n}\}_n \subset \mathcal{F}_{3,\text{fin}}(D) \) of the form

\[
\Phi_{\geq 1,n} = \sum_k a_k^{(n)}(u_k^{(n)})\phi_k^{(n)}, \quad u_k^{(n)} \in D \setminus \{0\}, \quad \phi_k^{(n)} \in \mathcal{F}_{3,\text{fin}} \tag{2.37}
\]

such that \( \Phi_{\geq 1,n} \to \Phi_{\geq 1} \) \((n \to \infty)\). By (2.33), we observe that

\[
a_{\oplus \ast L^2(\mathbb{R}^3)}(0,0,u,0) U_\rho = \frac{1}{\sqrt{2}} U_\rho \left[ a_{\oplus \ast L^2(\mathbb{R}^3)}(0,0,u,0) + \frac{1}{\sqrt{2}} \int_{\mathbb{R}^3} \frac{u(k)\ast \hat{\rho}(k)}{\omega(k)^{3/2}} dk \right],
\]

which implies that

\[
U_\rho^* a_{\oplus \ast L^2(\mathbb{R}^3)}(0,0,u,0)^* = \frac{1}{\sqrt{2}} \left[ a_{\oplus \ast L^2(\mathbb{R}^3)}(0,0,u,0)^* + \frac{1}{\sqrt{2}} \int_{\mathbb{R}^3} \frac{u(k)\ast \hat{\rho}(k)^*}{\omega(k)^{3/2}} dk \right] U_\rho^*.
\]

Hence, by (2.35), (2.37) and (2.38), we have

\[
\langle U_\rho^* \Phi_{\geq 1}, \eta U_\rho^* \Phi_{\geq 1} \rangle = \lim_{n \to \infty} \sum_k \langle U_\rho^* \Phi_{\geq 1} \eta U_\rho^* a_{3}(u_k^{(n)})\phi_k^{(n)} \rangle
\]

\[
= \lim_{n \to \infty} \frac{1}{\sqrt{2}} \sum_k \left\langle U_\rho^* \Phi_{\geq 1} \eta \left( \hat{a}_3(u_k^{(n)}) - a_0(u_k^{(n)}) \hat{a}_3(u_k^{(n)}) \right) + \frac{1}{\sqrt{2}} \int_{\mathbb{R}^3} \frac{u_k^{(n)}(k)\ast \hat{\rho}(k)}{\omega(k)^{3/2}} dk \right\rangle \left\langle U_\rho^* \Phi_{\geq 1} \right\rangle
\]

\[
= \lim_{n \to \infty} \frac{1}{\sqrt{2}} \sum_k \left\langle U_\rho^* a_3(u_k^{(n)}) \right\rangle \left\langle \Phi_{\geq 1} \right\rangle.
\]

We observe, by \( \Phi_{\geq 1} \in \mathcal{F}_3 \), that \( a_3(u_k^{(n)}) \Phi_{\geq 1} = 0 \) and hence, by (2.39), that

\[
\langle U_\rho^* \Phi_{\geq 1}, \eta U_\rho^* \Phi_{\geq 1} \rangle = 0.
\]

Therefore, by (2.36), we have

\[
\langle \Psi | \Psi \rangle = \langle \Phi_0, \Phi_0 \rangle \geq 0.
\]

\[\square\]

**Remark 2.3.** By the above theorem, we observe that, if \( \rho \in H^{-1/2}(\mathbb{R}^3) \cap H^{-3/2}(\mathbb{R}^3) \), then \( \mathcal{V}_{\text{phys}} \) is not trivial, i.e. \( \mathcal{V}_{\text{phys}} \neq \{0\} \).

Let \( H_{1,k} \) \((k = 2,3)\) be selfadjoint operators given by

\[
H_{1,k} = \sum_{j \leq k} \int_{\mathbb{R}^3} \omega(k) a_j^*(k)a_j(k) dk.
\]

If \( \rho \in H^{-1}(\mathbb{R}^3) \), we define a scalar quantity \( E_\rho \in \mathbb{R} \) by

\[
E_\rho = \frac{1}{2} \int d\mathbf{k} \frac{|\hat{\rho}(k)|^2}{\omega(k)^2}.
\]

18
If \( \rho \in H^{-3/2}_3(\mathbb{R}^3) \), we define a non-zero vector \( \Psi_\rho \) by

\[
\Psi_\rho = C_\rho \sum_{n=0}^{\infty} a_0^* \left( \frac{\hat{\rho}(k)^2}{\omega(k)^{3/2}} \right)^n \Omega,
\]

where \( C_\rho \) is the normalized constant and

\[
C_\rho = \exp \left( -\frac{1}{2} \int_{\mathbb{R}^3} \frac{|\hat{\rho}(k)|^2}{\omega(k)^{3/2}} \, dk \right).
\]

**Theorem 2.15.** Let \( \rho \in H^{-1/2}_3(\mathbb{R}^3) \cap H^{-3/2}_3(\mathbb{R}^3) \). For all \( \Psi \in \mathcal{V}_{\text{phys}} \cap D(H) \), \( H\Psi \in \mathcal{V}_{\text{phys}} \) and, for \( \Psi' \in \mathcal{V}_{\text{phys}} \),

\[
\langle \Psi' | H | \Psi \rangle = \langle \Psi' | [H_{f,2} + E_\rho] | \Psi \rangle.
\]

The vector \( \Psi_\rho \) is an element of \( \mathcal{V}_{\text{phys}} \) and an eigenvalue of \( H \) corresponding to an eigenvalue \( E_\rho \):

\[
H \Psi_\rho = E_\rho \Psi_\rho.
\]

**Proof.** We observe that

\[
U_\rho H U_\rho^* = W e^{-i\phi_3(i\hat{\rho}/\sqrt{\omega})} [H_f + H_{\text{int}}] e^{i\phi_3(i\hat{\rho}/\sqrt{\omega})} W
\]

\[
= W \left[ e^{-i\phi_3(i\hat{\rho}/\sqrt{\omega})} H_f e^{i\phi_3(i\hat{\rho}/\sqrt{\omega})} + H_{\text{int}} \right] W
\]

\[
= W \left\{ H_f - \phi_3 \left( \frac{\hat{\rho}}{\sqrt{\omega}} \right) + E_\rho + H_{\text{int}} \right\} W.
\]

By (2.31), we have

\[
WH_f W = H_f
\]

\[
W \phi_3 \left( \frac{\hat{\rho}}{\sqrt{\omega}} \right) W = \frac{1}{\sqrt{2}} \left[ \phi_3 \left( \frac{\hat{\rho}}{\sqrt{\omega}} \right) + \phi_0 \left( \frac{\hat{\rho}}{\sqrt{\omega}} \right) \right],
\]

\[
WH_{\text{int}} W = \frac{1}{2} \left[ a_3 \left( \frac{\hat{\rho}}{\sqrt{\omega}} \right)^2 - a_0 \left( \frac{\hat{\rho}}{\sqrt{\omega}} \right)^2 - a_3^* \left( \frac{\hat{\rho}}{\sqrt{\omega}} \right) + a_0^* \left( \frac{\hat{\rho}}{\sqrt{\omega}} \right) \right].
\]

Hence we obtain

\[
U_\rho H U_\rho^* = H_f - a_0 \left( \frac{\hat{\rho}}{\sqrt{\omega}} \right) - a_3^* \left( \frac{\hat{\rho}}{\sqrt{\omega}} \right) + E_\rho.
\]

Let \( \Psi \in \mathcal{V}_{\text{phys}} \cap D(H) \). For the same reason as in the proof of Theorem 2.14, there exists a \( \Phi \in \mathcal{F}_3 \) such that \( \Psi = U_\rho^* \Phi \) with

\[
\Phi = \Phi_0 + \Phi_{\geq 1} \subseteq \mathcal{F}_2 \oplus \mathcal{F}_3^0 \cap \mathcal{F}_3.
\]

Hence, by (2.43) and (2.44), we have

\[
H \Psi = U_\rho^* \left[ H_f - a_0 \left( \frac{\hat{\rho}}{\sqrt{\omega}} \right) - a_3^* \left( \frac{\hat{\rho}}{\sqrt{\omega}} \right) + E_\rho \right] \Phi
\]

\[
= U_\rho^* \left[ H_{f,3} - a_3^* \left( \frac{\hat{\rho}}{\sqrt{\omega}} \right) + E_\rho \right] \Phi.
\]
Since
\[ H_{1,3} - a_3^* \left( \frac{\hat{\rho}}{\sqrt{\omega}} \right) + E_\rho \right] \Phi \in \mathcal{F}_3, \]
we obtain \( H\Psi \in \mathcal{V}_{\text{phys}} \). On the other hand, we can write
\[ H_{1,3} - a_3^* \left( \frac{\hat{\rho}}{\sqrt{\omega}} \right) + E_\rho \right] \Phi = \Xi_0 + \Xi_{\geq 1}, \]
where
\[ \Xi_0 = [H_{1,2} + E_\rho] \Phi_0 \in \mathcal{F}_2, \]
\[ \Xi_{\geq 1} = \left[ H_{1,3} - a_3^* \left( \frac{\hat{\rho}}{\sqrt{\omega}} \right) + E_\rho \right] \Phi_{\geq 1} - a_3^* \left( \frac{\hat{\rho}}{\sqrt{\omega}} \right) \Phi_0 \in \mathcal{F}_2 \cap \mathcal{F}_3. \]
In the same way as in the proof of Theorem 2.14, for all \( \Psi' \in \mathcal{V}_{\text{phys}} \),
\[ \langle \Psi' | H \Psi \rangle = \langle \Psi' | \Xi_0 \rangle = \langle \Psi' | [H_{1,2} + E_\rho] U_\rho^* \Phi_0 \rangle. \]
Since \([H_{1,2} + E_\rho] \Phi_{\geq 1} \in \mathcal{F}_2 \cap \mathcal{F}_3 \) is commuting with \( U_\rho^* \), we have
\[ \langle \Psi' | [H_{1,2} + E_\rho] U_\rho^* \Phi_{\geq 1} \rangle = \langle \Psi' | U_\rho^* \Phi_{\geq 1} [H_{1,2} + E_\rho] \rangle = 0, \]
which, combined with the above equation, implies the equation (2.40).

The equation (2.41) follows from direct calculation.

**Theorem 2.16.** (infrared divergence) Let \( \rho \in H^{-1}_\omega(\mathbb{R}^3) \cap H^{-1/2}_\omega(\mathbb{R}^3) \). If \( \rho \not\in H^{-3/2}_\omega(\mathbb{R}^3) \), then
\[ \mathcal{V}_{\text{phys}} = \{0\}. \]

**Proof.** Let us assume that there exists a physical state \( \Psi = \in \mathcal{V}_{\text{phys}} \setminus \{0\} \). Then there exists a positive integer \( n_0 \in \mathbb{N} \) such that \( \Psi^{(n_0)} \neq 0 \) and, for all \( u \in D \),
\[ \langle \Psi^{(n_0)}, a_{\omega^*} L^2(\mathbb{R}^3)(u, 0, 0, -u) \Psi \rangle = C_{n_0} \int_{\mathbb{R}^3} \frac{u^*(k)g(k)}{\omega(k)} dk, \]
where we set
\[ C_{n_0} := \frac{1}{\sqrt{2}} \int_{\mathbb{R}^{3n_0}} \prod_{j=1}^{n_0} dk_j \sum_{\mu_1, \cdots, \mu_{n_0}} |\Psi^{(n_0)}(\mu_1, \cdots, \mu_{n_0}, k_1, \cdots, k_{n_0})|^2 < \infty. \]

By (2.11), we have, for all \( u \in D \)
\[ \left| \int_{\mathbb{R}^3} \frac{u^*(k)g(k)}{\omega(k)} dk \right| \leq \frac{1}{C_{n_0}} |(a_{\omega^*} L^2(\mathbb{R}^3)(u, 0, 0, -u) \Psi^{(n_0)}, \Psi)| \]
\[ \leq \frac{\| \Psi \|}{C_{n_0}} \| a_{\omega^*} L^2(\mathbb{R}^3)(u, 0, 0, -u) \Psi^{(n_0)} \| \]
\[ \leq \sqrt{2} \| \Psi \| \int_{\mathbb{R}^3} |u(k)|^2 dk (N_f + 1)^{1/2} \| \Psi^{(n_0)} \| \]
\[ \leq \sqrt{2} (n_0 + 1) \| \Psi \| \| \Psi^{(n_0)} \| \frac{1}{C_{n_0}} \int_{\mathbb{R}^3} |u(k)|^2 dk. \]
Hence, by the density of \( D \), there exists a bounded linear functional \( L \) on \( L^2(\mathbb{R}^3) \) such that
\[
L(u) = \int_{\mathbb{R}^3} \frac{g(k)^* u(k)}{\omega(k)} \, dk, \quad u \in D.
\]
By Riesz representation theorem, there exists a vector \( g \in L^2(\mathbb{R}^3) \) such that
\[
L(f) = \int_{\mathbb{R}^3} g(k)^* f(k) \, dk, \quad f \in L^2(\mathbb{R}^3).
\]
In particular,
\[
\int_{\mathbb{R}^3} g(k)^* u(k) \frac{1}{\omega(k)} \, dk = \int_{\mathbb{R}^3} g(k) u(k) \, dk, \quad u \in D.
\] \tag{2.45}

Let \( f := \hat{v} \times \hat{w} \in \mathcal{S}(\mathbb{R}^4) \) with \( v \in C^\infty_0(\mathbb{R}) \) and \( w \in C^\infty_0(\mathbb{R}^3) \) and set
\[
u := \sqrt{\omega} F(f) = \sqrt{\omega} v(\omega) w \in D.
\]
By (2.45), we have
\[
\int_{\mathbb{R}^3} \left( \frac{\hat{\rho}(k)^*}{\omega(k)} - \sqrt{\omega(k)} g(k) \right) v(\omega(k)) w(k) \, dk = 0.
\]
Using du Bois-Reymond lemma, we observe that
\[
g^* = \frac{\hat{\rho}}{\omega^{3/2}} \in L^2(\mathbb{R}^3),
\]
which contradicts the condition \( \rho \notin H^{-3/2}_\omega(\mathbb{R}^3) \). \( \square \)

### 2.5 Example of the electrostatic field

We consider a distribution density \( \rho \) of charged particles with charge \( e \) and positions \( \xi_n \in \mathbb{R}^3 \):
\[
\rho(x) = e \sum_{n=1}^{N} \delta(x - \xi_n), \quad \xi_n \neq \xi_m \ (n \neq m).
\]
The Fourier transform of \( \rho \) is of the form
\[
\hat{\rho}(k) = \frac{e}{(2\pi)^{3/2}} \sum_{n=1}^{N} e^{-ik \cdot \xi_n}.
\]

For \( \sigma, \kappa > 0 \), we set
\[
\rho_{\sigma,\kappa}(x) = \frac{1}{(2\pi)^{3/2}} \int_{\sigma \leq |k| \leq \kappa} \hat{\rho}(k) e^{ik \cdot x} \, dk.
\]
The Fourier transform of \( \rho_{\sigma,\kappa} \) is given by
\[
\hat{\rho}_{\sigma,\kappa}(k) = \frac{e}{(2\pi)^{3/2}} \sum_{n=1}^{N} I_{[\sigma,\kappa]}(k) e^{-ik \cdot \xi_n},
\]
where \( I_{[\sigma, \kappa]} \) is the indicator function of the set \( \{ \mathbf{k} \mid \sigma \leq |\mathbf{k}| \leq \kappa \} \). We observe that \( \rho_{\sigma, \kappa} \) converges to \( \rho \):

\[
\lim_{\sigma \to 0, \kappa \to \infty} \rho_{\sigma, \kappa} = \rho \quad \text{in} \quad \mathcal{S}'(\mathbb{R}^3).
\]

It is easy to see that

\[
\rho_{\sigma, \kappa} \in \mathcal{H}^s(\mathbb{R}^3), \quad s \in \mathbb{R}.
\]

In particular, we have \( \rho_{\sigma, \kappa} \in \mathcal{H}^{-1/2}(\mathbb{R}^3) \cap \mathcal{H}^{-3/2}(\mathbb{R}^3) \). We observe, by Theorem 2.14 and Remark 2.3, that the physical subspace \( \mathcal{V}_{\text{phys}} \) is not trivial and, by Theorem 2.15, that the Hamiltonian \( H \) has the expression

\[
\langle \Phi \mid H \Psi \rangle = \left\langle \Phi \left| \sum_{j=1,2} \int_{\mathbb{R}^3} d\mathbf{k} \omega(\mathbf{k}) a_j^*(\mathbf{k}) a_j(\mathbf{k}) + E_{\rho_{\sigma, \kappa}} \right| \Psi \right\rangle
\]

for all \( \Phi \in \mathcal{V}_{\text{phys}} \) and \( \Psi \in \mathcal{V}_{\text{phys}} \cap D(H_j^2) \). We can write

\[
E_{\rho_{\sigma, \kappa}} = \frac{1}{2} \int d\mathbf{k} \frac{|\hat{\rho}_{\sigma, \kappa}(\mathbf{k})|^2}{\omega(\mathbf{k})^2} = E_{\sigma, \kappa} + V_{\sigma, \kappa},
\]

where

\[
E_{\sigma, \kappa} = \frac{e^2 N}{2(2\pi)^{3/2}} \int_{|\mathbf{k}| \leq \kappa} \frac{1}{\omega(\mathbf{k})^2} d\mathbf{k}
\]

and

\[
V_{\sigma, \kappa} = \sum_{n \neq m} \frac{e^2}{2(2\pi)^{3/2}} \int_{|\mathbf{k}| \leq \kappa} \frac{e^{i \mathbf{k} \cdot (\mathbf{x}_n - \mathbf{x}_m)}}{\omega(\mathbf{k})^2} d\mathbf{k}.
\]

It is easy to see that

\[
\lim_{\sigma \to 0, \kappa \to \infty} E_{\sigma, \kappa} = \infty, \quad \lim_{\sigma \to 0, \kappa \to \infty} V_{\sigma, \kappa} = \sum_{n < m} \frac{e^2}{4\pi |\mathbf{x}_n - \mathbf{x}_m|}
\]

(see [1] for details). Hence we have

\[
\lim_{\sigma \to 0, \kappa \to \infty} \langle \Phi \mid [H - E_{\sigma, \kappa}] \Psi \rangle = \left\langle \Phi \left| \sum_{j=1,2} \int_{\mathbb{R}^3} d\mathbf{k} \omega(\mathbf{k}) a_j^*(\mathbf{k}) a_j(\mathbf{k}) + \sum_{n < m} \frac{e^2}{4\pi |\mathbf{x}_n - \mathbf{x}_m|} \right| \Psi \right\rangle
\]

for all \( \Phi \in \mathcal{V}_{\text{phys}} \) and \( \Psi \in \mathcal{V}_{\text{phys}} \cap D(H_j^2) \). The first term of the right hand side in the above equation is the Hamiltonian of the transverse wave of the photon and the second term is the Coulomb interaction between the charged particles.

Let us next consider the case where the distribution \( \rho_\kappa \) given by

\[
\rho_\kappa(x) = \frac{1}{(2\pi)^{3/2}} \int_{|\mathbf{k}| \leq \kappa} \hat{\rho}(\mathbf{k}) e^{i \mathbf{k} \cdot x} d\mathbf{k},
\]

which is infrared singular: \( \rho_\kappa \notin H_{-3/2}(\mathbb{R}^3) \). Indeed, since \( |\hat{\rho}(0)|^2 = (2\pi)^{-3} e^2 N^2 > 0 \), for sufficiently small \( 0 < \delta < \kappa \),

\[
\int_{\mathbb{R}^3} \frac{|\hat{\rho_\kappa}(\mathbf{k})|^2}{\omega(\mathbf{k})^3} = \int_{|\mathbf{k}| \leq \kappa} \frac{|\hat{\rho}(\mathbf{k})|^2}{\omega(\mathbf{k})^3} \geq \int_{|\mathbf{k}| \leq \delta} \frac{C_\delta}{\omega(\mathbf{k})^3} = \infty,
\]

(22)
where \( C_\alpha := \inf_{|k| \leq \delta} |\hat{\rho}(k)|^2 > 0 \). On the other hand, we observe that, for all \( \alpha < 3/2 \),
\[
\int_{\mathbb{R}^3} \frac{|\hat{\rho}(k)|^2}{\omega(k)^{2\alpha}} = \int_{|k| \leq \kappa} \frac{|\hat{\rho}(k)|^2}{\omega(k)^{2\alpha}} \leq \int_{|k| \leq \kappa} \frac{e^{2N^2}}{(2\pi)^3 \omega(k)^{2\alpha}} < \infty.
\]
In particular, we have \( \rho \in H^{-1/2}_\omega(\mathbb{R}^3) \cap H_{\omega}^{-1}(\mathbb{R}^3) \). In this case, by Theorem 2.16, the physical subspace is trivial.

## 3 Non-Fock representation

Assume that \( \rho \not\in H^{-3/2}_\omega(\mathbb{R}^3) \) but that \( \rho \in H_{-1/2}(\mathbb{R}^3) \cap H^{-1}_\omega(\mathbb{R}^3) \). In this section, by using the non-Fock representation, we construct the quantized radiation field interacting with the classical source \( \rho \) such that the physical subspace is not trivial.

Let
\[
a^L_\mu(f) = a_\mu(f) + \frac{\delta_{\mu 0}}{\sqrt{2}} \int_{\mathbb{R}^3} f^*(k)^* \hat{\rho}(k) \frac{\omega(k)^{2\alpha}}{\omega(k)^{2\alpha}} dk, \quad f \in D(\omega^{-1/2}),
\]
which obeys the CCRs on \( F_0 \):
\[
[a^L_\mu(f), a^L_\nu^*(g)] = -\delta_{\mu \nu} \int_{\mathbb{R}^3} f^*(k) \hat{\rho}(k) g(k) dk,
\]
\[
[a^L_\mu(f), a^L_\nu(g)] = [a^L_\nu^*(f), a^L_\mu^*(g)] = 0.
\]
It is well known and easy to see, from \( \rho \not\in H^{-3/2}_\omega(\mathbb{R}^3) \), that the transformation
\[
a_\mu(f) \longrightarrow a^L_\mu(f), \quad a_\mu^*(f) \longrightarrow a^L_\mu^*(f)
\]
is not proper (see [1] for details), i.e. there is no unitary operator \( U \) such that \( a^L_\mu(f) = U a_\mu(f) U^* \) and \( a^L_\mu^*(f) = U a_\mu^*(f) U^* \). Hence, the representation \( \{ a^L_\mu(f) \} | f \in D(\omega^{-1/2}) \} \) of the CCRs is not equivalent to the representation \( \{ a_\mu(f) \} | f \in D(\omega^{-1/2}) \} \).

Let us construct the solution of the radiation operators by using the representation \( \{ a^L_\mu(f) \} | f \in D(\omega^{-1/2}) \} \) of the CCRs. For all \( t \in \mathbb{R} \) and \( f \in \mathcal{F}(\mathbb{R}^3) \), we set
\[
A^L_\mu(t, f) := \frac{1}{\sqrt{2}} \sum_{\lambda=1}^3 \left[ a_\lambda \left( e^{i\mu(k) t} \sqrt{\omega(k)} \right) + a^\dagger_\lambda \left( e^{i\mu(k) t} \sqrt{\omega(k)} \right) \right], \quad j = 1, 2, 3,
\]
\[
A^L_0(t, f) := \frac{1}{\sqrt{2}} \left[ a_0 \left( \frac{\omega(k)^{2\alpha}}{\sqrt{\omega(k)}} \right) + L(f)^* + a_0 \left( \frac{\omega(k)^{2\alpha}}{\sqrt{\omega(k)}} \right) + L(f)^* \right],
\]
where
\[
L(f) = \frac{1}{\sqrt{2}} \int_{\mathbb{R}^3} \frac{\hat{f}(k)^* \hat{\rho}(k)}{\omega(k)^{2\alpha}} dk.
\]
We observe that, for all $f \in \mathcal{S} (\mathbb{R}^3)$,

$$A^L_j (0, f) = \frac{1}{\sqrt{2}} \sum_{\lambda = 1}^{3} \left[ a^\lambda_0 \left( e^{(\lambda)} \frac{\hat{f}_e}{\sqrt{\omega}} \right) + a^\dagger_0 \left( e^{(\lambda)} \frac{\hat{f}}{\sqrt{\omega}} \right) \right], \quad j = 1, 2, 3, \quad (3.1)$$

$$A^L_0 (0, f) = \frac{1}{\sqrt{2}} \left[ a^0_0 \left( \frac{\hat{f}_0}{\sqrt{\omega}} \right) + a^\dagger_0 \left( \frac{\hat{f}}{\sqrt{\omega}} \right) \right]. \quad (3.2)$$

Hence,

$$A_\mu (0, f) \neq A^L_\mu (0, f).$$

For $n \geq 1$ we set

$$A^{(n)}_\mu (t, f) := \frac{1}{\sqrt{2}} \sum_{\lambda = 1}^{3} \left[ a^\lambda \left( e^{(\lambda)} (i\omega)^n e^{it\omega} \hat{f}_e \right) + a^\dagger \left( e^{(\lambda)} (i\omega)^n e^{it\omega} \hat{f} \right) \right], \quad j = 1, 2, 3,$n

$$A^{(n)}_\mu (t, f) \Psi := \frac{1}{\sqrt{2}} \left[ a_0 \left( (i\omega)^n e^{it\omega} \hat{f}_e \right) + a^\dagger_0 \left( (i\omega)^n e^{it\omega} \hat{f} \right) \right].$$

In particular, we write $A^{(1)}_\mu = \hat{A}_\mu$ and $A^{(2)}_\mu = \hat{A}_\mu^2$. In the same way as in Section 2, we observe that the map $\mathcal{S} (\mathbb{R}^3) \ni f \mapsto A^{(n)}_\mu (t, f)$ is an operator-valued distribution on $\mathbb{R}^3$ acting on $(\mathcal{F}, D(N_{1/2}^f))$ and that, for all $f \in \mathcal{S} (\mathbb{R}^3)$ and $\Psi \in D(N_{1/2}^f)$, the map $\mathbb{R} \ni t \mapsto A^{(n)}_\mu (t, f) \Psi$ is infinitely differentiable and, for all $n \geq 1, t \in \mathbb{R}$ and $f \in \mathcal{S} (\mathbb{R}^3)$,

$$\frac{d^n}{dt^n} A^{(n)}_\mu (t, f) \Psi := A^{(n)}_\mu (t, f) \Psi.$$n

It is easy to see that a similar consequence as Theorem 2.5 hold:

**Theorem 3.1.** *(Heisenberg equations and field equations)*

(i) *(observable)* For all real-valued functions $f \in \mathcal{S} (\mathbb{R}^3)$, $A^{(n)}_\mu (f) \ (n \geq 0)$ are essentially $\eta$-selfadjoint on $\mathcal{F}_0$.

(ii) *(equal-time commutation relation)* For all $f, g \in \mathcal{S} (\mathbb{R}^3)$,

$$[A^{(n)}_\mu (t, f), \hat{A}^{(n)}_\mu (t, g)] = ig_{\mu \nu} \int_{\mathbb{R}^3} f(k)g(k)dk,$n

$$[A^{(n)}_\mu (t, f), A^{(n)}_\mu (t, g)] = [\hat{A}^{(n)}_\mu (t, f), \hat{A}^{(n)}_\mu (t, g)] = 0, \quad \text{on } \mathcal{F}_0.$$

(iii) *(Heisenberg equations)* For all $f \in \mathcal{S} (\mathbb{R}^3)$ and $\Psi \in \mathcal{F}_0$,

$$\dot{A}^{(n)}_\mu (t, f) \Psi = i[H^L, A^{(n)}_\mu (t, f)] \Psi, \quad (3.3)$$

where

$$H^L = H_t + E_p. \quad (3.4)$$

(iv) *(field equations)* For all $f \in \mathcal{S} (\mathbb{R}^3)$

$$\dot{A}^L_j (t, f) = A^L_j (t, \Delta f),$$

$$\dot{A}^0_0 (t, f) = A^0_0 (t, \Delta f) + \int_{\mathbb{R}^3} \rho(x)f(x)dx.$$
Hence we see that the operator-valued distribution \( \mathcal{S}(\mathbb{R}^3) \ni f \mapsto A^L(t, f) \) is the solution of the field equations (2.14) and (2.15) with the initial values (3.1) and (3.2). For the uniqueness of the solution, we also have similar consequences as Theorem 2.6 and Corollary 2.7. It is clear that the operator \( H^L \) defined by (3.4) is \( \eta \)-selfadjoint. By the equation (3.3), we see that \( H^L \) is the Hamiltonian of the radiation fields interacting with the classical source \( \rho \).

**Remark 3.1.** Formally, the Hamiltonian \( H^L \) in this representation is given by

\[
H^L = \int_{\mathbb{R}^3} \omega(k) \sum_{j=1}^3 \left[ a^{L+}_j(k) a^{L}_j(k) - a^{L-}_0(k) a^{L}_0(k) \right] + \int_{\mathbb{R}^3} \frac{dk}{\sqrt{2|k|}} \left[ \hat{\rho}(k)^* a^{L}_0(k) + \hat{\rho}(k) a^{L+}_0(k) \right],
\]

where we denote

\[
a^{L}_\mu(k) = a_\mu(k) + \frac{\delta_{\mu0}}{\sqrt{2 \omega(k)^3/2}}, \quad a^{L+}_\mu(k) = a^{\dagger}_\mu(k) + \frac{\delta_{\mu0}}{\sqrt{2 \omega(k)^3/2}}.
\]

Hence, by direct calculation, we see that the expression (3.5) of \( H^L \) is formally equal to (3.4).

Similarly as Proposition 2.8, for all \( f \in \mathcal{S}(\mathbb{R}^4) \), there exists a unique operator \( A^L_\mu(f) \) such that, for all \( h \in \mathcal{S}(\mathbb{R}) \) and \( g \in \mathcal{S}(\mathbb{R}^3) \),

\[
A^L_\mu(h \times g) \Psi = \int_{\mathbb{R}} h(t) A^L_\mu(t, g) \Psi dt, \quad h \in \mathcal{S}(\mathbb{R}), \; g \in \mathcal{S}(\mathbb{R}^3), \; \Psi \in D(N_t^{1/2}). \tag{3.6}
\]

For all \( f \in \mathcal{S}(\mathbb{R}^4) \) and \( \Psi \in D(N_t^{1/2}) \), the field equation hold:

\[
A^L_\mu(\Box f) \Psi = 0, \quad A^L_\mu(\Box f) \Psi = \int_{\mathbb{R}^4} \rho(x) f(x) d\Psi.
\]

Let us define the physical subspace \( V^L_{\text{phys}} \) in this representation by

\[
V^L_{\text{phys}} = \{ \Psi \in \mathcal{F} \mid [\partial^\mu A^L_\mu(f)]^{(+) \Psi = 0} \}.
\]

**Theorem 3.2.** Let \( \rho \in H^{-1/2}_t(\mathbb{R}^3) \cap H^{-1}_t(\mathbb{R}^3) \). Then \( V^L_{\text{phys}} \) is non-negative and

\[
V^L_{\text{phys}} = W \mathcal{F}_3.
\]

**Proof.** Similar as in Theorem 2.14.

**Remark 3.2.** By the above theorem, the physical subspace \( V^L_{\text{phys}} \) is not trivial.
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