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1. Introduction

In this paper, we will study implicit second order PDEs for one unknown function of two variables using differential systems.

First of all, we prepare some terminology and notations. Let $J^2(\mathbb{R}^2, \mathbb{R})$ be the 2-jet space:

$$J^2(\mathbb{R}^2, \mathbb{R}) := \{(x, y, z, p, q, r, s, t)\}.$$  \hfill (1)

This space has the canonical differential system (or higher order contact system) $C^2 = \{\varpi_0 = \varpi_1 = \varpi_2 = 0\}$ given by the following 1-forms:

$$\varpi_0 : = dz - p dx - q dy,$$

$$\varpi_1 : = dp - r dx - s dy,$$

$$\varpi_2 : = dq - s dx - t dy.$$

That is, the system $C^2$ is a subbundle of the tangent bundle $TJ^2(\mathbb{R}^2, \mathbb{R})$. On the 2-jet space, we consider PDEs of the form:

$$F(x, y, z, p, q, r, s, t) = 0$$  \hfill (2)

where, the function $F$ is a $C^\infty$ function on $J^2(\mathbb{R}^2, \mathbb{R})$. We put

$$\Sigma = \{F = 0\} \subset J^2(\mathbb{R}^2, \mathbb{R})$$

and restrict the canonical differential system $C^2$ to $\Sigma$. We denote $D := C^2|_\Sigma$. In this situation, there are some cases as follows:

(I) $\Sigma$ is regular (i.e. $(F_r, F_s, F_t)_w \neq (0, 0, 0)$.) and $\Sigma$ is locally hyperbolic, elliptic or parabolic. (See, section 2)

(II) $\Sigma$ is regular (i.e. $(F_r, F_s, F_t)_w \neq (0, 0, 0)$.) and $\Sigma$ is not locally parabolic.

(III) $\Sigma$ is a smooth hypersurface. The restriction $D$ is a differential system, but $\Sigma$ has a nonsubmersion point $w \in \Sigma$. Namely, $C^2$ is transverse to $T\Sigma$ in $TJ$.

(IV) $\Sigma$ is a smooth hypersurface, but $D$ is not a differential system. (This condition is equivalent to $C^2_w \subset T_w\Sigma$.) That is, $D$ is not a subbundle of $T\Sigma$. Moreover, the case (IV)
is divided into the following two cases.

(IV-1) $D$ is not a differential system and $C^1|\Sigma$ is a differential system, where $C^1 := \partial C^2 = C^2 + [C^2, C^2]$.

(IV-2) $D$ is not a differential system and $C^1|\Sigma$ is not a differential system.

(V) $\Sigma$ is an algebraic variety. (i.e. $\Sigma$ has singular points.)

In works by many researchers (Lie, Cartan, Darboux Monge etc.), almost results are obtained under the regularity condition (I). ([Car]) Then, $\Sigma$ is a (smooth) hypersurface. Also, the restriction $\pi|\Sigma : \Sigma \rightarrow J^1(\mathbb{R}^2, \mathbb{R})$ of the natural projection $\pi : J^2(\mathbb{R}^2, \mathbb{R}) \rightarrow J^1(\mathbb{R}^2, \mathbb{R})$ is a submersion. (i.e. differential maps are surjective.) By the property, restricted 1-forms $\varpi_i|\Sigma$ on $\Sigma$ are linear independent. Hence, we have the induced differential system $D = \{\varpi_0|\Sigma = \varpi_1|\Sigma = \varpi_2|\Sigma = 0\}$ on $\Sigma$. The system $D$ is a vector bundle of rank 4 on $\Sigma$.

Remark 1.1. From now on, we omit the notation $|\Sigma$ from generator 1-forms of $D$.

For second order PDEs satisfying the regularity condition, many ample results are obtained via Cartan’s methods. Also, Tanaka theory is very strong tool under the regularity condition. ([Tan1], [Tan2])

Recently, a topic related to the case (II) is treated in ([CKW], [NS]).

In the present note, we consider the case (III). Precisely speaking, we assume the condition:

Assumption 1.2. Let $\Sigma = \{F = 0\}$ be a second order PDE. There exist a nonsubmersion point $w \in \Sigma$ for $\pi|\Sigma$ which satisfies the following condition. $\Sigma$ is a smooth hypersurface, and $D := C^2$ is a differential system around $w$. (In general, $\pi|\Sigma$ is not local nonsubmersion. See Remark 3.12.)

For ODEs of type (III), there are works. ([HIY], [Tak]) In case (III), we have some PDEs of special type as examples. The our purpose is to characterize differential systems (or PDEs) satisfying the assumption. Under the assumption, we can define the graded Lie algebra at each point which called symbol algebra in the sense of N. Tanaka. The symbol algebra is a fundamental invariant of differential systems. Our first main result is to characterize symbol algebra at nonsubmersion point:

Theorem 3.10 Let $\Sigma = \{F = 0\}$ be a smooth hypersurface of $J^2(\mathbb{R}^2, \mathbb{R})$. Assume that $\Sigma$ has a nonsubmersion point $w \in \Sigma$ for $\pi|\Sigma$, and $D := C^2|\Sigma$ is a differential system around $w$. Then, the symbol algebra $\mathfrak{m}(w)$ at $w$ is locally isomorphic to $\mathfrak{m}$, $\mathfrak{m} = \mathfrak{g}-3 \oplus \mathfrak{g}-2 \oplus \mathfrak{g}-1$ and bracket relations are given by:

$[X_r, X_x] = X_1$, \quad $[X_s, X_x] = X_2$, \quad $[X_1, X_x] = X_0$

the other is trivial,
where, \( \{X_0, X_1, X_2, X_x, X_r, X_s, X_t\} \) are basis, and
\[
\begin{align*}
g_{-1} &= \{X_x, X_r, X_s, X_t\}, \\
g_{-2} &= \{X_1, X_2\}, \\
g_{-3} &= \{X_0\}.
\end{align*}
\]

According to the result, we can not discriminate differential systems using symbol algebras. From the fact, we need to other tools to research differential system in our case. We will define a new invariant of differential systems associated with second order PDEs. Using the invariant, we study some equations as examples. Consequently, we will determine the values of invariants for PDEs of the special form as second main result. (Theorem 4.7)
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2. Review of the regular PDE

In this section, we recall basic results for regular PDEs which called the type (I), (II) PDEs as in the introduction. (See, [BCG3], [Y3], [Y4].) Let \( \Sigma = \{F = 0\} \subset J^2(\mathbb{R}^2, \mathbb{R}) \) be a regular PDE, that is \((F_r, F_s, F_t) \neq (0, 0, 0)\). Then, we have the following fundamental properties.

(i) \( \pi|\Sigma : \Sigma \to J^1(\mathbb{R}^2, \mathbb{R}) \) is a submersion.
(ii) \( D = C^2|\Sigma \) is a differential system of rank 4 on \( \Sigma \).
(iii)
\[
\begin{align*}
D &\subset \partial D \subset \partial^2 D = T\Sigma, \\
D &\subset \partial D \subset \partial^{(2)} D = T\Sigma.
\end{align*}
\]

where, rank \( \partial D = 6 \). Here, we define the derived system and weak derived system of a differential system \( D \) in general. The derived system \( \partial D \) is defined, in terms of sections, by
\[
\partial D := \mathcal{D} + [\mathcal{D}, \mathcal{D}],
\]
where, \( \partial \mathcal{D} = \Gamma(D) \) denotes the space of sections of \( D \). In general \( \partial D \) is obtained as a subsheaf of the tangent sheaf of \( \Sigma \). Moreover higher derived systems \( \partial^k D \) are defined successively by
\[
\partial^k D := \partial(\partial^{k-1} D),
\]
where we put \( \partial^0 D = D \) by convention. On the other hand, weak derived systems \( \partial^{(k)} D \) of \( D \) are defined successively by
\[
\partial^{(k)} D := \partial^{(k-1)} D + [D, \partial^{(k-1)} D].
\]

Definition 2.1. A differential system \( D \) is called regular (weakly regular), if \( \partial^k D \) (resp. \( \partial^{(k)} D \) ) is subbundle for all \( k \).
Remark 2.2. Let $D = \{ \varpi_1 = \cdots = \varpi_s = 0 \}$ be a differential system on a manifold $R$. We denote by $D^\perp$ the annihilator subbundle of $D$ in $T^*R$, namely,

$$D^\perp(x) = \{ \omega \in T^*_xR \mid \omega(X) = 0 \text{ for any } X \in D(x) \} = \langle \varpi_1, \cdots, \varpi_s \rangle.$$ 

Then the annihilator $(\partial D)^\perp$ of the first derived system of $D$ is given by

$$(\partial D)^\perp = \{ \varpi \in D^\perp \mid d\varpi \equiv 0 \pmod{D^\perp} \}.$$ 

Moreover the annihilator $(\partial^{(k+1)}D)^\perp$ of the $(k+1)$-th weak derived system of $D$ is given by

$$(\partial^{(k+1)}D)^\perp = \{ \varpi \in (\partial^kD)^\perp \mid d\varpi \equiv 0 \pmod{(\partial^kD)^\perp},
\quad (\partial^pD)^\perp \wedge (\partial^qD)^\perp, \ 2 \leq p, q \leq k - 1 \} \}.$$ 

(iv) The Cauchy characteristic system $Ch(D)$ of $D = C^2|_{\Sigma}$ is trivial bundle.

(v) The Cauchy characteristic system of the first derived system of $D$ is $\ker(\pi|_{\Sigma})_*$. (i.e. rank $Ch(\partial D) = 2$.) Here, the Cauchy characteristic system $Ch(D)$ of a differential system $D$ on $\Sigma$ is defined by

$Ch(D)(x) := \{ X \in D(x) \mid X|d\varpi_i \equiv 0 \pmod{\varpi_0, \ \varpi_1, \ \varpi_2} \text{ for } i = 0, 1, 2 \},$ 

where, $|$ denotes the interior product (i.e., $X|d\varpi(Y) = d\varpi(X,Y)$)., and

$D = \{ \varpi_0 = \varpi_1 = \varpi_2 = 0 \}$ is defined locally by defining 1-forms $\{ \varpi_0, \ \varpi_1, \ \varpi_2 \}$. When $Ch(D)$ is a differential system (i.e. has constant rank), it is always completely integrable.

It is well-known that the regular PDEs are divided into three cases. (hyperbolic, elliptic, parabolic.) For regular second order PDEs $\Sigma := \{ F = 0 \}$, $\Sigma$ is said to be hyperbolic, elliptic, or parabolic according to whether the discriminant $\Delta := F_s^2 - \frac{1}{4}F,F_i$ is positive, negative, or zero respectively.

If $\Sigma$ is hyperbolic at $w$, then there exists a local coframe $\{ \theta_0, \theta_1, \theta_2, \eta_1, \eta_2, \pi_1, \pi_2 \}$ around $w$ such that followings hold at $w$.

$$D = \{ \theta_0 = \theta_1 = \theta_2 = 0 \}, \ \partial D = \{ \theta_0 = 0 \}, \ \partial^2 D = T \Sigma.$$ 

$$d\theta_0 \equiv \eta_1 \wedge \theta_1 + \eta_2 \wedge \theta_2 \mod \theta_0,$$

$$d\theta_1 \equiv \eta_1 \wedge \pi_1 \mod \theta_0, \theta_1, \theta_2,$$

$$d\theta_2 \equiv \eta_2 \wedge \pi_2 \mod \theta_0, \theta_1, \theta_2.$$ 

If $\Sigma$ is elliptic, then there exists a local coframe $\{ \theta_0, \theta_1, \theta_2, \eta_1, \eta_2, \pi_1, \pi_2 \}$ around $w$ such that followings hold at $w$.

$$D = \{ \theta_0 = \theta_1 = \theta_2 = 0 \}, \ \partial D = \{ \theta_0 = 0 \}, \ \partial^2 D = T \Sigma.$$ 

$$d\theta_0 \equiv \eta_1 \wedge \pi_1 \mod \theta_0, \theta_1, \theta_2,$$

$$d\theta_1 \equiv \eta_2 \wedge \pi_2 \mod \theta_0, \theta_1, \theta_2.$$
If $\Sigma$ is parabolic, then there exists a local coframe \{\eta_0, \theta_1, \theta_2, \pi_1, \pi_2\} around $w$ such that followings hold at $w$.

\[ D = \{\theta_0 = \theta_1 = \theta_2 = 0\}, \ \partial D = \{\theta_0 = 0\}, \ \partial^2 D = T\Sigma. \]

\[
\begin{align*}
d\theta_0 &\equiv \eta_1 \wedge \theta_1 + \eta_2 \wedge \theta_2 \mod \theta_0, \\
d\theta_1 &\equiv \eta_1 \wedge \pi_1 + \eta_2 \wedge \pi_2 \mod \theta_0, \theta_1, \theta_2, \\
d\theta_2 &\equiv \eta_1 \wedge \pi_2 + \eta_2 \wedge \pi_1 \mod \theta_0, \theta_1, \theta_2
\end{align*}
\]

**Remark 2.3.** The above discussions are pointwise. But if, $\Sigma$ is hyperbolic or elliptic, then these results can be extended to local structure. There is a possibility that parabolic case has a certain singularities as in the next example.

**Example 2.4.** This example shows the existence of the type (II) PDE in the introduction. We consider the PDE $\Sigma = \{s + pr + t = 0\}$. Then the discriminant $\Delta = 1 - \frac{p^2}{4}$. Thus, $\Sigma$ is not locally parabolic around the codimension one submanifold $\{p = 4\}$.

### 3. Differential systems around nonsubmersion points

In this section, we consider differential systems which satisfies the assumption 1.2. First, we give two examples of PDE. The first example satisfies the assumption 1.2, but the second example do not satisfy the assumption. From these examples, objects treated in the paper are understood.

**Example 3.1.** Consider the PDE $\Sigma := \{rt - p = 0\}$ which has the type (III) and (IV) points. The discriminant is $\Delta := F_s^2 - \frac{1}{4}F_rF_t = -\frac{1}{2}rt$. Hence,

- if $r > 0, t > 0$ or $r < 0, t < 0$, then elliptic type,
- if $r = 0$ or $t = 0$, then parabolic type,
- if $r > 0, t < 0$ or $r < 0, t > 0$, then hyperbolic type.

Then, $\Sigma$ is a smooth hypersurface of $J^2(\mathbb{R}^2, \mathbb{R})$. But, $\pi|_\Sigma$ is not submersion on the submanifold of codimension 2 defined by $r = t = 0$. In practice, if we calculate matrix representations of differential maps, then the rank of matrices degenerate on $r = t = 0$. To write down $D := C^2|_\Sigma$, we choose a local coordinate $(x, y, z, q, r, s, t)$ on $\Sigma$. Under the
coordinate, \( D = \{ \varpi_0 = \varpi_1 = \varpi_2 = 0 \} \) is given by,

\[
\begin{align*}
\varpi_0 & : = dz - rtdx - qdy, \\
\varpi_1 & : = d(rt) - rdx - sdy = rdt + tdr - rdx - sdy, \\
\varpi_2 & : = dq - sdx - tdy.
\end{align*}
\]

On \( r = t = 0 \), generator 1-forms are

\[
\begin{align*}
\varpi_0 & : = dz - qdy, \\
\varpi_1 & : = -sdy, \\
\varpi_2 & : = dq - sdy.
\end{align*}
\]

Hence, the rank of \( D \) is

- \( \text{Rank 5 on } r = t = s = 0 \),
- \( \text{Rank 4 on } r = t = 0, \ s \neq 0 \),
- \( \text{Rank 4 on generic point} \).

Thus, \( D \) is not a differential system on \( r = t = s = 0 \), because \( \varpi_1 \) vanishes. Consequently, we do not treat \( D \) around \( r = t = s = 0 \), and consider the behavior of the system \( D \) around \( r = t = 0, \ s \neq 0 \).

**Example 3.2.** Consider the PDE \( \Sigma := \{ rt - s^2 = 0 \} \) which does not have the type (III) points. The discriminant is \( \Delta := F_s^2 - \frac{1}{4}F_rF_t = 4(s^2 - \frac{1}{16}rt) \). Hence,

\[
\begin{align*}
\text{if } s^2 - \frac{1}{16}rt < 0, & \text{ then elliptic type,} \\
\text{if } s^2 - \frac{1}{16}rt = 0, & \text{ then parabolic type,} \\
\text{if } s^2 - \frac{1}{16}rt > 0, & \text{ then hyperbolic type.}
\end{align*}
\]

Then, \( \Sigma \) is a smooth hypersurface of \( J^2(\mathbb{R}^2, \mathbb{R}) \). But, \( \pi|_{\Sigma} \) is not submersion on the submanifold of codimension 3 defined by \( r = t = s = 0 \). To write down \( D := C^2|_{\Sigma} \), we choose a local coordinate \((x, y, z, q, r, s, t)\) on \( \Sigma \). Under the coordinate, \( D = \{ \varpi_0 = \varpi_1 = \varpi_2 = 0 \} \) is given by,

\[
\begin{align*}
\varpi_0 & : = dz - (rt - s^2)dx - qdy, \\
\varpi_1 & : = d(rt - s^2) - rdx - sdy = rdt + tdr - 2sds - rdx - sdy, \\
\varpi_2 & : = dq - sdx - tdy.
\end{align*}
\]
On \( r = t = s = 0 \), generator 1-forms are
\[
\varpi_0 := dz - qdy, \\
\varpi_1 := 0, \\
\varpi_2 := dq.
\]

Hence, the rank of \( D \) is

\[
\text{Rank 5 on } r = t = s = 0 \\
\text{Rank 4 on generic point}
\]

Since \( \Sigma \) does not have nonsubmersion points satisfying the assumption 1.2, we do not treat this as an example.

By the definition, we have the following characterization of assumption 1.2.

**Proposition 3.3.** Let \( \Sigma = \{ F = 0 \} \subset J^2(\mathbb{R}^2, \mathbb{R}) \) be a second order PDE and \( \pi : J^2(\mathbb{R}^2, \mathbb{R}) \to J^1(\mathbb{R}^2, \mathbb{R}) \) be the natural projection. Assume that \( \Sigma \) is a smooth hypersurface around \( w_0 \in \Sigma \). (i.e. \( dF \neq 0 \) around \( w_0 \).) Then, the following conditions are equivalent.

(i) \( w_0 \) is a nonsubmersion point with respect to \( \pi|_\Sigma : \Sigma \to J^1(\mathbb{R}^2, \mathbb{R}) \).

(ii) \( (F_r, F_s, F_t)|_{w_0} = 0 \).

(iii) \( X(F)|_{w_0} = 0 \) for any \( X \in \ker\pi^* \subset C^2 \).

Moreover, for a nonsubmersion point \( w_0 \), the followings are equivalent

(i) \( D := C^2|_{\Sigma} \) is a not differential system around a nonsubmersion point \( w_0 \).

(ii) \( \frac{dF}{dx}(w_0) = \frac{dF}{dy}(w_0) = 0 \).

(iii) \( X(F)|_{w_0} = 0 \) for any \( X \in C^2 \).

(iv) \( T_{w_0}\Sigma \) is not transverse to \( C^2_{w_0} \) in \( T_{w_0}J^2 \). (i.e. \( C^2_{w_0} \subset T_{w_0}\Sigma \).)

where, we used two vector fields given by
\[
\begin{align*}
\frac{d}{dx} := & \frac{\partial}{\partial x} + p \frac{\partial}{\partial z} + r \frac{\partial}{\partial p} + s \frac{\partial}{\partial q}, \\
\frac{d}{dy} := & \frac{\partial}{\partial y} + q \frac{\partial}{\partial z} + s \frac{\partial}{\partial p} + t \frac{\partial}{\partial q}.
\end{align*}
\]

When we will prove some properties of systems, often regard the origin of \( J^2(\mathbb{R}^2, \mathbb{R}) \) as nonsubmersion points, and discuss systems around the origin. We construct contact transformations on \( J^2(\mathbb{R}^2, \mathbb{R}) \) sending general (including nonsubmersion) points to the origin 0. Here, we call a diffeomorphism \( \Phi : J^2(\mathbb{R}^2, \mathbb{R}) \to J^2(\mathbb{R}^2, \mathbb{R}) \) contact transformation if \( \Phi \) preserves the canonical system. (i.e. \( \Phi_* C^2 = C^2 \).) Let \( w_0 \in \Sigma \subset J^2(\mathbb{R}^2, \mathbb{R}) \) be a generic (nonsubmersion) point. We put \( w_0 := (x_0, y_0, z_0, p_0, q_0, r_0, s_0, t_0) \). Then, the
contact transformation \( \Phi : J^2(\mathbb{R}^2, \mathbb{R}) \to J^2(\mathbb{R}^2, \mathbb{R}) \) sending \( w_0 \) to 0 is given by:

\[
X := x - x_0, \\
Y := y - y_0, \\
Z := z - z_0 - s_0(x - x_0)(y - y_0) - \frac{t_0}{2}(y - y_0)^2 - \frac{r_0}{2}(x - x_0)^2 - p_0(x - x_0) - q_0(y - y_0), \\
P := p - s_0(y - y_0) - p_0 - r_0(x - x_0), \\
Q := q - s_0(x - x_0) - q_0 - t_0(y - y_0), \\
R := r - r_0, \\
S := s - s_0, \\
T := t - t_0.
\]

(3)

It is clear that \( \Phi^* \varpi_i = \varpi_i \) for \( i = 0, 1, 2 \). The contact transformation \( \Phi \) sends a reference point \( w_0 \) of the original equation \( F = 0 \) to origin of the new equation \( \overline{F} := (\Phi^{-1})^*F = 0 \). Therefore, we may assume a nonsubmersion point \( w_0 \) is the origin.

**Example 3.4.** (Continue of Example 3.1) We consider \( \Sigma = \{rt - p = 0\} \). \( w_0 \in \{r = t = 0, s \neq 0\} \subset \Sigma \) is a nonsubmersion point and \( D := C^2|\Sigma \) is a differential system around \( w_0 \). Now, we use a contact transformation sending \( w_0 \) to 0. We put \( w_0 := (x_0, y_0, z_0, q_0, 0, s_0, 0) \). According to the contact transformation (3), we consider the following transformation \( \phi_1 : (J^2(\mathbb{R}^2, \mathbb{R}), C^2) \to (J^2(\mathbb{R}^2, \mathbb{R}), C^2) \):

\[
\overline{x} := x - x_0, \\
\overline{y} := y - y_0, \\
\overline{z} := z - z_0 - s_0(x - x_0)(y - y_0) - q_0(y - y_0) - s_0(x - x_0)(y - y_0), \\
\overline{p} := p - p_0 - s_0(y - y_0), \\
\overline{q} := q - q_0 - s_0(x - x_0), \\
\overline{r} := r, \\
\overline{s} := s - s_0, \\
\overline{t} := t.
\]

Under \( \phi_1 \), \( rt - p = 0 \) is transformed to

\[
\overline{y} = \frac{1}{s_0}(\overline{r}\overline{t} - \overline{p} - p_0).
\]
Moreover, we consider the following contact transformation $\phi_2$ preserving the origin.

\[
X = \overline{y}, \\
Y = \overline{x}, \\
Z = \overline{z}, \\
P = \overline{q}, \\
Q = \overline{p}, \\
R = \overline{t}, \\
S = \overline{s}, \\
T = \overline{r}.
\]

By $\phi := \phi_2 \circ \phi_1$, \{rt - p = 0\} is transformed to

\[
X = \frac{1}{s_0}(TR - Q - p_0).
\]

This equation has a nonsubmersion point at 0.

Under the preparation, we obtain some fundamental properties.

**Proposition 3.5.** Let $\Sigma = \{F = 0\}$ be a smooth hypersurface of $J^2(\mathbb{R}^2, \mathbb{R})$. Assume that $\Sigma$ has a nonsubmersion point $w \in \Sigma$ for $\pi|_\Sigma$, and $D := C^2|_\Sigma$ is a differential system around $w$. Then, $D$ is regular and weakly regular. In particular, we have the following:

\[
D \subset \partial D \subset \partial^2 D = T\Sigma, \\
D \subset \partial D \subset \partial^{(2)} D = T\Sigma.
\]

where, rank $\partial D = 6$.

**Proposition 3.6.** Let $\Sigma = \{F = 0\}$ be a smooth hypersurface of $J^2(\mathbb{R}^2, \mathbb{R})$. Assume $D$ is a differential system. Then, the following conditions are equivalent.

1. $w \in \Sigma$ is a nonsubmersion point.
2. $\dim Ch(D)_w = 1$. (In regular case, $Ch(D) = \{0\}$.)
3. $\dim Ch(\partial D)_w = 4$. (Characteristic systems in regular case are 2-dimensional.)

**Proof.** First, we prove the Proposition 3.5. Since $\Sigma$ is a submanifold and $\pi|_\Sigma$ is a non submersion around $w$ by the assumption, $F = 0$ can be regarded as one of the following
using the implicit function theorem:

\begin{align*}
(i) \quad & x = f(y, z, p, q, r, s, t), \\
(ii) \quad & y = f(x, z, p, q, r, s, t), \\
(iii) \quad & z = f(x, y, p, q, r, s, t), \\
(iv) \quad & p = f(x, y, z, q, r, s, t), \\
(v) \quad & q = f(x, y, z, p, r, s, t),
\end{align*}

We may assume \( w \) is the origin. It is sufficient to prove only the case (i). In practice, (i) and (ii) or (iv) and (v) are contact equivalent respectively. Moreover, if we consider the case (iv), then the system \( D \) is given by

\begin{align*}
\varpi_0 &= dz - pdf - qdy \\
\varpi_1 &= df - rdx - sdy \\
\varpi_2 &= dq - sdx - tdy
\end{align*}

Since \( D \) is a differential system and \( w \) is a nonsubmersion point, we have \( f_x \neq 0 \) or \( f_y \neq 0 \). If \( f_x \neq 0 \), then \( F = 0 \) can be transformed to (i) by the implicit function theorem. Also, \( f_y \neq 0 \), then \( F = 0 \) can be transformed to (ii) by the implicit function theorem. We can apply the similar method to case (iv). Hence, we prove the statement for the case (i).

We put \( \Sigma = \{ x = f(y, z, p, q, r, s, t) \} \), and choose a local coordinate \((y, z, p, q, r, s, t)\) of \( \Sigma \). Then, \( D \) is given by:

\begin{align*}
\varpi_0 &= dz - pdf - qdy \\
\varpi_1 &= dp - rdx - sdy \\
\varpi_2 &= dq - sdx - tdy
\end{align*}

where, \( \{ \varpi_0, \varpi_1, \varpi_2, dy, dr, ds, dt \} \) is a coframe of \( \Sigma \). By the calculation of the structure equation of \( D \),

\begin{align*}
d\varpi_0 &= 0 \mod \varpi_0, \varpi_1, \varpi_2 \\
d\varpi_1 &= -dr \wedge df - ds \wedge dy \\
d\varpi_2 &= -ds \wedge df - dt \wedge dy
\end{align*}

Since \( d\varpi_1 \) and \( d\varpi_2 \) are linear independent, we have \( \partial D = \{ \varpi_0 = 0 \} \). By calculation of the structure equation of \( \partial D \),

\begin{align*}
d\varpi_0 &= -dp \wedge df - dq \wedge dy \\
&= -(\varpi_1 + rdf + sdy) \wedge df - (\varpi_2 + sdf + tdy) \wedge dy \\
&= -\varpi_1 \wedge df - \varpi_2 \wedge dy \\
&\neq 0 \mod \varpi_0, \varpi_1 \wedge \varpi_2
\end{align*}
Hence, we have $\partial^2 D = \partial^{(2)} D = T\Sigma$, and $D$ is regular and weakly regular.

Next we prove the statement of the Proposition 3.6. Here, we regard the origin 0 as a nonsubmersion point by choosing a contact transformation, and use the nonsubmersion condition $f_r = f_s = f_t = 0$ at 0. Then, the structure equation at 0 is given by:

\[
\begin{align*}
d\varpi_0 &\equiv 0 \mod \varpi_0, \varpi_1, \varpi_2 \\
d\varpi_1 &\equiv (-f_y dr - ds) \wedge dy \mod \varpi_0, \varpi_1, \varpi_2 \\
d\varpi_2 &\equiv (-f_y ds - dt) \wedge dy \mod \varpi_0, \varpi_1, \varpi_2
\end{align*}
\]

From the structure equation, the Cauchy characteristic system $Ch(D)$ at 0 is given by:

\[
\begin{align*}
Ch(D)_0 = \{ \varpi_0 = \varpi_1 = \varpi_2 = dy = f_y dr + ds = f_y ds + dt = 0 \} \neq \{0\}
\end{align*}
\]

We calculate the structure equation of $\partial D$ at 0.

\[
\begin{align*}
d\varpi_0 &= -dp \wedge df - dq \wedge dy \\
&= -\varpi_1 \wedge df - \varpi_2 \wedge dy \\
&\equiv -f_y \varpi_1 \wedge dy - f_q \varpi_1 \wedge dq - \varpi_2 \wedge dy \\
&\equiv -(f_y \varpi_1 + \varpi_2) \wedge dy - f_q \varpi_1 \wedge \varpi_2 \\
&\equiv -(f_y \varpi_1 + \varpi_2) \wedge dy - f_q \varpi_1 \wedge (\varpi_2 + f_y \varpi_1) \\
&\equiv (f_y \varpi_1 + \varpi_2) \wedge (-dy + f_q \varpi_1) \mod \varpi_0
\end{align*}
\]

Thus, we have

\[
Ch(\partial D)_0 = \{ \varpi_0 = f_y \varpi_1 + \varpi_2 = -dy + f_q \varpi_1 = 0 \}
\]

and $\dim Ch(\partial D)_0 = 4$. By the above discussion, we obtain (2) and (3) from (1). Conversely, if $w$ is a submersion point, it is well-known that $Ch(D) = \{0\}$ and $\dim Ch(\partial D)_w = 2$. Consequently, we have the equivalence of three conditions, and complete the proof. □

By the proof of above Proposition, we have;

**Corollary 3.7.** Let $\Sigma = \{F = 0\}$ be a smooth hypersurface, and $D$ be a differential system. Then, $Ch(D)$ is a subbundle if and only if $Ch(\partial D)$ is a subbundle. Moreover, if $Ch(D)$ (or $Ch(\partial D)$) is a subbundle, then $(\text{rank } Ch(D), \text{rank } Ch(\partial D)) = (0, 2)$ or $(1, 4)$.

In the case of $(0, 2)$, $\Sigma = \{F = 0\}$ is a regular second order PDE. Namely, $\pi|_\Sigma : \Sigma \rightarrow J^1$ is a submersion. In the case of $(1, 4)$, a local geometry of second order PDE $\Sigma$ is reduced to a submanifold theory of 5-dimensional contact manifold $J^1(\mathbb{R}^2, \mathbb{R})$ in the following sense.

**Corollary 3.8.** There exist an open set $U \subset \Sigma$, such that

\[
(U, D) = ((\pi|_\Sigma)^{-1}(\Sigma^1), (\pi|_{\Sigma^1})^{-1}(D^1))
\]

where, $\Sigma^1 = \pi|_{\Sigma}(\Sigma)$, and $D^1 = C^1|_{\Sigma}$. 
**Proof.** This result is followed by two conditions:

1. \( \pi|_\Sigma \) is a locally nonsubmersion.
2. \( Ch(\partial D) \supset \ker \pi|_\Sigma = \left\{ \frac{\partial}{\partial r}, \frac{\partial}{\partial s}, \frac{\partial}{\partial t} \right\} \).

\( \square \)

In the case of \((0,2)\), it is well-known that the leaf space by Cauchy characteristic system \( Ch(\partial D) \) is \( \Sigma/Ch(\partial D) \cong J^1(\mathbb{R}^2, \mathbb{R}) \). In the case of \((1,4)\), the leaf space \( \Sigma/Ch(D) \) is locally isomorphic to \( \pi|_\Sigma^{-1}(\Sigma^1/Ch(D^1)) \). Also, the leaf space \( \Sigma/Ch(\partial D) \) is locally isomorphic to the 3-dimensional contact manifold. From these facts, under the assumption of Proposition 3.6, nonsubmersion points as a contact geometry of second order PDE corresponds to singular points of \( Ch(D) \) and \( Ch(\partial D) \) as a subbundle.

The rest of this section, we study the symbol algebra introduced by N. Tanaka at a nonsubmersion point. ([Tan 2]) For the purpose, we define the symbol algebra. Let \( D \) be a weakly regular differential system on \( \Sigma \) such that

\[ T\Sigma \supset D^{-\mu} \supset D^{-(\mu-1)} \supset \cdots \supset D^{-1} =: D \]

For all \( x \in \Sigma \), we put \( g_{-1}(x) := D^{-1}(x) = D(x) \), \( g_0(x) := D^\mu(x)/D^{\mu+1}(x) \), and

\[ m(x) := \bigoplus_{p=-1}^{-\mu} g_p(x). \]

Then, \( \dim m(x) = \dim \Sigma \). For \( X \in g_p(x) \), \( Y \in g_q(x) \), Lie bracket \([X, Y] \in g_{p+q}(x)\) is defined by;

Let \( \tilde{X} \in D^p \), \( \tilde{Y} \in D^q \) be extensions \((\tilde{X}_x = X, \tilde{Y}_x = Y)\), then \([\tilde{X}, \tilde{Y}] \in D^{p+q}\) and \([X, Y] := [\tilde{X}, \tilde{Y}]_x \in g_{p+q}(x)\) does not depend on the extensions, because of the equation

\[ [f\tilde{X}, g\tilde{Y}] = fg[\tilde{X}, \tilde{Y}] + f(\tilde{X}g)\tilde{Y} - g(\tilde{Y}f)\tilde{X} \quad (f, g \in C^\infty(\Sigma)). \]

An algebra \( m(x) \) is a nilpotent graded Lie algebra.

**Definition 3.9.** \((m(x), [\ , \ ]\) is called symbol algebra of \((\Sigma, D)\) at \( x \).

For differential systems satisfying the assumption 1.2, we have the following result with respect to a symbol algebra at a nonsubmersion point.

**Theorem 3.10.** Let \( \Sigma = \{ F = 0 \} \) be a smooth hypersurface of \( J^2(\mathbb{R}^2, \mathbb{R}) \). Assume that \( \Sigma \) has a nonsubmersion point \( w \in \Sigma \) for \( \pi|_\Sigma \), and \( D := C^2|_\Sigma \) is a differential system around \( w \). Then, the symbol algebra \( m(w) \) at \( w \) is locally isomorphic to \( m \), \( m = g_{-3} \oplus g_{-2} \oplus g_{-1} \) and bracket relations are given by;

\[ [X_r, X_x] = X_1, \quad [X_s, X_x] = X_2, \quad [X_1, X_x] = X_0 \]
the other is trivial,
where, \( \{X_0, X_1, X_2, X_x, X_r, X_s, X_t\} \) are basis, and
\[
\begin{align*}
g_{-1} &= \{X_x, X_r, X_s, X_t\}, \\
g_{-2} &= \{X_1, X_2\}, \\
g_{-3} &= \{X_0\}.
\end{align*}
\]

**Proof.** We regard the origin 0 as a nonsubmersion point \( w \). Also, it is sufficient to prove the statement for \( \Sigma = \{x = f(y, z, p, q, r, s, t)\} \) similar to Proposition 3.6 using the implicit function theorem. From weak regularity of \( D \) (i.e. Proposition 3.5.), a symbol algebra at 0 has depth 3, that is
\[
m(0) = g_{-3} \oplus g_{-2} \oplus g_{-1}.
\]

So, we determine bracket relations of two cases:
\[
[1] [g_{-1}, g_{-1}] = g_{-2}, \quad [2] [g_{-1}, g_{-2}] = g_{-3}
\]

In the case [1], we use the structure equation;
\[
\begin{align*}
d\varpi_0 &\equiv 0 \\
d\varpi_1 &\equiv -(f_y dr + ds) \wedge dy \\
d\varpi_2 &\equiv -(f_y ds + dt) \wedge dy \mod \varpi_0, \varpi_1, \varpi_2
\end{align*}
\]

On the other hand, we use the structure equation for the case [2],
\[
\begin{align*}
d\varpi_0 &\equiv -(f_y \varpi_1 + \varpi_2) \wedge dy \mod \varpi_0, \varpi_1 \wedge \varpi_2
\end{align*}
\]

Now, we choose a new coframe;
\[
\{\varpi_0, \varpi_1, \hat{\varpi}_2, dy, dr, \varpi_s, \varpi_t\}
\]

where, \( \hat{\varpi}_2 := \varpi_2 + f_y \varpi_1 \), \( \varpi_s := f_y dr + ds \), and \( \varpi_t := f_y (f_y dr + ds) + (f_y ds + dt) \). Under the coframe, the above structure equations are written as
\[
\begin{align*}
d\varpi_0 &\equiv 0 \\
d\varpi_1 &\equiv -\varpi_s \wedge dy \\
d\hat{\varpi}_2 &\equiv -\varpi_t \wedge dy \mod \varpi_0, \varpi_1, \hat{\varpi}_2 \\
d\varpi_0 &\equiv -\hat{\varpi}_2 \wedge dy \mod \varpi_0, \varpi_1 \wedge \hat{\varpi}_2
\end{align*}
\]

Let \( \{X_0, X_1, X_2, X_y, X_r, X_s, X_t\} \) be the dual frame of the coframe \( \{\varpi_0, \varpi_1, \hat{\varpi}_2, dy, dr, \varpi_s, \varpi_t\} \). Then, bracket products of a symbol algebra at 0 is given by;
\[
\begin{align*}
[X_s, X_y] &= X_1, \quad [X_t, X_y] = X_2, \quad [X_2, X_y] = X_0 \\
\text{other is trivial}
\end{align*}
\]
In practice, we put
\[
[X_s, X_y] = A_1 X_1 + A_2 X_2 \in g_{-2} \quad (A_1, A_2 \in \mathbb{R}).
\]

Then
\[
d\varpi_1(X_s, X_y) = X_s(\varpi_1(X_y)) - X_y(\varpi_1(X_s)) - \varpi_1([X_s, X_y])
\]
\[
= -\varpi_1([X_s, X_y])
\]
\[
= -A_1.
\]

On the other hand
\[
d\varpi_1(X_s, X_y) = -\varpi_s(X_s) dy(X_y) + dy(X_s) \varpi_s(X_y)
\]
\[
= -1.
\]

Therefore, \( A_1 = 1 \). From the same argument, we get \( A_2 = 0 \). Moreover, we have all bracket relations using similar method.

The obtained symbol algebra equals to the well known symbol of first order regular PDE. Let \( G = 0 \) be a first order regular PDE. That is, \( R = \{G(x, y, z, p, q) = 0\} \) is a smooth hypersurface of \( J^1(\mathbb{R}^2, \mathbb{R}) \), and \( TR \) is transverse to the canonical system \( C^1 \) on \( J^1(\mathbb{R}^2, \mathbb{R}) \). Then we consider \( G = 0 \) as a second order PDE. Namely \( R := \{G = 0\} \subset J^2(\mathbb{R}^2, \mathbb{R}) \). Then we have

**Corollary 3.11.** The symbol algebra \( \mathfrak{m}(w) \) of \( D := C^2|_R \) at \( w \in R \) is isomorphic to \( \mathfrak{m} \) of Theorem 3.10.

**Remark 3.12.** From these results, a geometry of system corresponding to second order PDE at a nonsubmersion point is obtained from first order regular PDE. However, the fact holds only at a nonsubmersion point, because our results is obtained by pointwise discussions. In practice, a differential system satisfying the assumption 1.2 is weakly regular, but it is not always strongly regular in the sense of Tanaka. That is, symbol algebras are not equivalent in neighborhood of a nonsubmersion point. It is obvious that the symbol algebras at regular points are different from the above \( \mathfrak{m} \). Summarize, a geometry in the present note is not contact geometry of first order as local geometry, and it is a (local) contact geometry of second order around a nonsubmerion point corresponding to second order PDE.

**4. A new invariant of second order PDE**

In the previous section, we studied fundamental properties of differential systems around a nonsubmersion point \( w \), and showed that a symbol algebra at \( w \) is determined uniquely. Hence, we do not discriminate systems satisfying the assumption 1.2 under symbol algebras. We introduce a new invariant of second order PDE in this section, and give examples which are not equivalent using this invariant.
Remark 4.1. In the definition of the our invariant, we do not need to assume the assumption 1.2.

Let \( \Sigma := \{ F = 0 \} \) be a smooth hypersurface of \( J^2(\mathbb{R}^2, \mathbb{R}) \). We fix a base point \( w \in \Sigma \). For an any open neighborhood \( U \) of \( w \), \( U \) is decomposed as follows.

\[
U = U_h \cup U_e \cup U_p \cup U_{\text{sing}} \quad \text{(disjoint union)},
\]

where, components are given by

\[
U_h := \left\{ v \in U \mid F_s^2 - \frac{1}{4} F_r F_t(v) > 0 \right\} \quad \text{: hyperbolic type}
\]

\[
U_e := \left\{ v \in U \mid F_s^2 - \frac{1}{4} F_r F_t(v) < 0 \right\} \quad \text{: elliptic type}
\]

\[
U_p := \left\{ v \in U \mid F_s^2 - \frac{1}{4} F_r F_t(v) = 0, (F_r, F_s, F_t)_v \neq 0 \right\} \quad \text{: parabolic type}
\]

\[
U_{\text{sing}} := U \setminus (U_h \cup U_e \cup U_p)
\]

For an each component, we define an equivalence relation. We put \( K_U := U_h \) or \( U_e \) or \( U_p \) or \( U_{\text{sing}} \). Then, \( w_1 \sim w_2 \, (w_1, w_2 \in K_U) \) is defined as follows.

\[
\text{There exist a continuous curve } c : [0, 1] \to K_U \text{ s.t. } c(0) = w_1, \, c(1) = w_2. \quad (5)
\]

Let \( \#(K_U / \sim) \) be the number of elements of the quotient space \( K_U / \sim \).

Now, we fix a diffeomorphism \( J^2(\mathbb{R}^2, \mathbb{R}) \cong \mathbb{R}^8 \). Then, the standard metric on \( \mathbb{R}^8 \) induce a metric on \( J^2(\mathbb{R}^2, \mathbb{R}) \) using the diffeomorphism. (The induced norm is not standard for the jet space.) We choose the following neighborhood as \( U \).

\[
U := B_r(w) = \{ v \in \Sigma \mid |v - w| < r \},
\]

where, \( |\cdot| \) is the restriction of the norm on \( J^2(\mathbb{R}^2, \mathbb{R}) \) into \( \Sigma \). We decompose \( U \) similar to (4):

\[
U = B^H_r(w) \cup B^E_r(w) \cup B^P_r(w) \cup B^{\text{sing}}_r(w) \quad \text{(disjoint union)},
\]

where,

\[
B^H_r(w) := \left\{ v \in B_r(w) \mid F_s^2 - \frac{1}{4} F_r F_t(v) > 0 \right\} \quad \text{: hyperbolic type}
\]

\[
B^E_r(w) := \left\{ v \in B_r(w) \mid F_s^2 - \frac{1}{4} F_r F_t(v) < 0 \right\} \quad \text{: elliptic type}
\]

\[
B^P_r(w) := \left\{ v \in B_r(w) \mid F_s^2 - \frac{1}{4} F_r F_t(v) = 0, (F_r, F_s, F_t)_v \neq 0 \right\} \quad \text{: parabolic type}
\]

\[
B^{\text{sing}}_r(w) := B_r(w) \setminus (B^H_r(w) \cup B^E_r(w) \cup B^P_r(w)).
\]

Moreover, we define an equivalence relation for an each component in (6) similar to (5), and consider quotient spaces of these components by the relation. Then, we consider
numbers:

\[ H_{\lfloor}(w) := \lim_{r \to 0} \#(B^H_r / \sim), \quad E_{\lfloor}(w) := \lim_{r \to 0} \#(B^E_r / \sim), \]
\[ P_{\lfloor}(w) := \lim_{r \to 0} \#(B^P_r / \sim), \quad S_{\lfloor}(w) := \lim_{r \to 0} \#(B^{\text{Sing}}_r / \sim), \]

where, if a limit is not determined, we put a value \( \infty \). \( H, E, P, S \) values at \{0, 1, 2, ..., \( \infty \}\).

These numbers does not depend on the contact isomorphisms of \((\Sigma, D)\), but depend on the metric on \(J^2(\mathbb{R}^2, \mathbb{R})\) under the identification \(J^2(\mathbb{R}^2, \mathbb{R}) \cong \mathbb{R}^8\). Hence, we define the following invariant of \((\Sigma, D)\) at \(w\).

**Definition 4.2.** We put

\[ H(w) := \min_{J^2 \cong \mathbb{R}^8} \left( \lim_{r \to 0} \#(B^H_r / \sim) \right), \]
\[ E(w) := \min_{J^2 \cong \mathbb{R}^8} \left( \lim_{r \to 0} \#(B^E_r / \sim) \right), \]
\[ P(w) := \min_{J^2 \cong \mathbb{R}^8} \left( \lim_{r \to 0} \#(B^P_r / \sim) \right), \]
\[ S(w) := \min_{J^2 \cong \mathbb{R}^8} \left( \lim_{r \to 0} \#(B^{\text{Sing}}_r / \sim) \right). \]

The quadruple \((H, E, P, S)_w\) denotes the vector constructed by \(H(w), E(w), P(w), \) and \(S(w)\).

**Remark 4.3.** The value \((H, E, P, S)_w\) does not depend on the identification \(J^2(\mathbb{R}^2, \mathbb{R}) \cong \mathbb{R}^8\). Thus, it is an invariant of \((\Sigma, D)\) at \(w\).

By the definition, the following fundamental theorem which characterize flat model.

**Theorem 4.4.** Let \(\Sigma = \{F = 0\} \subset J^2\) be a second order PDE. Then,

1. \((1, 0, 0, 0)_w \iff \Sigma \text{ is locally hyperbolic around } w.\)
2. \((0, 1, 0, 0)_w \iff \Sigma \text{ is locally elliptic around } w.\)
3. \((0, 0, 1, 0)_w \iff \Sigma \text{ is locally parabolic around } w.\)

where, \(w\) is a point in \(\Sigma\).

From this theorem, we can say that our invariant for systems is a tool to study systems the case (II), (III) as in the introduction. We give two distinct examples using \((H, E, P, S)_w\).

**Example 4.5.** (Continue of Example 3.1)

We consider \(\Sigma = \{rt - p = 0\}\). A point \(w \in \{r = t = 0, s \neq 0\} \subset \Sigma\) is a nonsubmersion point and \(D := C^2|_{\Sigma}\) is a differential system around \(w\). Fix a base point \(w\) on \(\{r = t = 0, s \neq 0\}\). Recall that the discriminant is \(\Delta = -\frac{1}{4}rt\). Hence, points on \(\{r = 0, t \neq 0\} \cup \{r \neq 0, t = 0\}\) are parabolic type. Also, two hyperbolic and elliptic parts
appear in connected components divided by \{r = 0\} and \{t = 0\}. (cf. Example 3.1) Thus, we have \((H, E, P, S)_w = (2, 2, 4, 1)\) for this case. (Precisely, see the Figure 1.)

![Figure 1](image)

**Example 4.6.** We consider \(\Sigma = \{ ps - x = 0 \}\). We have nonsubmersion points on \(\{p = 0\} \subset \Sigma\). Now, we take a nonsubmersion point \(w = (0, ..., 0)\) which give a differential system \(D\) around 0. The discriminant of the equation is \(\Delta = p^2\). By these condition, there is not a parabolic point. Because, if \(\Delta = 0\), then \(p = 0\) and points on \(\{p = 0\}\) are nonsubmerion points. Also, there is not an elliptic point by \(\Delta > 0\). Hyperbolic points appear in connected component divided by \(\{p = 0\}\). Summarize, we have \((H, E, P, S)_w = (2, 0, 0, 1)\).

For second order PDEs of the following special form, we characterize differential systems \((\Sigma, D)\) using the our invariant.

**Theorem 4.7.** Let \(\Sigma = \{ F = 0 \}\) be a smooth hypersurface given by;

\[F := f - (a_1 x + a_2 y + a_3 z + a_4 p + a_5 q + a_6)\]

where, \(f\) is a monomial of degree two with respect to \(r, s, t\), and \((a_1, ..., a_5) \neq 0\). Then, \((H, E, P, S)_w\) at a nonsubmersion point \(w\) satisfying the assumption 1.2 depends only on \(F\). (That is, \((H, E, P, S)_w\) does not depend on the choice of nonsubmersion points.) Moreover, values of \((H, E, P, S)_w\) for \(\Sigma\) are one of the followings.

1. \((2, 0, 2, 1)_w\) for \(f = rs\) or \(ts\),
2. \((2, 2, 4, 1)_w\) for \(f = rt\),
3. \((0, 0, 2, 1)_w\) for \(f = r^2\) or \(t^2\),
4. \((2, 0, 0, 1)_w\) for \(f = s^2\).

**Proof.** First, we prove (1). Since \(f = rs\) and \(f = ts\) are contact equivalent, we prove (1) for \(f = rs\). From the condition \((a_1, ..., a_5) \neq 0\), \(\Sigma\) is a smooth hypersurface.
(This fact is similar in other cases.) By \((F_r, F_s, F_t) = (s, r, 0)\), points on \(\{r = s = 0\}\) are nonsubmersion points. When we take an any point \(v\), \(D := C^2|_\Sigma\) is a differential system around \(v\) if and only if \(DF_{dx} \neq 0\) or \(DF_{dy} \neq 0\) from the proposition 3.3. We fix a base point \(w\) satisfying the condition. Since \(\Delta = r^2\), there is not an elliptic point. Also, points on \(\{r = 0, s > 0\} \cup \{r = 0, s < 0\}\) are parabolic. Moreover, hyperbolic points appear in \(\{r \neq 0\}\) which has two connected components. Thus, we have \((H, E, P, S)_w = (2, 0, 2, 1)\).

For the case (2), we omit the proof of the case (2), because of the same discussion to the example \(\{rt - p = 0\}\). Next, we prove (3) for \(f = r^2\). \((f = r^2\) and \(f = t^2\) are contact equivalent.) By the definition \(F = r^2 - (a_1 x + a_2 y + a_3 z + a_4 p + a_5 q + a_6)\), we have nonsubmersion points on \(\{r = 0\} \subset \Sigma\). Also, \(\Delta = 0\) and we do not have hyperbolic and elliptic points. Moreover, we have parabolic points in \(\{r \neq 0\}\) which has two connected components. Consequently, we obtain \((H, E, P, S)_w = (0, 0, 2, 1)\) at a nonsubmersion point \(w\). Finally, we prove (4). From the expression \(F = s^2 - (a_1 x + a_2 y + a_3 z + a_4 p + a_5 q + a_6)\), we have nonsubmersion points on \(\{s = 0\} \subset \Sigma\). Hence, we do not have parabolic points. Because, if \(\Delta = 0\), then \(s = 0\) and this condition give nonsubmersion points. Also, \(\Delta = 4s^2\) and we do not have elliptic points. Moreover, we have hyperbolic points on \(\{s = 0\}\) which has two connected components. Thus, we have \((H, E, P, S)_w = (2, 0, 0, 1)\) at a nonsubmersion point \(w\).

From the above proof, it is clear that \((H, E, P, S)_w\) does not depend on choice of nonsubmersion points. Hence, we obtain the statement. \(\square\)
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