On the inviscid limit problem of the vorticity equations for viscous incompressible flows in the half plane
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Abstract
We consider the Navier-Stokes equations for viscous incompressible flows in the half plane under the no-slip boundary condition. By using the vorticity formulation we prove the (local in time) convergence of the Navier-Stokes flows to the Euler flows outside a boundary layer and to the Prandtl flows in the boundary layer at the inviscid limit when the initial vorticity is located away from the boundary.
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1 Introduction

In this paper we consider the Navier-Stokes equations for viscous incompressible flows in the half plane under the no-slip boundary conditions:

\[
\begin{aligned}
\frac{\partial u}{\partial t} - \nu \Delta u + u \cdot \nabla u + \nabla p &= 0 \quad t > 0, \quad x \in \mathbb{R}^2_+,
\text{div } u &= 0 \quad t \geq 0, \quad x \in \mathbb{R}^2_+,
\text{u}'\big|_{t=0} &= a \quad x \in \mathbb{R}^2_+.
\end{aligned}
\]

Here \( \mathbb{R}^2_+ = \{(x_1, x_2) \in \mathbb{R}^2 \mid x_2 > 0\} \) and \( \nu \) is the kinematic viscosity which is assumed to be a positive constant, and \( u = u(t, x) = (u_1(t, x), u_2(t, x)) \), \( p = p(t, x) \) denote the velocity field, the pressure field, respectively. We will use the standard notations for derivatives; \( \partial_t = \partial/\partial t, \partial_j = \partial/\partial x_j, \Delta = \sum_{j=1}^2 \partial_j^2 \), \( \text{div } u = \sum_{j=1}^2 \partial_j u_j \), and \( u \cdot \nabla u = \sum_{j=1}^2 u_j \partial_j u \).

The behavior of viscous incompressible flows at the inviscid limit is a classical issue in the fluid dynamics. When the fluid domain has no boundary it is well known that the solution of the Navier-Stokes equations converges to the one of the Euler equations, e.g. [8, 6, 9, 22]. However, in the presence of nontrivial boundary one is faced with a serious difficulty in this problem even in the two-dimensional case if the no-slip boundary condition is imposed on the velocity field. This is due to the appearance of the boundary layer, whose formation is formally explained by Prandtl’s theory that estimates the thickness of the boundary layer as the square root of the viscosity. So far the rigorous verification of Prandtl’s boundary layer theory was achieved only for some specific cases. For example, it is proved in [2, 32, 33] that for analytic initial data the solution of (NS_\nu) converges to the one of the Euler equations outside the boundary layer and to the one of the Prandtl equations in the boundary layer. When the domain
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and the initial data possess a circular symmetry the significant cancellation occurs in the nonlinear term, and hence the convergence is affirmatively justified: see [23, 4, 18, 19, 15, 25]. On the other hand, the necessary and sufficient condition for the $L^2$ convergence of the Navier-Stokes flows to the Euler flows was given by [13], which was extended by several authors [35, 37, 14, 15].

In the fluid dynamics the vorticity field, i.e., the curl of the velocity field, is also an important quantity and useful in understanding various phenomena. At the inviscid limit it is recognized that the vorticity is highly produced in the boundary layer and forms a vortex sheet (or line in the two dimension) along the boundary. However, under the no-slip boundary condition on the velocity field the study of the vorticity field is still less developed mathematically, since the vorticity is subject to a nonlocal and nonlinear boundary condition from which it is not easy to derive useful informations. This is contrasting with the case of the whole plane, where the detailed analysis has been established [21, 7]. In the case of the half plane the situation is relaxed a little, since the solution formula is available for the linearized problem. By making use of this solution formula, [20] studied the vorticity equations in the half plane and established some asymptotic estimates which hold at least up to the time $O(\nu^{1/3})$ for $0 < \nu \ll 1$.

The aim of this paper is to study the inviscid limit of (NS$_\nu$) by using the vorticity formulation in [20] when the initial vorticity is located away from the boundary. This class of initial data includes a dipole-type localized vortex, which is often used in numerical works as a benchmark to investigate the interaction between the vorticity created on the boundary and the original vorticity away from the boundary; cf. [30, 16, 28]. In this paper we will establish the asymptotic expansion of vorticity fields at the inviscid limit for a short time $T > 0$ (but $T$ is independent of the viscosity), that is of the form

$$\omega^{(\nu)}(t, x) = \omega_E(t, x) + \frac{1}{\nu^2} w_P(t, x_1, \frac{x_2}{\nu^2}) + \frac{1}{\nu^2} w_{IP}^{(\nu)}(t, x_1, \frac{x_2}{\nu^2}) + w_{II}^{(\nu)}(t, x).$$  \hspace{1cm} (1.1)

Here $\omega^{(\nu)}$ is the vorticity field of the Navier-Stokes flows (NS$_\nu$), $\omega_E$ is the vorticity field of the Euler flows (see (E) below), $w_P$ is the vorticity field of the Prandtl flows (see (P) below), and the remainder parts $w_{IP}^{(\nu)}, w_{II}^{(\nu)}$ are of the order $O(\nu^{1/2})$ in suitable norms. It should be noted here that, even if there is no vorticity near the boundary at the initial time, the vorticity is immediately created there and forms a vortex line along the boundary in positive time. In particular, we have to deal with the boundary layer and the infinite growth of vorticity at the inviscid limit. Although we will focus on the analysis of the vorticity field in this paper, the asymptotic expansion for the velocity field is easily obtained from the Biot-Savart law. More precisely, we have the following

**Theorem 1.1** Assume that the initial velocity $a = (a_1, a_2)$ belongs to $\dot{W}^{1,p}_{0,\nu}(\mathbb{R}^2_+)\cap W^{4,2}(\mathbb{R}^2_+)$ for some $1 < p < 2$ and the initial vorticity $b = \partial_1 a_2 - \partial_2 a_1$ belongs to $W^{4,1}(\mathbb{R}^2_+)\cap W^{4,2}(\mathbb{R}^2_+)$. Assume also that

$$d_0 = \text{dist}(\partial\mathbb{R}^2_+, \text{supp } b) > 0.$$  \hspace{1cm} (1.2)

Then there are positive constants $C$ and $T$ such that the following estimate holds for $0 < \nu \ll 1$.

$$\sup_{0 < t < T} \|u_{NS}^{(\nu)}(t) - u_E(t) - u_P^{(\nu)}(t)\|_{L^\infty(\mathbb{R}^2_+)} \leq C\nu^{1/2}. \hspace{1cm} (1.3)$$

Here $u_{NS}^{(\nu)}$ is the solution of (NS$_\nu$), $u_E$ is the solution of the Euler equations with the initial velocity $a$, and $u_P^{(\nu)}$ describes the boundary layer of the form

$$u_P^{(\nu)}(t, x) = (v_{P,1}(t, x_1, \frac{x_2}{\nu^2}), \nu^2 v_{P,2}(t, x_1, \frac{x_2}{\nu^2})), \hspace{1cm} (1.4)$$

where $v_P = (v_{P,1}, v_{P,2})$ is the solution of the (modified) Prandtl equations. Moreover, $T$ is estimated from below as $T \geq c \min\{d_0, 1\}$, where $c$ is a positive constant depending only on $\|b\|_{W^{4,1}(\mathbb{R}^2_+)\cap W^{4,2}(\mathbb{R}^2_+)}$.  
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The space \( \dot{W}^{1,p}_{0,\sigma}(\mathbb{R}^2_+) \) is the completion with respect to the norm \( \| \nabla \cdot \|_{L^p(\mathbb{R}^2_+)} \) of the space of all smooth, divergence-free vector fields with compact support in \( \mathbb{R}^2_+ \), and \( W^{k,p}(\mathbb{R}^2_+) \) is a usual Sobolev space.

The velocity field \( u_E = (u_{E,1}, u_{E,2}) \) of the ideal incompressible flows is subject to the Euler equations

\[
\begin{align*}
\partial_t u_E + u_E \cdot \nabla u_E + \nabla p_E &= 0 & t > 0, & x \in \mathbb{R}^2_+, \\
\text{div } u_E &= 0 & t \geq 0, & x \in \mathbb{R}^2_+, \\
\partial_t u_{E,2} &= 0 & t \geq 0, & x \in \partial \mathbb{R}^2_+, \\
|u_E|_{t=0} &= a & x \in \mathbb{R}^2_+. \\
\end{align*}
\]

(E)

Since the initial velocity \( a \) in Theorem 1.1 possesses an enough regularity the existence and the uniqueness of the classical solution of (E) are verified by the known approach \([38, 39, 12, 3]\).

The Prandtl equations for the boundary layer profile \( \tilde{v}_P = (\tilde{v}_{P,1}, \tilde{v}_{P,2}) \) are written as follows.

\[
\begin{align*}
(\partial_t - \partial^2_{X_2})\tilde{v}_{P,1} + \tilde{v}_{P,1}\partial_t \tilde{v}_{P,1} + \tilde{v}_{P,2}\partial_{X_2}\tilde{v}_{P,1} + \partial_t \tilde{\pi}_P &= 0 & t > 0, & (x_1, X_2) \in \mathbb{R}^2_+ \\
\partial_t \tilde{v}_{P,1} + \partial_{X_2}\tilde{v}_{P,2} &= 0, & \partial_{X_2}\tilde{\pi}_P &= 0 & t \geq 0, & (x_1, X_2) \in \mathbb{R}^2_+ \\
\lim_{X_2 \to \infty} \tilde{v}_{P,1}(t, x_1, X_2) &= u_{E,1}(t, x_1, 0) & t \geq 0, & x_1 \in \mathbb{R}, \\
\lim_{X_2 \to \infty} \tilde{\pi}_P(t, x_1, X_2) &= p_E(t, x_1, 0) & t \geq 0, & x_1 \in \mathbb{R}, \\
|\tilde{v}_P|_{t=0} &= 0 & (x_1, X_2) \in \mathbb{R}^2_+. \\
\end{align*}
\]

(P)

The local solvability of the Prandtl equations is proved by \([29, 24]\) under some assumptions on the monotonicity of the data, and by \([2, 32]\) for the analytic initial data. The analyticity condition is in fact required only in the tangential direction \([17]\). But the solvability for general initial data in a Sobolev class is still an open problem. The velocity field \( v_P = (v_{P,1}, v_{P,2}) \) for the modified Prandtl equations is defined by \( v_{P,1}(t, x_1, X_2) = \tilde{v}_{P,1}(t, x_1, X_2) - u_{E,1}(t, x_1, 0) \), \( v_{P,2}(t, x_1, X_2) = \int_{X_2}^{\infty} \partial_1 v_{P,1}(t, x_1, Y_2) \, dY_2 \); cf. \([33]\).

Theorem 1.1 is derived from the analysis of the vorticity equations which will be stated in the next section. The lower bound of the time \( T \) in Theorem 1.1 is of the order \( \mathcal{O}(d_0) \) when \( d_0 \) is small, which seems to be natural and optimal to ensure \((1.3)\) in our setting, since our initial data is not necessarily analytic in the region away from the boundary. After the time period ensured by Theorem 1.1 the separation of the boundary layer is expected to occur in general and the vorticity will exhibit rather complicated behaviors; \([16, 28]\). The mathematical understanding of these phenomena is a challenging problem.

In the rest of this section let us briefly describe the idea to establish the asymptotic expansion \((1.3)\). The proof is based on two key observations. Firstly we observe that the solution should be analytic at least near the boundary because so is at the initial time. Thus the solvability of the Prandtl equations itself is not surprising in our setting; cf. \([2, 32, 17]\). But we note here that the solvability of the Prandtl equations does not necessarily imply the desired asymptotic expansion, as in the counter example by \([10]\). Moreover, our solution should lose the analyticity as it leaves the boundary, and it is important to estimate how to lose it precisely. We overcome this difficulty by introducing a suitable weighted function space which represents this loss of analyticity. Secondly we use the fact that the vorticity field of the Euler flows satisfies the transport equations and hence its support is away from the boundary even in positive time. Then the vorticity of the Navier-Stokes flows is expected to be small exponentially in \( \nu^{-1} \) in the region between the boundary layer and the support of the vorticity of the Euler flows. The presence of this region prevents the strong and uncontrollable interaction of the vorticity produced in the boundary layer with the vorticity originated from the initial one, resulting the classical thickness \( \mathcal{O}(\nu^{1/2}) \) of the boundary layer at least for a short time. A suitable weighted function space has to be introduced again in
order to describe this region. In this step we also appeal to the result [5] on the sharp pointwise estimate for fundamental solutions of the linear heat-transport equations in the whole space. After establishing the estimates for some linear and bilinear mappings we construct the solution by applying the abstract Cauchy Kowalewski (ACK) theorem as in the previous works [2, 32, 33]. The ACK theorem used in this paper is a slightly extended version of [27, 11]. Due to the lack of the analyticity away from the boundary the construction of the remainder part in the asymptotic expansion requires intricate calculations. In particular, the iteration sequence, for which the ACK theorem is applied, has to be defined in a technical manner; see Section 4.

The rest of this paper is organized as follows. In Section 2.1 we recall the vorticity equations for (NS), (E), and (P), together with the appropriate boundary conditions. In Section 2.2 we state the integral formula for the linearized problem related with the vorticity equations for (NS). In Section 2.3 we introduce the weighted function spaces which play central roles in this work. The estimates for the Biot-Savart law in these function spaces are obtained in Section 2.4. Section 3 takes a large part of this paper, where we collect the estimates for a number of linear and bilinear mappings. Based on these estimates we establish the asymptotic expansion of vorticity fields in Section 4 by solving suitable integral equations with the aid of the ACK theorem. In particular, the boundary layer part is constructed in Theorems 4.4, 4.12, and the remainder part is obtained in Theorem 4.10. Theorem 1.1 is finally proved in Section 5. We state some open problems related to this work in Section 6. Some of the key estimates and the result on the fundamental solution of the heat-transport equations are stated in the appendix.

Finally we give some comments on the notations used in this paper. We write $\alpha \leq \beta$ when $\alpha \leq C \beta$ holds with a numerical constant $C > 0$ (independent of $\nu$, $d_0$, and so on). We also write $\alpha \lesssim \{ \beta_1, \beta_2 \} \gamma$ when both $\alpha \lesssim \beta_1 \gamma$ and $\alpha \lesssim \beta_2 \gamma$ hold. For $d_E > 0$ (defined by (2.3) below) and $l > 0$ we define smooth nonnegative cut-off functions $\chi_{ld_E}(x_2)$ and $\chi^{l\kappa}_{ld_E}(x_2)$ by

$$
\chi_{ld_E}(x_2) = \begin{cases} 
1 & \text{if } 0 \leq x_2 \leq ld_E, \\
0 & \text{if } x_2 \geq (l+1)d_E,
\end{cases} \quad \chi^{l\kappa}_{ld_E}(x_2) = 1 - \chi_{ld_E}(x_2), \quad |\chi^{l\kappa}_{ld_E}(x_2)| \leq Cd_E^{-k}. \quad (1.5)
$$

When $A$ is a measurable set in $\mathbb{R}_+^2$, we also denote by $\chi_A$ the characteristic function of $A$.

## 2 Preliminaries

### 2.1 Vorticity equations

Let $\omega = \text{Rot} \ u = \partial_1 u_2 - \partial_2 u_1$ be the vorticity field. Then the Biot-Sawart law in $\mathbb{R}_+^2$ is given by

$$
u = J(\omega) = (J_1(\omega), J_2(\omega)) := \nabla \perp (-\Delta_D)^{-1} \omega, \quad (2.1)$$

where $\nabla \perp = (\partial_2, -\partial_1)$ and $h = (-\Delta_D)^{-1} f$ denotes the solution of the Poisson equation $-\Delta h = f$ in $\mathbb{R}_+^2$ and $h = 0$ on $\partial \mathbb{R}_+^2$. We introduce the bilinear forms

$$
B(f, h) = J(f) \cdot \nabla h, \quad N(f, h) = J_1(B(f, h))|_{x_2=0}. \quad (2.2)
$$

Then the vorticity equations for the Navier-Stokes flows are described as follows.

$$
\begin{align*}
\begin{cases}
\partial_t \omega - \nu \Delta \omega + B(\omega, \omega) = 0 \\
\nu (\partial_t \omega + (\partial_2 \omega)^2) = -N(\omega, \omega)
\end{cases} & \quad t > 0, \quad x \in \mathbb{R}_+^2, \\
\omega|_{t=0} = b & := \text{Rot} \ a, \quad x \in \mathbb{R}_+^2, 
\end{align*} \quad (V_{\nu})
$$
The first equation of \((V_\nu)\) is obtained by taking the Rot in the first equation of \((NS_\nu)\). The boundary condition in \((V_\nu)\) is imposed so as to keep the no-slip boundary condition on \(u = J(\omega); [1, 20]\).

The vorticity field of the Euler flows, denoted by \(\omega_E\), satisfies the equations
\[
\begin{align*}
\frac{\partial}{\partial t}\omega_E + B(\omega_E, \omega_E) &= 0 \quad &t > 0, \quad x \in \mathbb{R}^2_+; \\
\omega_E|_{t=0} &= b \quad &x \in \mathbb{R}^2_+.
\end{align*}
\]

(V_E)

When \(b \in W^{4,1}(\mathbb{R}^2_+) \cap W^{4,2}(\mathbb{R}^2_+)\), it is not difficult to show that the classical solution of \((V_E)\) exists globally in time and \(\omega_E \in C^1([0,T] \times \mathbb{R}^2_+) \cap L^\infty(0,T; W^{4,1}(\mathbb{R}^2_+) \cap W^{4,2}(\mathbb{R}^2_+))\). Moreover, since \(d_0 = \text{dist}(\partial\mathbb{R}^2_+, \text{supp } b) > 0\) we have
\[
\bigcup_{0 \leq t \leq T_0} \text{supp } \omega(t) \subset \{x \in \mathbb{R}^2_+ | x_2 \geq 2^5 d_E\}, \quad d_E = \min\{2^{-6} d_0, 2^{-1}\} \tag{2.3}
\]

for some \(T_0 \geq Cd_E\) with \(C > 0\) depending only on \(|b|_{W^{4,1} \cap W^{4,2}}\).

The vorticity field of the Prandtl flows \(\tilde{\nu}_P\) is given by \(w_P = -\frac{\partial}{\partial t} \tilde{v}_P, 1\) and the Biot-Sawart law in this case is written as
\[
\tilde{v}_P(t,x_1,x_2) = v_E(t,x_1,x_2) + v_P(t,x_1,x_2) := u_E(t,x_1,0) + \int_{x_2}^\infty w_P(t,x_1,y_2)dy_2, \tag{2.4}
\]

\[
\tilde{v}_P(t,x_1,x_2) = v_E(t,x_1,x_2) + v_P(t,x_1,x_2) := x_2 \partial_2 u_E(t,x_1,0) - \partial_1 \left( \int_0^{x_2} y_2 w_P(t,x_1,y_2)dy_2 + 2 \int_{x_2}^{\infty} w_P(t,x_1,y_2)dy_2 \right). \tag{2.5}
\]

Set \(\nabla X = (\partial_1, \partial_2 X)\). Then the equation for \(w_P = w_P(t,x_1,x_2)\) is given by
\[
\begin{cases}
\partial_t w_P - \partial_2^2 w_P = -\tilde{v}_P \cdot \nabla X w_P & t > 0, \quad (x_1, x_2) \in \mathbb{R}^2_+, \\
\partial_2 w_P = -\int_0^\infty \tilde{v}_P \cdot \nabla X w_PdY_2 - N(\omega_E, \omega_E) & t > 0, \quad (x_1, x_2) \in \partial \mathbb{R}^2_+, \quad (V_P) \\
w_P|_{t=0} = 0 & (x_1, X_2) \in \mathbb{R}^2_+.
\end{cases}
\]

The boundary condition of \(w_P\) is derived from the same argument as in \((V_\nu)\) (cf. [1]), or one can deduce it also by performing the formal expansion \(\omega(t,x) = \omega_E(t,x) + \nu^{-1/2} w_P(t,x_1,x_2/\nu^{1/2}) + \text{ remainder}\). To establish the rigorous asymptotic expansion of \(\omega = \omega^{(\nu)}\) we first aim the decomposition \(\omega^{(\nu)} = \omega_E + \omega^{(\nu)}_B + \omega^{(\nu)}_I\), where \(\omega^{(\nu)}_B, \omega^{(\nu)}_I\) are solutions of the equations
\[
\begin{cases}
\begin{align*}
\partial_t \omega_B - \nu \Delta \omega_B + B(\omega_E + \omega_B, \omega_B) &= 0 & t > 0, \quad x \in \mathbb{R}^2_+, \\
\nu (\partial_2 \omega_B + (\partial_1^2)_{\nu} \omega_B) &= -N(\omega_E + \omega_B, \omega_E) - N(\omega_E, \omega_E) & t > 0, \quad x \in \partial \mathbb{R}^2_+,
\end{align*}
\end{cases} \quad (V_B)_{\nu}
\]
\[
\begin{cases}
\begin{align*}
\partial_t \omega_I - \nu \Delta \omega_I = -B(\omega, \omega_I) - B(\omega_I, \omega_E + \omega_B) - B(\omega_B, \omega_E) + \nu \Delta \omega_E & t > 0, \quad x \in \mathbb{R}^2_+, \\
\nu (\partial_2 \omega_I + (\partial_1^2)_{\nu} \omega_I) &= -N(\omega, \omega_I) - N(\omega_I, \omega_E + \omega_B) - N(\omega_B, \omega_E) + \nu J_1(\Delta \omega_E) & t > 0, \quad x \in \partial \mathbb{R}^2_+,
\end{align*}
\end{cases} \quad (V_I)_{\nu}
\]

respectively. Here we have used \(J_1(\Delta f) = -\partial_2 f - (\partial_1^2)_{1/2} f\) on \(\partial \mathbb{R}^2_+\). In \((V_B)_{\nu}\) and \((V_I)_{\nu}\) the symbol \((\nu)\) is abbreviated in the notations of \(\omega, \omega_B, \) and \(\omega_I\), for simplicity. The function \(\omega_B\) takes the form \(\omega_B = R_{1/\nu} w_B\) for a suitable profile function \(w_B = w_B^{(\nu)}\), where \(R_s\) is the scaling operator defined by
\[
(R_s f)(x) = s^{3/2} f(x_1, s^{3/2} x_2), \quad s > 0. \tag{2.6}
\]
The function \( w_B^{(\nu)} \) will be shown to converge to the solution \( w_P \) of \((V_\nu)\) in the limit \( \nu \to 0 \) (Theorem 4.13). We will construct \( \omega_I \) of the form \( \omega_I = R_{1/\nu} w_{1B} + w_{II} \) for some functions \( w_{1B} = w_1^{(\nu)} \) and \( w_{II} = w_II^{(\nu)} \). The proof for the existence of such \( w_B \), \( w_{1B} \), and \( w_{II} \) is given in Section 4 (Theorems 4.4, 4.10) by solving the associated integral equations with the aid of the ACK theorem.

### 2.2 Representation formula for solutions of the linearized problem

In this section we recall the solution formula to the linear problem

\[
\begin{cases}
\partial_t \omega - \nu \Delta \omega = f & t > 0, \quad x \in \mathbb{R}^2_+,
\omega|_{t=0} = b & x \in \mathbb{R}^2_+,
\end{cases}
\]

subject to the boundary condition

\[\nu (\partial_t + (-\partial^2_x)^{1/2}) \omega = g \quad t > 0, \quad x \in \partial \mathbb{R}^2_+.\]

Here \( f, g, b \) are assumed to be smooth and decay fast enough at spatial infinity. We denote by \( G \) and \( E \) the two-dimensional Gaussian and Newton potential, respectively, i.e., \( G(t, x) = (4\pi t)^{-1} \exp \left(-|x|^2/(4t)\right) \) and \( E(x) = -(2\pi)^{-1} \log |x| \). Let \( \star \) be the standard convolution in \( \mathbb{R}^2 \). Following [20], we set

\[\Gamma(t, x) = (\Xi E * G(t))(x), \quad \Xi = 2(\partial^2_x + (-\partial^2_x)^{1/2} \partial_x).\]

We also use the notation \( (h_1 \ast h_2)(x) = \int_{\mathbb{R}^2_+} h_1(x - y^*)h_2(y) \, dy \), where \( y^* = (y_1, -y_2) \).

#### Lemma 2.1 ([20])

The integral equation for \((LV)-(LBC)\) is given by

\[
\omega(t) = e^{\nu t \Delta_N} b + \Gamma(\nu t) \ast b - \Gamma(0) \ast b
+ \int_0^t e^{\nu (t-s) \Delta_N} \left( f(s) - g(s) \mathcal{H}^1_{\{x_2=0\}} \right) \, ds
+ \int_0^t \Gamma(\nu (t-s)) \ast \left( f(s) - g(s) \mathcal{H}^1_{\{x_2=0\}} \right) \, ds
- \int_0^t \Gamma(0) \ast \left( f(s) - g(s) \mathcal{H}^1_{\{x_2=0\}} \right) \, ds.
\]

(2.8)

Here \( e^{\nu \Delta_N} \) is the semigroup for the heat equation (with the unit viscosity) in \( \mathbb{R}^2_+ \), subject to the homogeneous Neumann boundary condition, \( \Gamma(0) \ast := \lim_{\tau \to 0} \Gamma(t) \ast \), and \( g \mathcal{H}^1_{\{x_2=0\}} \) is a one-dimensional Hausdorff measure with density \( g \) defined by \( \langle h, g \mathcal{H}^1_{\{x_2=0\}} \rangle = \int_{\mathbb{R}} h(x_1, 0) g(x_1) \, dx_1 \) for \( h \in C_0(\mathbb{R}^2_+) \).

The reader is referred to [34, 36] for the solution formula of the (Navier-)Stokes equations. We note that \( \Gamma(0) \ast h = \Xi E \ast h \) in \( \mathbb{R}^2_+ \). The following cancellation property is important.

#### Lemma 2.2

If \( g = J_1(f) \big|_{x_2=0} \) then \( \Xi E \ast (f - g \mathcal{H}^1_{\{x_2=0\}}) = 0 \) in \( \mathbb{R}^2_+ \). In particular, we have \( \Xi E \ast b = 0 \) in \( \mathbb{R}^2_+ \) if \( J_1(b) = 0 \) on \( \partial \mathbb{R}^2_+ \).

For the proof of Lemma 2.2, see [20, Proposition 3.2]. We will also use

#### Lemma 2.3

The following identity holds.

\[
\int_0^t \Gamma(\nu (t-s)) \ast \left( f(s) - g(s) \mathcal{H}^1_{\{x_2=0\}} \right) \, ds
- \int_0^t \Gamma(0) \ast \left( f(s) - g(s) \mathcal{H}^1_{\{x_2=0\}} \right) \, ds
= -\nu \int_0^t \int_0^s \Xi G(\nu(s-\tau)) \ast \left( f(\tau) - g(\tau) \mathcal{H}^1_{\{x_2=0\}} \right) \, d\tau \, ds.
\]

(2.9)
Lemma 2.3 follows from the definition of $\Gamma(t, x)$ and the equality $G(t) = -E \cdot \partial_t G(t)$. The right-hand side of (2.9) is useful in studying the spatial decay, while the left-hand side of (2.9) has an advantage in view of regularity when the second term vanishes. This property will be taken into account in the definition of the solution mapping in Section 4.

2.3 Function spaces

We will construct $\omega_B$ and $\omega_I$ by applying the ACK theorem. For this purpose it is essential to set up a suitable family of Banach spaces. Recalling the definition of $d_E \in (0, 1/2)$ in (2.3), we set

$$\varphi_B^{(\mu, \rho)}(\xi, X_2) = \varphi_B^{(\mu, \rho)}(\xi, X_2) = \exp \left( \frac{(\mu - \nu^2 X_2) + |\xi|}{4} + \rho X_2^2 \right), \quad (2.10)$$

$$\varphi_I^{(\mu, \theta)}(\xi, x_2) = \varphi_I^{(\mu, \theta)}(\xi, x_2) = \exp \left( \frac{|\mu - x_2| + |\xi|}{4} + \frac{\theta}{\nu}(6d_E - x_2)^2_+ \right), \quad (2.11)$$

where $\mu, \rho, \theta \geq 0$ and $(\alpha)_+ = \max\{\alpha, 0\}$ for $\alpha \in \mathbb{R}$. Let

$$\langle \xi_1 \rangle = (1 + \xi_1^2)^{1/2}, \quad \hat{f}(\xi_1, x_2) = F(f)(\xi_1, x_2) = \frac{1}{(2\pi)^{1/2}} \int f(x_1, x_2) e^{-ix_1 \xi_1} dx_1. \quad (2.12)$$

We denote by $\|f\|_{L^2_{\xi_1} L^2_{x_2}}$ the norm $(\int_{\xi} (\int_0^\infty |\hat{f}(\xi_1, x_2)|^q dx_2)^{p/q} d\xi_1)^{1/p}$. For $j = 0, 1$, we set

$$\|f\|_{X_B^{(\mu, \rho)} } = \sum_{k=0,1} \left( \|\varphi_B^{(\mu, \rho)} X_2^{1/2} \hat{f}(\xi_1, X_2)\|_{L^2_{\xi_1} L^2_{x_2}} + \|\varphi_B^{(\mu, \rho)} X_2^{1/2} \hat{f}(\xi_1, X_2)\|_{L^2_{\xi_1} L^2_{x_2}} \right), \quad (2.13)$$

$$\|f\|_{X_B^{(\mu, \rho), I} } = \sum_{k=0,1} \left( \|\varphi_B^{(\mu, \rho)} X_2^{1/2} \hat{f}(\xi_1, X_2)\|_{L^2_{\xi_1} L^2_{x_2}} + \|\varphi_B^{(\mu, \rho)} X_2^{1/2} \hat{f}(\xi_1, X_2)\|_{L^2_{\xi_1} L^2_{x_2}} \right), \quad (2.14)$$

$$\|f\|_{X_B^{(\mu, \rho)} } = ||f||_{X_B^{(\mu, \rho)} } = ||f||_{X_B^{(\mu, \rho)} } = ||f||_{X_B^{(\mu, \rho)} } \quad (2.15)$$

The spaces $X_B^{(\mu, \rho)}, X_B^{(\mu, \rho), I}$ are then naturally defined as the subspaces of $L^2(\mathbb{R}^2)$ equipped with the norms $\| \cdot \|_{X_B^{(\mu, \rho)} }, \| \cdot \|_{X_B^{(\mu, \rho), I}}$, respectively. For simplicity of notations we will often write in the abbreviated styles: $X_B^{(\mu, \rho)}, \| \cdot \|_{X_B^{(\mu, \rho)} }$, and so on. The space $X_B^{(\mu, \rho)}$ will be applied for $w_B$, and $X_B^{(\mu, \rho)}$ or $X_B^{(\mu, \rho), I}$ will be applied for $\omega_I$. It is useful to introduce the space for $\omega_E$ as follows.

$$\|f\|_{X_E^{(\mu, \rho)} } = \|\varphi_I^{(\mu, \rho)} \hat{f}(\xi_1, x_2)\|_{L^2_{\xi_1} L^2_{x_2}} + \|\varphi_I^{(\mu, \rho)} \hat{f}(\xi_1, x_2)\|_{L^2_{\xi_1} L^2_{x_2}} + \|\varphi_I^{(0, \rho)} f\|_{L^2_{x_2}}, \quad (2.16)$$

$$\|f\|_{Y_E} = \|f\|_{W^{4,1}} + \|f\|_{W^{4,2}}. \quad (2.17)$$

From (2.3) we may assume that $\omega_E \in L^\infty(0, T_0; X_E^{(\mu, \rho)} \cap Y_E)$ for all $N \geq 0$. For convenience we will often use the notations

$$X_B^{(\mu, \rho)} = X_B^{(\mu, \rho)} , \quad X_B^{(\mu, \rho), I} = X_B^{(\mu, \rho)} \quad (2.18)$$

By the definition of the weights (2.10) - (2.11) the functions in $X_B^{(\mu, \rho)}$ or $X_B^{(\mu, \rho), I}$ with $\mu > 0$ are analytic in the tangential direction near the boundary. The form $(\mu - x_2)_+ |\xi_1|$ represents how the analyticity is lost as the function leaves the boundary, and $\nu^{-1}(6d_E - x_2)^2_+$ expresses the smallness exponentially in $\nu^{-1}$ near the boundary. These are in fact compatible with the heat equations, and thus, essential in our arguments; see Proposition 3.1.
2.4 Biot-Savart law

In the vorticity formulation the velocity field is given by the Biot-Savart law \( u = J(\omega) = \nabla \times (-\Delta_D)^{-1} \omega \).
This section is devoted to give several estimates for \( J(f) \) which are used in the latter sections.

**Lemma 2.4** The following representations hold.

\[
F(\partial_1(-\Delta_D)^{-1}f)(\xi_1, x_2) = \frac{1}{2} \frac{\dot{\xi}_1}{|\xi_1|} \{ \int_0^{x_2} e^{-|\xi_1|(x_2-z_2)} (1 - e^{-2|\xi_1|z_2}) \hat{f}(\xi_1, z_2) \, dz_2
\]
\[
+ \int_{x_2}^\infty e^{-|\xi_1|(z_2-x_2)} (1 - e^{-2|\xi_1|z_2}) \hat{f}(\xi_1, z_2) \, dz_2 \},
\]
\[
F(\partial_2(-\Delta_D)^{-1}f)(\xi_1, x_2) = \frac{1}{2} \{- \int_0^{x_2} e^{-|\xi_1|(x_2-z_2)} (1 - e^{-2|\xi_1|z_2}) \hat{f}(\xi_1, z_2) \, dz_2
\]
\[
+ \int_{x_2}^\infty e^{-|\xi_1|(z_2-x_2)} (1 + e^{-2|\xi_1|z_2}) \hat{f}(\xi_1, z_2) \, dz_2 \}.
\]

**Proof.** The required representations are obtained by solving the ODE: \( \xi_2^2 \ddot{h} - \partial_2^\star \dot{h} = \hat{f} \) in \( x_2 > 0 \) with the boundary condition \( \ddot{h}(\xi_1, 0) = \lim_{x_2 \to \infty} \dot{h}(\xi_1, x_2) = 0 \). The details are omitted. This completes the proof.

**Lemma 2.5** Let \( k = 0, 1 \) and \( \rho > 0 \). Then it follows that

\[
\| J(f) \|_{L^4} \lesssim \left\{ \begin{array}{l}
\| X_2^2 \rho f \|_{L^2}, \\
\| f \|_{L^4}, \\
\end{array} \right. \| J(f) \|_{L^\infty} \lesssim \left\{ \begin{array}{l}
\| R_\rho f \|_{X_{1,0}^{(0),1}}, \\
\| f \|_{X_{1,1}^{(0),1}}, \\
\end{array} \right. \| \nabla^k J(f) \|_{L^4} \lesssim \| \nabla^k J(f) \|_{L^4/k} \lesssim \left( \frac{\nu}{\rho} \right)^{1/2} \| R_\rho f \|_{X_{1,0}^{(0),k}}.
\]

**Proof.** To prove (2.19) we use the representation

\[
\nabla(-\Delta_D)^{-1} f(x) = \frac{1}{2\pi} \int_{\mathbb{R}^3_+} \left( \frac{x-y}{|x-y|^2} - \frac{x-y^*}{|x-y^*|^2} \right) f(y) \, dy, \quad y^* = (y_1, -y_2).
\]

Hence we have \( |J(f)(x)| \lesssim \int_{\mathbb{R}^3_+} \left( \frac{y_1}{|x-y|} \right)^{1/2} f(y) \, dy \lesssim \int_{\mathbb{R}^3_+} \left( \frac{y_1^{1/2}}{|x-y|^3} \right) f(y) \, dy \), which implies the estimate \( \| J(f) \|_{L^4} \lesssim \| X_2^{1/2} \rho f \|_{L^2} \). The other estimate \( \| J(f) \|_{L^4} \lesssim \| f \|_{L^{4/3}} \) is well known. Next, from \( \| J(f) \|_{L^\infty} \lesssim \| J(f) \|_{L^4} \| \nabla J(f) \|_{L^4} \lesssim \| f \|_{L^{4/3}} \| f \|_{L^4} \) we have \( \| J(f) \|_{L^\infty} \lesssim \| f \|_{X_{1,0}^{(0),1}} \) by the Sobolev embedding inequality and the interpolation inequality.

When \( f \in X_{1,0}^{(0),1} \) we use the representation in Lemma 2.4. Then we have \( |F(J(f))(\xi_1, x_2)| \lesssim \| \hat{f}(\xi_1) \|_{L^2} \). This implies \( |J(f)(x)| \lesssim \| (\xi_1) F(J(f))(\xi_1, x_2) \|_{L^1_{\xi_1}} \lesssim \| R_\rho f \|_{X_{1,0}^{(0),1}} \). The proof of (2.19) is complete. To show (2.20) we decompose \( f = f_\chi d_\xi + f_\chi \hat{a}_\xi \). If \( x_2 \geq 4d_\xi \) then Lemma 2.4 leads to the inequality \( |F(J(f_\chi d_\xi))(\xi_1, x_2)| \lesssim |\xi_1| e^{-|\xi_1|x_2/2} \| \nabla^k \hat{f}(\xi_1) \|_{L^2_{\xi_1}} \), i.e., \( \chi_{\{x_2 \geq 4d_\xi\}} F(J(f_\chi d_\xi)) \|_{L^2_{\xi_1}^{1/4}} \lesssim d_\xi \| x_2 \hat{f} \|_{L^2_{\xi_1}^{1/4}} \). Thus, combining the Hausdorff-Young inequality with the estimate \( x_2 e^{-\rho x_2^2/\nu} \lesssim (\nu/\rho)^{1/2} \), we arrive at \( \| \chi_{\{x_2 \geq 4d_\xi\}} J(f_\chi d_\xi) \|_{L^4} \lesssim d_\xi (-\nu/\rho)^{1/2} \| R_\rho f \|_{X_{1,0}^{(0),k}} \). Similarly, it is not difficult to see that

\[
d^k \| \chi_{\{x_2 \geq 4d_\xi\}} \nabla^k J(f_\chi d_\xi) \|_{L^4} \lesssim \left( \frac{\nu}{\rho} \right)^{1/2} \| R_\rho f \|_{X_{1,0}^{(0),k}}.
\]
Next we see that \(\|\nabla^k J(f\chi_{dE}^c)}\|_{L^2} \lesssim \|x_2^{1/2}\nabla^k(f\chi_{dE}^c)}\|_{L^2}\) and \(\|\nabla^{1+k} J(f\chi_{dE}^c)}\|_{L^2} \lesssim \|\nabla^k(f\chi_{dE}^c)}\|_{L^2}\) for \(k = 0, 1\). Thus, since \(d_E \in (0, 1/2)\), it immediately follows that

\[
d_E^{1+k}\|\nabla^{1+k}(-\Delta)^{-1}(f\chi_{dE}^c)}\|_{L^2} \lesssim \left(\frac{\nu}{\rho}\right)^{\frac{1}{2}}\|f\|_{X_{I_B}^{(0, \rho)}},
\]

\[
d_E^{\frac{3}{2}+k}\|\nabla^{2+k}(-\Delta)^{-1}(f\chi_{dE}^c)}\|_{L^2} \lesssim \left(\frac{\nu}{\rho}\right)^{\frac{1}{2}}\|f\|_{X_{I_B}^{(0, \rho)}}.
\]

The proof of (2.20) is complete. The estimate (2.21) with \(k = 0\) is easily obtained from the Hardy-Littlewood-Sobolev inequality and the Calderón-Zygmund inequality. For \(k = 1\) it suffices to note \(\|\nabla J(f)\|_{L^2} \lesssim \|f\|_{L^4}\) and \(\|\nabla^2 J(f)\|_{L^2} \lesssim \|\nabla f\|_{L^2} + \|\nabla J(\partial_t f)\|_{L^2} \lesssim \|\nabla f\|_{L^2}\). This completes the proof.

Combining Lemma 2.5 with the Hölder inequality and the Sobolev embedding inequality, we get the following lemma, whose proof is omitted here.

**Lemma 2.6** Let \(1 \leq p \leq 4\), \(k = 0, 1\), and \(\rho > 0\). Let \(B(f, h)\) be the bilinear form in (2.2). Assume that \(\text{supp } h \subset \{x \in \mathbb{R}^2_+ \mid x_2 \geq 4d_E\}\). Then we have

\[
\|B(f, h)\|_{L^p} \lesssim \left\{\begin{array}{ll}
d_E^{-\frac{1}{2}}\left(\frac{\nu}{\rho}\right)^{\frac{1}{2}}\|R_{\nu} f\|_{X_{I_B}^{(0, \rho)}} & \|h\|_{Y_E}, \\
\|f\|_{X_{I_B}^{(0, 0)}} & \|h\|_{Y_E}.
\end{array}\right.
\]

(2.22)

\[
\|\nabla^{1+k} B(f, h)\|_{L^2} \lesssim \left\{\begin{array}{ll}
d_E^{-\frac{3}{2}}\left(\frac{\nu}{\rho}\right)^{\frac{1}{2}}\|R_{\nu} f\|_{X_{I_B}^{(0, \rho)}} & \|h\|_{Y_E}, \\
\|f\|_{X_{I_B}^{(0, 0)}} & \|h\|_{Y_E}.
\end{array}\right.
\]

(2.23)

## 3 Estimates for linear and bilinear mappings

In this section we establish the estimates for various mappings that appear in the vorticity equations. When we deal with the bilinear forms the following elementary inequalities will be freely used.

\[
\|\langle \xi_1 \rangle^j \hat{F}_1 * \hat{F}_2\|_{L^2_{\xi_1}} \lesssim \|\langle \xi_1 \rangle^{1-l(j)} \hat{F}_1\|_{L^2_{\xi_1}} \|\langle \xi_1 \rangle^{j+l(j)} \hat{F}_2\|_{L^2_{\xi_1}}, \quad \|\langle \xi_1 \rangle^2 \hat{F}_1 * \hat{F}_2\|_{L^2_{\xi_1}} \lesssim \|\langle \xi_1 \rangle^2 \hat{F}_1\|_{L^2_{\xi_1}} \|\langle \xi_1 \rangle^2 \hat{F}_2\|_{L^2_{\xi_1}}.
\]

(3.1)

Here \(j = 0, 1\), and \(l(j)\) is defined by \(l(1) = 0\) and \(l(0) \in \{0, 1\}\).

### 3.1 Basic linear estimates

First we prove that the function spaces defined in Section 2.3 are invariant in a sense under the action of the heat semigroup, which gives the validity of our choice of the weight functions in Section 2.3. The key observation is the following simple inequalities, which will be combined with the heat kernel.

\[
(\mu - \nu^2 X_2)_+|\xi_1| \leq (\mu - \nu^2 Y_2)_+|\xi_1| + \nu^2|X_2 - Y_2||\xi_1| \leq (\mu - \nu^2 Y_2)_+|\xi_1| + \nu(t-s)|\xi_1|^2 + \frac{|X_2 - Y_2|^2}{4(t-s)},
\]

(3.2)

\[
(\mu - x_2)_+|\xi_1| \leq (\mu - y_2)_+|\xi_1| + |x_2 - x_2||\xi_1| \leq (\mu - y_2)_+|\xi_1| + \nu(t-s)|\xi_1|^2 + \frac{|x_2 - y_2|^2}{4\nu(t-s)}.
\]

(3.3)

In Proposition 3.1 below we give the estimates for \(e^{\nu(t-s)\Delta_N} f\). But it is clear from its proof that all estimates in Proposition 3.1 are valid even if the kernel of \(e^{\nu(t-s)\Delta_N}\) is replaced by the two-dimensional Gaussian-type functions \(g(c_1\nu(t-s), x_1 - y_1)g(c_2\nu(t-s), x_2 - y_2)\), where \(g\) is the one-dimensional Gaussian and \(c_1, c_2\) are suitable positive parameters. This fact will be used in the latter sections.
Proposition 3.1 Let \( k, l \in \mathbb{N} \cup \{0\} \), \( m, n = 0, 1 \), and \( 0 \leq \gamma \leq 1 \). Assume that \( 0 < s < t, 0 < \mu' < \mu, 0 < \rho' < \rho \leq 2^{-4} \), and \( 0 < \theta' < \theta \leq 2^{-4} \). Then

\[
\| \varphi_B^{(\mu, \frac{\mu}{2})} (\xi_1)^{k+l} X_2^m F(R_u e^{\nu(t-s) \Delta N} R_1 \frac{f}{p}) \|_{L^2_{\xi_1} L^{\frac{1}{1+m}}_{\xi_2}} \lesssim \frac{1}{(\mu(t-s))^2} \sum_{j=0}^m \| \varphi_B^{(\mu, \frac{\mu}{2})} (\xi_1)^{k+l} X_2^m \|_{L^2_{\xi_1} L^{\frac{1}{1+m}}_{\xi_2}}.
\]

(3.4)

\[
\| \varphi_B^{(\mu, \frac{\mu}{2})} (\xi_1)^{k+n} X_2^{1-n+\frac{n}{2}} \partial_t X_2 \varphi_B^{(\mu, \frac{\mu}{2})} (\xi_1)^{k+l} X_2^m F(R_u e^{\nu(t-s) \Delta N} R_1 \frac{f}{p}) \|_{L^2_{\xi_1} L^{\frac{1}{1+m}}_{\xi_2}} \lesssim \left( \frac{1}{(\mu(t-s))^2} + \frac{s^2}{\mu^m} \right) \sum_{j=0}^m \| \varphi_B^{(\mu, \frac{\mu}{2})} (\xi_1)^{k+l} X_2^m \|_{L^2_{\xi_1} L^{\frac{1}{1+m}}_{\xi_2}}.
\]

(3.5)

\[
\| \varphi_I^{(\mu, \frac{\mu}{2})} (\xi_1)^{k+l} F(e^{\nu(t-s) \Delta N} f) \|_{L^2_{\xi_1} L^2_{\xi_2}} \lesssim \frac{1}{(\mu(t-s))^2} \| \varphi_I^{(\mu, \frac{\mu}{2})} (\xi_1)^{k+l} X_2^m \|_{L^2_{\xi_1} L^2_{\xi_2}}.
\]

(3.6)

\[
\| \varphi_I^{(\mu, \frac{\mu}{2})} (\xi_1)^{k+m} \partial_t X_2 \varphi_I^{(\mu, \frac{\mu}{2})} (\xi_1)^{k+l} X_2^m F(e^{\nu(t-s) \Delta N} f \chi_{\Delta N}) \|_{L^2_{\xi_1} L^2_{\xi_2}} \lesssim \frac{s^2 \| \varphi_I^{(\mu, \frac{\mu}{2})} (\xi_1)^{k+l} X_2^m \|_{L^2_{\xi_1} L^2_{\xi_2}}}{\nu^2 \Delta_1^2 (t-s)^{\frac{1}{2} \theta'(\theta-\theta')^2}}.
\]

(3.7)

Proof. Let \( g(t, X_2) \) be the one-dimensional Gaussian, i.e., \( g(t, X_2) = (4\pi t)^{-1/2} \exp \left( -X_2^2/(4t) \right) \) and set \( g(t, X_2) = g(t, X_2 - Y_2) + g(t, X_2 + Y_2) \). We observe that

\[
\mathcal{F}(R_u e^{\nu(t-s) \Delta N} R_1 \frac{f}{p}) (\xi_1, X_2) = e^{-\nu(t-s)\xi_2} \int_0^\infty g(t-s, X_2, Y_2) e^{-\frac{1}{2}(\mu - \nu Y_2) \xi_2} g(2(t-s)) \langle (\xi_1)^{\mu} \rangle (\xi_1, Y_2) dY_2.
\]

(3.8)

Then we combine (3.2) with \( e^{-\nu(t-s)\xi_2} g(t-s, X_2, Y_2) \), which leads to

\[
\varphi_B^{(\mu, \frac{\mu}{2})} \mathcal{F}(R_u e^{\nu(t-s) \Delta N} R_1 \frac{f}{p}) (\xi_1, X_2) \| \lesssim e^{-\frac{1}{2}(\theta - \theta')^2 X_2^2} g(2(t-s)) \langle (\xi_1)^{\mu} \rangle \| (\xi_1, Y_2) \| (X_2).
\]

(3.9)

Here we have written as \( h_1 * h_2(X_2) = \int_{\mathbb{R}^2} h_1(X_2 - Y_2) h_2(Y_2) dY_2 \) for simplicity. Now we apply the weighted Young inequality (7.1) to get

\[
\| \varphi_B^{(\mu, \frac{\mu}{2})} X_2^m \mathcal{F}(R_u e^{\nu(t-s) \Delta N} R_1 \frac{f}{p}) (\xi_1) \|_{L^2_{\xi_1} L^{\frac{1}{1+m}}_{\xi_2}} \lesssim e^{-\frac{1}{2}(\theta - \theta')^2 X_2^2} \sum_{j=0}^m \| \varphi_B^{(\mu, \frac{\mu}{2})} X_2^m \|_{L^2_{\xi_1} L^{\frac{1}{1+m}}_{\xi_2}}.
\]

(3.10)

Note that the case \( m = 1 \) in (3.10) is confirmed by using \( X_2^{1/2} g(t-s, X_2, Y_2) \| (t-s)^{-1/4} + Y_2^{1/2} g(5(t-s)/4, X_2 - Y_2), \) since the factor \( (t-s)^{-1/4} \) is canceled after applying the \( L^2 - L^1 \) estimate in (7.1). Est. (3.4) is obtained by taking the \( L^2 \) norm with respect to \( \xi_1 \) in (3.10). To prove (3.5) we observe that \( |\xi_1| e^{-\frac{1}{2}(\mu - \nu Y_2) \xi_2} \langle \xi_1 \rangle \lesssim (\mu - \nu)^{-1} e^{-\frac{1}{2}(\mu - \nu Y_2) \xi_2} \langle \xi_1 \rangle \) when \( 0 < \nu Y_2 \leq \mu \), \( 0 < \nu Y_2 \leq \mu, \) while \( |\xi_1| e^{-\frac{1}{2}(\theta - \theta')^2 X_2^2} \langle \xi_1 \rangle \lesssim (\theta - \theta')^{-1/2} e^{-\rho Y_2^2/2} \) when \( Y_2 \geq \mu \). Then the expression (3.8) yields, instead of (3.9),

\[
\varphi_B^{(\mu, \frac{\mu}{2})} \mathcal{F}(R_u e^{\nu(t-s) \Delta N} R_1 \frac{f}{p}) (\xi_1, X_2) \lesssim \left( \frac{1}{\mu - \mu'} + \frac{s^2}{\mu^2} \right) e^{-\frac{1}{2}(\theta - \theta')^2 X_2^2} \int_{\mathbb{R}^2} g(2(t-s), X_2 - Y_2) e^{-\frac{1}{2} Y_2^2} \langle (\varphi_B^{(\mu, \frac{\mu}{2})} \rangle (\xi_1, Y_2) dY_2.
\]
Remark 3.2

Note that the \( B \) vorticity equations. In order to estimate the boundary layer parts (3.10), we also have

\[
|X_2 \partial_{X_2} g(t-s,X_2,Y_2)| e^{-\frac{\xi^2}{2}} \lesssim (1 + \frac{\alpha^2}{(t-s)^{3/2}(\rho - \rho')^2}) g(\frac{5}{4}(t-s), X_2 - Y_2) e^{-\frac{\xi^2}{2}} \quad \text{for } X_2, Y_2 \geq 0.
\]

The details are omitted. The proof of (3.6) is similar to the one of (3.4). Indeed, (3.3) implies

\[
\varphi^{(\mu, \nu)}_I |F(e^{\nu(t-s)\Delta_N} f)(\xi_1, x_2)| \lesssim e^{-\frac{3}{2}\nu(t-s)\xi^2 + \frac{3}{2}\nu(t-s)^2} g(2\nu(t-s)) \ast (\varphi^{(\mu, \nu)}_I) \hat{f}(\xi_1))(x_2). \quad (3.11)
\]

Then applying (7.2) to (3.11) yields (3.6). To prove (3.7) with \( m = 1 \) we use (3.6) and get

\[
\|\varphi_I^{(\mu, \nu)}(\xi_1, x_2) \| \lesssim \frac{1}{\nu^2(t-s)^{2}} \|\varphi_I^{(\mu, \nu)}(\xi_1)\| \lesssim (\frac{\nu}{d_E^2(\theta - \theta')^2})^{2/3} \varphi_I^{(\mu, \nu)}(\xi_1, x_2)
\]

for \( 0 \leq x_2 \leq 5d_E \) and \( 0 \leq \gamma \leq 1 \). The case \( m = 0 \) is proved in the same way. This completes the proof.

Remark 3.2 From (3.10) we also have

\[
\|\varphi_B^{(\mu, \nu)}(\xi_1)\| \lesssim \frac{1}{(\nu(t-s))^{2}} \sum_{j=0}^{m} \|\varphi_B^{(\mu, \nu)}(\xi_1)\| \lesssim \frac{1}{(\nu(t-s))^{2}} \.
\]

and (7.2) yields

\[
\|\varphi_I^{(0, \xi)}(\xi_1)\| \lesssim \|\varphi_I^{(0, \xi)}\|.
\]

Moreover, by using \( F(R_\nu e^{\nu(t-s)\Delta_N} h\mathcal{H}^{(x_2 = 0)}) = e^{-\nu(t-s)\xi^2} g(t-s, X_2) \hat{h}(\xi_1) \), we get the estimate

\[
\|\varphi_B^{(\mu, \nu)}(\xi_1)\| \lesssim \frac{1}{(\nu(t-s))^{2}} \.
\]

Since the proofs are straightforward we omit the details here.

3.2 Estimates for bilinear forms (I)

In this section we establish the estimates of the bilinear forms appearing in the nonlinear terms of the vorticity equations. In order to estimate the boundary layer parts \((B \) and \(w_{IB} \)) it is convenient to rewrite the bilinear forms in (2.2) in the rescaled variables:

\[
B^{(\nu)}(f, h)(x_1, X_2) = R_\nu B(R_\nu f, R_\nu h)(x_1, X_2), \quad N^{(\nu)}(f, h)(x_1) = J_3(\nu f) \hat{J}(f)). \quad (3.15)
\]

Motivated by the relation \( B(f, h) = J(f) \cdot \nabla h = \nabla \cdot (hJ(f)) \), we also introduce the bilinear forms

\[
D(f, h) = (D_1(f, h), D_2(f, h)) = hJ(f), \quad (3.16)
\]

\[
D^{(\nu)}(f, h) = (D^{(\nu)}_1(f, h), D^{(\nu)}_2(f, h)) = (R_\nu D_1(R_\nu f, R_\nu h), \nu^{-3/2} R_\nu D_2(R_\nu f, R_\nu h)). \quad (3.17)
\]

Note that \( B^{(\nu)}(f, h) = \nabla_X \cdot D^{(\nu)}(f, h) \) holds, where \( \nabla_X = (\partial_{x_1}, \partial_{x_2}) \). In the proof of next lemma we set

\[
\hat{f}^{(\mu, \rho)}(\xi_1, X_2) = \varphi_B^{(\mu, \rho)}(\xi_1, X_2) \varphi_I^{(\theta)}(\xi_1, \nu \hat{X}_2) \hat{f}(\xi_1, X_2).
\]
Lemma 3.3 Assume that $0 < 2^{-1}(\mu - \mu') < \mu' < \mu < 1$, $0 < \rho' < \rho \leq 2^{-4}$, and $0 < s < 1$. Let $j,k = 0,1$, and let $l(1) = 0$ and $l(0) \in \{0,1\}$. (i) For $D^{(\nu)}(f,h)$ we have

\[
\|\varphi_{B,\xi}^{(\mu,\varphi)} \xi_{j} X_{2}^{\frac{k}{2}} F(D^{(\nu)}(f,h))\|_{L_{\xi_{1}}^{1} L_{X_{2}}^{1+k}} \lesssim \left\{ \begin{array}{l}
\|f\|_{X^{(\nu,0)}_{IB,1-l(j)}} \|h\|_{X^{(\nu,0)}_{IB,1+l(j)}}, \\
\end{array} \right. 
\] (3.18)

\[
\|\varphi_{B,\xi}^{(\mu,\varphi)} \xi_{j} X_{2}^{\frac{k}{2}} F(D^{(\nu)}(f,h))\|_{L_{\xi_{1}}^{2} L_{X_{2}}^{1+k}} \lesssim \left\{ \begin{array}{l}
\frac{\|f\|_{X^{(\nu,0)}_{IB,1-l(j)}}}{\|f\|_{X^{(\nu,0)}_{IB,1+l(j)}}} \|h\|_{X^{(\nu,0)}_{IB,1+l(j)}},
\end{array} \right. 
\] (3.19)

\[
\|\varphi_{B,\xi}^{(\mu,\varphi)} \xi_{j} X_{2}^{\frac{k}{2}} F(D^{(\nu)}(f,h))\|_{L_{\xi_{1}}^{2} L_{X_{2}}^{1+k}} \lesssim \left\{ \begin{array}{l}
\frac{\|f\|_{X^{(\nu,0)}_{IB,1-l(j)}}}{\|f\|_{X^{(\nu,0)}_{IB,1+l(j)}}} \|h\|_{X^{(\nu,0)}_{IB,1+l(j)}},
\end{array} \right. 
\] (3.20)

(ii) Let $m = 0,1$. For $B^{(\nu)}(f,h)$ we have

\[
\|\varphi_{B,\xi}^{(\mu,\varphi)} \xi_{j} X_{2}^{\frac{k}{2}} F(B^{(\nu)}(f,h))\|_{L_{\xi_{1}}^{2} L_{X_{2}}^{1+k}} \lesssim \left\{ \begin{array}{l}
\|f\|_{X^{(\nu,0)}_{IB,1-l(j)}} \|h\|_{X^{(\nu,0)}_{IB,1+l(j)}},
\end{array} \right. 
\] (3.21)

\[
\|\varphi_{B,\xi}^{(\mu,\varphi)} \xi_{j} X_{2}^{\frac{k}{2}} F(B^{(\nu)}(f,h))\|_{L_{\xi_{1}}^{2} L_{X_{2}}^{1+k}} \lesssim \frac{\|f\|_{X^{(\nu,0)}_{IB,1-l(j)}}}{\|f\|_{X^{(\nu,0)}_{IB,1+l(j)}}} \|h\|_{X^{(\nu,0)}_{IB,1+l(j)}},
\] (3.22)

\[
\|\varphi_{B,\xi}^{(\mu,\varphi)} X_{2}^{m+\frac{k}{2}} F(B^{(\nu)}(f,h))\|_{L_{\xi_{1}}^{2} L_{X_{2}}^{1+k}} \lesssim \nu^{-\frac{m}{2}} \left\{ \begin{array}{l}
\|f\|_{X^{(\nu,0)}_{IB,1-l(j)}} \|h\|_{X^{(\nu,0)}_{IB,1+l(j)}},
\end{array} \right. 
\] (3.23)

(iii) Let $i = 0,1,2$. For $N^{(\nu)}(f,h)$ we have

\[
\|e^{\xi_{j}^{\frac{1}{4}} \xi_{1}} F(N^{(\nu)}(f,h))\|_{L_{\xi_{1}}^{2} L_{X_{2}}^{1+k}} \lesssim \left\{ \begin{array}{l}
\frac{1}{\mu - \mu'} \left\{ \begin{array}{l}
\|f\|_{X^{(\nu,0)}_{IB,2-m(i)-n(i)}} \|h\|_{X^{(\nu,0)}_{IB,2-m(i)-n(i)}},
\end{array} \right. 
\end{array} \right. 
\] (3.24)

\[
\|e^{\xi_{j}^{\frac{1}{4}} \xi_{1}} F(N^{(\nu)}(f,h))\|_{L_{\xi_{1}}^{2} L_{X_{2}}^{1+k}} \lesssim \left\{ \begin{array}{l}
\|f\|_{X^{(\nu,0)}_{IB,1-l(i)}} \|h\|_{X^{(\nu,0)}_{IB,1+l(i)}},
\end{array} \right. 
\] (3.25)

Here $m(i) = 0$ if $i = 1,2$ and $m(0) = 1$, and $n(2) = 0$, $n(1) = 1$, and $n(0) \in \{0,1\}$.

Proof. (i) By Lemma 2.4 and (3.17) we have the explicit formula

\[
F(D^{(\nu)}(f,h))(\xi_{1}, X_{2}) = \frac{1}{2} \int_{\mathbb{R}} \left\{ \int_{X_{2}} e^{-\nu^{2} |\eta_{1}|(X_{2}-Z_{2})} (1 - e^{-2\nu^{2} |\eta_{1}| Z_{2}}) \hat{f}(\eta_{1}, Z_{2}) dZ_{2} + \int_{X_{2}} e^{-\nu^{2} |\eta_{1}|(Z_{2}-X_{2})} (1 + e^{-2\nu^{2} |\eta_{1}| Z_{2}}) \hat{f}(\eta_{1}, Z_{2}) dZ_{2} \right\} d\eta_{1}.
\]

Then we have from $|\mu - \nu^{1/2} X_{2}| \leq \nu^{1/2} |X_{2} - Z_{2}|$ and $|\xi_{1}| \leq |\eta_{1}| + |\eta_{1} - \xi_{1}|$,

\[
\varphi_{B,\xi}^{(\mu,\varphi)} F(D^{(\nu)}(f,h))(\xi_{1}, X_{2}) \lesssim \int_{\mathbb{R}} \left\{ e^{-\nu^{2} |\eta_{1}| X_{2}} \hat{f}(\mu,0,0)(\eta_{1}) \right\} \|f\|_{L_{\xi_{1}}^{2} L_{X_{2}}^{1}(\eta_{1} - \xi_{1}, X_{2})} d\eta_{1},
\] (3.26)
which implies for \( j, k = 0, 1 \),
\[
\varphi_B^{(\mu, \xi)} \left| \mathcal{F}(D_1^{(\nu)}(f, h))(\xi_1, X_2) \right| 
\leq \int_{\mathbb{R}} \left\{ \frac{X_2}{\nu_1 |\eta_1|} \left( \frac{\sqrt{2}}{\nu_1 |\eta_1|} \right) \frac{X_1}{\nu_1 |\eta_1|} \right\} |\hat{h}(\mu, \xi, 0)(\xi_1 - \eta_1, X_2)| d\eta_1,
\]
(3.27)
which gives (3.18) by the relation of the scaling \( \nu^{-1/2} \| F \|_{L^2_{X_2}} = \| R_1^{1/2} F \|_{L^2_{X_2}} \) and the inequality (3.1).

The calculation as in (3.26) yields
\[
\varphi_B^{(\mu, \xi)} \left| \mathcal{F}(D_2^{(\nu)}(f, h))(\xi_1, X_2) \right| = \varphi_B^{(\mu, \xi)} - \frac{1}{2} \int_{\mathbb{R}} \int_{\mathbb{R}} \left\{ \int_X e^{-\nu_2 \frac{1}{|\eta_1|} X_2 - Z_2 \left( 1 - e^{-2\nu_2 |\eta_1| Z_2} \right) \hat{f}(\eta_1, Z_2) dZ_2 \right. \\
+ \int_X e^{-\nu_2 \frac{1}{|\eta_1|} X_2 - Z_2 \left( 1 - e^{-2\nu_2 |\eta_1| X_2} \right) \hat{f}(\eta_1, Z_2) dZ_2 \right. \\
\left. \int_X e^{-\nu_2 \frac{1}{|\eta_1|} X_2 - Z_2 \left( 1 - e^{-2\nu_2 |\eta_1| X_2} \right) \hat{f}(\eta_1, Z_2) dZ_2 \right\} |\hat{h}(\mu, \xi, 0)(\xi_1 - \eta_1, X_2)| d\eta_1 \\
\lesssim X_2 e^{-\nu_2 X_2} \int_{\mathbb{R}} e^{-\nu_2 \frac{1}{|\eta_1|} X_2 - Z_2 \left( 1 - e^{-2\nu_2 |\eta_1| X_2} \right) \hat{f}(\eta_1, Z_2) dZ_2 \right. \\
\left. \int_X e^{-\nu_2 \frac{1}{|\eta_1|} X_2 - Z_2 \left( 1 - e^{-2\nu_2 |\eta_1| X_2} \right) \hat{f}(\eta_1, Z_2) dZ_2 \right\} |\hat{h}(\mu, \xi, 0)(\xi_1 - \eta_1, X_2)| d\eta_1.
\]
(3.28)
Then it is not difficult to deduce (3.19). On the other hand, instead of (3.28), we also have
\[
\varphi_B^{(\mu, \xi)} \left| \mathcal{F}(B_1^{(\nu)}(f, h))(\xi_1, X_2) \right| \lesssim \nu_1^{-1/2} \int_{\mathbb{R}} e^{-\nu_2 \frac{1}{|\eta_1|} X_2 - Z_2 \left( 1 - e^{-2\nu_2 |\eta_1| X_2} \right) \hat{f}(\eta_1, Z_2) dZ_2 \right. \\
\left. \int_X e^{-\nu_2 \frac{1}{|\eta_1|} X_2 - Z_2 \left( 1 - e^{-2\nu_2 |\eta_1| X_2} \right) \hat{f}(\eta_1, Z_2) dZ_2 \right\} |\hat{h}(\mu, \xi, 0)(\xi_1 - \eta_1, X_2)| d\eta_1.
\]
(3.29)
Thus (3.20) follows by arguing as (3.27). (ii) As in the proof of (i), we observe that
\[
\varphi_B^{(\mu, \xi)} \left| \mathcal{F}(B_2^{(\nu)}(f, h))(\xi_1, X_2) \right| = \varphi_B^{(\mu, \xi)} - \frac{1}{2} \int_{\mathbb{R}} \int_{\mathbb{R}} \left\{ \int_X e^{-\nu_2 \frac{1}{|\eta_1|} X_2 - Z_2 \left( 1 - e^{-2\nu_2 |\eta_1| Z_2} \hat{f}(\eta_1, Z_2) dZ_2 \right. \\
+ \int_X e^{-\nu_2 \frac{1}{|\eta_1|} X_2 - Z_2 \left( 1 - e^{-2\nu_2 |\eta_1| Z_2} \hat{f}(\eta_1, Z_2) dZ_2 \right. \\
\left. \int_X e^{-\nu_2 \frac{1}{|\eta_1|} X_2 - Z_2 \left( 1 - e^{-2\nu_2 |\eta_1| Z_2} \hat{f}(\eta_1, Z_2) dZ_2 \right\} \right) \hat{f}(\eta_1, Z_2) dZ_2 \right. \\
\left. \int_X e^{-\nu_2 \frac{1}{|\eta_1|} X_2 - Z_2 \left( 1 - e^{-2\nu_2 |\eta_1| Z_2} \hat{f}(\eta_1, Z_2) dZ_2 \right\} \hat{h}(\xi_1 - \eta_1, X_2) d\eta_1 \\
\lesssim \int_{\mathbb{R}} \int_{\mathbb{R}} \left\{ \int_X e^{-\nu_2 \frac{1}{|\eta_1|} X_2 - Z_2 \left( 1 - e^{-2\nu_2 |\eta_1| Z_2} \hat{f}(\eta_1, Z_2) dZ_2 \right. \\
\left. \int_X e^{-\nu_2 \frac{1}{|\eta_1|} X_2 - Z_2 \left( 1 - e^{-2\nu_2 |\eta_1| Z_2} \hat{f}(\eta_1, Z_2) dZ_2 \right\} \hat{h}(\mu, \xi, 0)(\xi_1 - \eta_1, X_2) d\eta_1
\]
(3.30)
which gives (3.21) for \( j, k = 0, 1 \) by arguing as (3.27). As for \( B_2^{(\nu)}(f, h) \), we see that if \( \mu' \geq \nu^{1/2} X_2 \) then
\[
\varphi_B^{(\mu', \xi)} \left| \mathcal{F}(B_2^{(\nu)}(f, h))(\xi_1, X_2) \right| 
= \varphi_B^{(\mu', \xi)} - \frac{1}{2} \int_{\mathbb{R}} \int_{\mathbb{R}} \left\{ \int_X e^{-\nu_2 \frac{1}{|\eta_1|} X_2 - Z_2 \left( 1 - e^{-2\nu_2 |\eta_1| Z_2} \hat{f}(\eta_1, Z_2) dZ_2 \right. \\
+ \int_X e^{-\nu_2 \frac{1}{|\eta_1|} X_2 - Z_2 \left( 1 - e^{-2\nu_2 |\eta_1| Z_2} \hat{f}(\eta_1, Z_2) dZ_2 \right. \\
\left. \int_X e^{-\nu_2 \frac{1}{|\eta_1|} X_2 - Z_2 \left( 1 - e^{-2\nu_2 |\eta_1| Z_2} \hat{f}(\eta_1, Z_2) dZ_2 \right\} \hat{h}(\xi_1 - \eta_1, X_2) d\eta_1 \\
\lesssim \frac{1}{\mu - \mu'} \int_{\mathbb{R}} \int_{\mathbb{R}} \left\{ \int_X e^{-\nu_2 \frac{1}{|\eta_1|} X_2 - Z_2 \left( 1 - e^{-2\nu_2 |\eta_1| Z_2} \hat{f}(\eta_1, Z_2) dZ_2 \right. \\
\left. \int_X e^{-\nu_2 \frac{1}{|\eta_1|} X_2 - Z_2 \left( 1 - e^{-2\nu_2 |\eta_1| Z_2} \hat{f}(\eta_1, Z_2) dZ_2 \right\} \hat{h}(\mu, \xi, 0)(\xi_1 - \eta_1, X_2) d\eta_1,
\]
(3.31)
and if \( \mu' \leq \nu^{1/2} X_2 \) then
\[
\varphi_B^{(\mu', \xi)} \left| \mathcal{F}(B_2^{(\nu)}(f, h))(\xi_1, X_2) \right| \lesssim \int_{\mathbb{R}} e^{-\nu_2 \frac{1}{|\eta_1|} X_2 - Z_2 \left( 1 - e^{-2\nu_2 |\eta_1| Z_2} \hat{f}(\eta_1, Z_2) dZ_2 \right. \\
\left. \int_X e^{-\nu_2 \frac{1}{|\eta_1|} X_2 - Z_2 \left( 1 - e^{-2\nu_2 |\eta_1| Z_2} \hat{f}(\eta_1, Z_2) dZ_2 \right\} \hat{h}(\mu, \xi, 0)(\xi_1 - \eta_1, X_2) d\eta_1
\]
(3.32)
and
Combining (3.31) and (3.32), we get (3.22) for \( j, k = 0, 1, \) and \( m = 0 \). On the other hand, we also have

\[
\varphi_B^{(m, \xi)}(B^{(\nu)}(f, h), (\xi_1, X_2)) \leq \int_{\mathbb{R}} \|\eta e^{-\frac{1}{2}r_2 |\eta|} X_2^{-1} f^{(\mu, 0, 0)}(\eta)\|_{L_{X_2}^1} |X_2 \partial X_2 \hat{h}(\mu, \xi, 0)(\xi_1 - \eta, X_2)| \, d\eta, \tag{3.33}
\]

which gives (3.22) with \( m = 1 \). Est.(3.23) is proved in the same manner by using (3.33) for \( m = 0 \), and

\[
|X_2 F(B^{(\nu)}(f, h), \xi_1, X_2)| \leq \nu^{-\frac{1}{2}} \int \|e^{-\frac{1}{2}|\eta|} X_2^{-1} f^{(\eta)}\|_{L_{X_2}^1} |X_2 \partial X_2 \hat{h}(\xi_1 - \eta, X_2)| \, d\eta.
\]

for \( m = 1 \). The details are omitted here. (iii) From the definition of \( N^{(\nu)}(f, h) \) we have

\[
F(N^{(\nu)}(f, h), (\xi_1)) = \int_{\mathbb{R}} e^{-\nu^{2}|\xi_1|} \int_{\mathbb{R}} F(D^{(\nu)}(f, h), (\xi_1, Y_2)) \, dY_2. \tag{3.34}
\]

This yields, from the arguments as in (3.26), (3.27), and (3.29), that

\[
|F(N^{(\nu)}(f, h), (\xi_1))| \leq |\xi_1| \int_{\mathbb{R}} e^{-\nu^{2}|\xi_1|} \int_{\mathbb{R}} \left\{ \|\hat{f}(\mu, 0, 0)(\eta)\|_{L_{X_2}^1} + \frac{\|\hat{f}(\mu, 0, 0)(\eta)\|_{L_{X_2}^1} \chi_{\{|\eta| \geq 1\}}}{\nu^{\frac{1}{2}} |\eta|^{\frac{1}{2}}} \right\} \, d\eta \, dY_2
\]

\[
\leq |\xi_1| e^{-\nu^{2}|\xi_1|} \int_{\mathbb{R}} \left\{ \|\hat{f}(\mu, 0, 0)(\eta)\|_{L_{X_2}^1} + \frac{\|\hat{f}(\mu, 0, 0)(\eta)\|_{L_{X_2}^1} \chi_{\{|\eta| \geq 1\}}}{\nu^{\frac{1}{2}} |\eta|^{\frac{1}{2}}} \right\} \, d\eta \, dY_2
\]

\[
. \int_{\mathbb{R}} e^{-\nu^{2}|\xi_1|} \int_{\mathbb{R}} \left\{ \|\hat{f}(\mu, 0, 0)(\eta)\|_{L_{X_2}^1} + \frac{\|\hat{f}(\mu, 0, 0)(\eta)\|_{L_{X_2}^1} \chi_{\{|\eta| \geq 1\}}}{\nu^{\frac{1}{2}} |\eta|^{\frac{1}{2}}} \right\} \, d\eta \, dY_2
\]

Hence, we get (3.24) from (3.1) by performing two-ways estimates also for \( h \) in the same manner as for \( f \), and by using \( |\xi_1| e^{-\nu^{2}|\xi_1|} \leq (\mu - \mu')^{-1} \) when \( Y_2 \geq (\mu' - \nu^{2})^{-1} \) and \( 2^{-1}(\mu - \mu') < \mu' \). Est.(3.25) also directly follows from (3.35) (with \( \mu' = \mu \)). The details are left to the reader. The proof is complete.

### 3.3 Estimates for bilinear forms (II)

Motivated by the integral equations stated in Section 2.2, we introduce the following bilinear forms.

\[
\Phi^{(\nu)}_{B, 1}(f, h)(t) = -R e^{\nu^2 \Delta \Delta} R \int_{\Omega} B^{(\nu)}(f, h), \quad \Phi^{(\nu)}_{B, 2}(f, h)(t) = R e^{\nu^2 \Delta \Delta} (N^{(\nu)}(f, h) \mathcal{H}_{X=0}),
\]

\[
\Psi^{(\nu)}_{1}(f, h)(t) = -R \Gamma(\nu t) \star R \int_{\Omega} B^{(\nu)}(f, h), \quad \Psi^{(\nu)}_{2}(f, h)(t) = R \Gamma(\nu t) \star (N^{(\nu)}(f, h) \mathcal{H}_{X=0}),
\]

\[
\Upsilon^{(\nu)}_{1}(f, h)(t) = \nu \int_{\Omega} \Xi G(\nu(t - \tau)) \star R \int_{\Omega} B^{(\nu)}(f, h) \, d\tau, \quad \Upsilon^{(\nu)}_{2}(f, h)(t) = -\nu \int_{\Omega} \Xi G(\nu(t - \tau)) \star (N^{(\nu)}(f, h) \mathcal{H}_{X=0}) \, d\tau.
\]

These are used for the boundary layer parts \( w_{B, \nu} \). Let \( \chi_{\text{cut}} \) be the cut-off function defined by (1.5). For the interior part \( w_{II} \) we set \( \Phi^{(\nu)}_{I, i}(f, h)(t) := \sum_{i=1}^{3} \Phi^{(\nu)}_{I, i}(f, h)(t) \), where

\[
\Phi^{(\nu)}_{I, 1}(f, h)(t) = e^{\nu^2 \Delta \Delta} B(f, \chi_{\text{cut}} h), \quad \Phi^{(\nu)}_{I, 2}(f, h)(t) = e^{\nu^2 \Delta \Delta} B(f, \chi_{\text{cut}} h), \quad \Phi^{(\nu)}_{I, 3}(f, h)(t) = e^{\nu^2 \Delta \Delta} B(f, \chi_{\text{cut}} h).
\]
The rest of this section is devoted to establish the estimates for these bilinear forms. The basic strategy is to combine Proposition 3.1 with Lemma 3.3, but we need to take into account which function spaces \( f \) and \( h \) belong to. In particular, when both \( f \) and \( h \) correspond with the remainder parts \( w_{IB} \) or \( w_{II} \) the prefactor \( \nu^{-1/2} \) is allowed in the estimates (e.g. see (3.37)). In order to ensure the lower bound of the existence time \( T \) in Theorem 1.1, the dependence on the parameters \( d_E, t, s \) has to be examined carefully, which requires some detailed calculations. In this section we always assume that \( 0 < \nu < 1 \) and \( 0 < \rho' < \rho \leq 2^{-4} \). We also remind (3.1) and the statements just before Proposition 3.1.

**Lemma 3.4** Assume that \( 0 < 2^{-1}(\mu - \mu') < \mu' < \mu < 1 \) and \( 0 < \rho' < \rho \leq 2^{-4} \). Let \( l(1) = 0 \) and \( l(0) \in \{0,1\} \). (i) Let \( j = 0, 1, 2, \) and \( m = 0, 1 \). Then

\[
\|\Phi^{(\nu)}_{B,1}[f,h](t-s)\|_{X^{(\nu', \nu)}_{IB,j}} \lesssim \left( \frac{1}{\mu - \mu'} + \frac{s^2}{\mu'(t-s)^{2}(\rho - \rho')^2} \right) \left\{ \frac{\|f\|_{X^{(\nu', 0)}_{IB,2m+j(1-m)}}}{\|R_2 f\|_{X^{(\nu, 0)}_{II,2m+j(1-m)}}} \right\} \|h\|_{X^{(\nu, \nu)}_{IB,jm+2(1-m)}}.
\]

(ii) Let \( j = 0, 1 \). Then

\[
\|\Phi^{(\nu)}_{B,1}[f,h](t-s)\|_{X^{(\nu', \nu)}_{IB,j}} \lesssim \left( \frac{1}{\mu'(t-s)^{2}} + \frac{\nu' s^2}{(t-s)^{2}(\rho - \rho')^2} \right) \left\{ \frac{\|f\|_{X^{(\nu, 0)}_{IB,1-l(j)}}}{\|R_2 f\|_{X^{(\nu, 0)}_{II,1-l(j)}}} \right\} \|h\|_{X^{(\nu, \nu)}_{IB,j+l(j)}}.
\]

**Proof.** In the proof below we sometimes write \( \Phi^{(\nu)}_{B,1}[f,h] \) instead of \( \Phi^{(\nu)}_{B,1}[f,h](t-s) \) for simplicity of notations. From the definitions of \( B^{(\nu)}(f,h) \) and \( D^{(\nu)}(f,h) \) we first decompose \( \Phi^{(\nu)}_{B,1}[f,h] \) as

\[
\Phi^{(\nu)}_{B,1}[f,h] = -R_v e^{\nu(t-s)} \Delta_N R_2 \partial_1 D_1^{(\nu)}(f,h) - R_v e^{\nu(t-s)} \Delta_N R_2 \partial X_2 D_2^{(\nu)}(f,h) =: \sum_{i=1,2} \Phi^{(\nu)}_{B,1,i}[f,h].
\]

Let \( j = 0, 1 \). Then we have from (3.5) and (3.18),

\[
\|\varphi^{(\nu', \nu')}_{\xi_1} \xi_1^k X_{\xi_2}^2 \mathcal{F}(\Phi^{(\nu)}_{B,1,1}[f,h])\|_{L^2_{\xi_1} L^{1+k}_{X_2}} = \|\varphi^{(\nu', \nu')}_{\xi_1} \xi_1^k X_{\xi_2}^2 \mathcal{F}(R_v e^{\nu(t-s)} \Delta_N R_2 \partial_1 D_1^{(\nu)}(f,h))\|_{L^2_{\xi_1} L^{1+k}_{X_2}} \lesssim \left( \frac{1}{\mu - \mu'} + \frac{s^2}{\mu'(t-s)^{2}(\rho - \rho')^2} \right) \left\{ \frac{\|f\|_{X^{(\nu, 0)}_{IB,1-l(j)}}}{\|R_2 f\|_{X^{(\nu, 0)}_{II,1-l(j)}}} \right\} \|h\|_{X^{(\nu, \nu)}_{IB,j+l(j)}}.
\]

and similarly from (3.4) and (3.18),

\[
\|\varphi^{(\nu', \nu')}_{\xi_1} \xi_1^k X_{\xi_2}^2 \mathcal{F}(\Phi^{(\nu)}_{B,1,2}[f,h])\|_{L^2_{\xi_1} L^{1+k}_{X_2}} \lesssim \frac{1}{\nu'(t-s)^{2}} \left\{ \frac{\|f\|_{X^{(\nu, 0)}_{IB,1-l(j)}}}{\|R_2 f\|_{X^{(\nu, 0)}_{II,1-l(j)}}} \right\} \|h\|_{X^{(\nu, \nu)}_{IB,j+l(j)}}.
\]

Set \( g^*(t, X_2, Y_2) = g(t, X_2 - Y_2) - g(t, X_2 + Y_2) \). For \( \Phi^{(\nu)}_{B,1,2}[f,h] \) we observe that

\[
|\mathcal{F}(\Phi^{(\nu)}_{B,1,2}[f,h](t-s))(\xi_1, X_2)| = \left| \int_0^\infty e^{-\nu(t-s)} \xi_1^k \partial X_2 g^*(t-s, X_2, Y_2) \mathcal{F}(D_2^{(\nu)}(f,h))(\xi_1, Y_2) dY_2 \right|.
\]

Hence, as in the proof of (3.4), one can verify with the aid of (3.19) that

\[
\|\varphi^{(\nu', \nu')}_{\xi_1} \xi_1^k X_{\xi_2}^2 \mathcal{F}(\Phi^{(\nu)}_{B,1,2}[f,h])\|_{L^2_{\xi_1} L^{1+k}_{X_2}} \lesssim \frac{s^2}{(t-s)^{2}(\rho - \rho')^2} \left\{ \frac{\|f\|_{X^{(\nu, 0)}_{IB,2}}}{\|R_2 f\|_{X^{(\nu, 0)}_{II,2}}} \right\} \|h\|_{X^{(\nu, \nu)}_{IB,j}}.
\]
Similarly, we have from (3.20),
\[
\|\varphi_{B_2}^{(\mu', \nu')} \xi_1 X_2^\frac{k}{2} \mathcal{F}(\Phi_{B_1,2}^{(\nu)} [f, h]) \|_{L_{t_1}^2 L_{X_2}^{1+k}} \lesssim \frac{1}{\nu^2 (t-s)^\frac{1}{2}} \left\{ \frac{\| f \|_{X_{t_1,1}^{(\mu, \nu)}}}{R_{\mu} f} \| \Phi_{B_1}^{(\nu)} \|_{X_{t_1,1}^{(\mu, \nu)}} \right\} \left\| h \right\|_{X_{1B,1+j}^{(\nu)}}. \quad (3.41)
\]

Collecting above estimates, so far we have shown that for \( j, k = 0, 1 \),
\[
\|\varphi_{B_2}^{(\mu', \nu')} \xi_1 X_2^\frac{k}{2} \mathcal{F}(\Phi_{B_1,1}^{(\nu)} [f, h]) \|_{L_{t_1}^2 L_{X_2}^{1+k}} \lesssim \frac{1}{\mu' (t-s)^\frac{1}{2}} \left\{ \frac{\| f \|_{X_{t_1,1}^{(\mu, \nu)}}}{R_{\mu} f} \| \Phi_{B_1}^{(\nu)} \|_{X_{t_1,1}^{(\mu, \nu)}} \right\} \left\| h \right\|_{X_{1B,1+j}^{(\nu)}}. \quad (3.42)
\]
\[
\|\varphi_{B_2}^{(\mu', \nu')} \xi_1 X_2^\frac{k}{2} \mathcal{F}(\Phi_{B_1,1}^{(\nu)} [f, h]) \|_{L_{t_1}^2 L_{X_2}^{1+k}} \lesssim \frac{1}{\nu^2 (t-s)^\frac{1}{2}} \left\{ \frac{\| f \|_{X_{t_1,1}^{(\mu, \nu)}}}{R_{\mu} f} \| \Phi_{B_1}^{(\nu)} \|_{X_{t_1,1}^{(\mu, \nu)}} \right\} \left\| h \right\|_{X_{1B,1+j}^{(\nu)}}. \quad (3.43)
\]

In particular, (3.36) with \( j = 0, m = 1 \), and (3.37) with \( j = 0 \) have been proved. To estimate the other norms we set \( \Phi_{B_1,1}^{(\nu)} [f, h] = -R_t e^{\nu(t-s)\Delta_N} R_{1/\nu} B_1^{(\nu)} (f, h) \) and \( \Phi_{B_1,2}^{(\nu)} [f, h] = -R_t e^{\nu(t-s)\Delta_N} R_{1/\nu} B_2^{(\nu)} (f, h) \), which gives \( \Phi_{B_1}^{(\nu)} [f, h] = \sum_{i=1,2} \Phi_{B_1,i}^{(\nu)} [f, h] \). Then (3.5), (3.21), and (3.22) imply
\[
\|\varphi_{B_2}^{(\mu', \nu')} \xi_1 X_2^\frac{k}{2} \mathcal{F}(\Phi_{B_1,1}^{(\nu)} [f, h]) \|_{L_{t_1}^2 L_{X_2}^{1+k}} \lesssim \frac{1}{\mu' (t-s)^\frac{1}{2}} \left\{ \frac{\| f \|_{X_{t_1,1}^{(\mu, \nu)}}}{R_{\mu} f} \| \Phi_{B_1}^{(\nu)} \|_{X_{t_1,1}^{(\mu, \nu)}} \right\} \left\| h \right\|_{X_{1B,1}^{(\nu)}}. \quad (3.44)
\]

Moreover, (3.4), (3.5), and (3.21) imply that, by setting \( S_{j,k,l}(\xi_1, X_2) = \xi_1^j X_2^{k+1/2} e^{\frac{k}{2} \xi_1} \) for \( j, k, l = 0, 1 \),
\[
\|\varphi_{B_2}^{(\mu', \nu')} S_{j,k,l} \mathcal{F}(\Phi_{B_1,1}^{(\nu)} [f, h]) \|_{L_{t_1}^2 L_{X_2}^{1+k}} \lesssim \frac{1}{(t-s)^\frac{1}{2}} \left\{ \frac{s^2}{\mu' (t-s)^\frac{1}{2}} \right\} \left\| f \right\|_{X_{t_1,1}^{(\mu, \nu)}} \left\| h \right\|_{X_{1B,1}^{(\nu)}}. \quad (3.45)
\]

As for \( \Phi_{B_1,2}^{(\nu)} [f, h] \), we combine (3.22) with (3.4) if \( \bar{k} = 0 \) and with (3.5) if \( \bar{k} = 1 \) to obtain
\[
\|\varphi_{B_2}^{(\mu', \nu')} S_{j,k,l} \mathcal{F}(\Phi_{B_1,2}^{(\nu)} [f, h]) \|_{L_{t_1}^2 L_{X_2}^{1+k}} \lesssim \frac{1}{\mu' (t-s)^\frac{1}{2}} \left\{ \frac{\| f \|_{X_{t_1,1}^{(\mu, \nu)}}}{R_{\mu} f} \| \Phi_{B_1}^{(\nu)} \|_{X_{t_1,1}^{(\mu, \nu)}} \right\} \left\| h \right\|_{X_{1B,1}^{(\nu)}}. \quad (3.46)
\]

for \( \tau(\bar{k}, \bar{j}) = k + j + l(\bar{j}) \). Collecting (3.42), (3.44), (3.45), and (3.46), we arrive at (3.36). So it remains to prove (3.37) for \( j = 1 \), but in view of (3.43), it suffices to estimate \( \partial_{X_2} \mathcal{F}(\Phi_{B_1,1}^{(\nu)} [f, h]) \) for each \( i = 1, 2 \). First let us consider \( \Phi_{B_1,2}^{(\nu)} [f, h] \). Note that \( |X_2 \partial_{X_2} g(t-s, X_2, Y_2)| \lesssim (Y_2(t-s)\Delta_N)^{1/2} |g(t-s)/4, X_2 - Y_2| \) holds. Then we appeal to the estimate of the form (3.4) and (3.23) with \( m = 1 \), and to (3.12) and (3.23) with \( m = 0 \), which gives
\[
\sum_{k=0,1} \|\varphi_{B_2}^{(\mu', \nu')} X_2^{\frac{k}{2}} \partial_{X_2} \mathcal{F}(\Phi_{B_1,2}^{(\nu)} [f, h]) \|_{L_{t_1}^2 L_{X_2}^{1+k}} \lesssim \frac{1}{\nu^2 (t-s)^\frac{1}{2}} \left\{ \frac{\| f \|_{X_{t_1,1}^{(\mu, \nu)}}}{R_{\mu} f} \| \Phi_{B_1}^{(\nu)} \|_{X_{t_1,1}^{(\mu, \nu)}} \right\} \left\| h \right\|_{X_{1B,1}^{(\nu)}}. \]
as desired. As for $\Phi_{B,1,1}(f,h)$, we have from the integration by parts,

$$X_2 \partial X_2 \mathcal{F}(\Phi_{B,1,1}(f,h)(t-s))\langle \xi_1, X_2 \rangle$$

$$= I_1 + I_2 + I_3 := -\int_0^\infty e^{-\nu(t-s)} \xi_1^2 (X_2 - Y_2) \partial X_2 g(t-s, X_2, Y_2) \mathcal{F}(B_1^{(\nu)}(f,h))\langle \xi_1, X_2 \rangle dY_2$$

$$- \int_0^\infty e^{-\nu(t-s)} \xi_1^2 g^*(t-s, X_2, Y_2) \mathcal{F}(B_1^{(\nu)}(f,h))\langle \xi_1, Y_2 \rangle dY_2$$

$$- \int_0^\infty e^{-\nu(t-s)} \xi_1^2 g^*(t-s, X_2, Y_2) Y_2 \partial Y_2 \mathcal{F}(B_1^{(\nu)}(f,h))\langle \xi_1, Y_2 \rangle dY_2.$$ 

From the proof of (3.4) and (3.21) we see

$$\sum_{i=1}^2 \| \varphi_B^{(\nu,\nu'/t)} X_2^{k+1/2} I^{L_{X_2}^1 L_{X_2}^1} \approx \left\{ \begin{array}{l}
\| f \|_{X^{(\nu,0)}_{B,1,1}} \\
\| R_{1/\nu} f \|_{X^{(\nu,0)}_{1,1,1}}
\end{array} \right\} \| h \|_{X^{(\nu,\nu')}_{B,1,1}}.$$ 

So it remains to estimate $I_3$. Set $I_{3.1} = Y_2 \partial Y_2 \mathcal{F}(B_1^{(\nu)}(f,h)) - \mathcal{F}(B_1^{(\nu)}(f,h))$ and decompose $I_3$ into $I_{3.1} = -\int_0^\infty e^{-\nu(t-s)} \xi_1^2 g^*(t-s, X_2, \cdot) I_{3.1} dY_2$ and $I_{3.2} = I_3 - I_{3.1}$. The term $I_{3.1}$ is expressed as

$$II_{3.1}(\xi_1, Y_2) = \frac{1}{2} \int_R \left( -2 Y_2 \hat{f}(\eta_1, Y_2) + v_1^2 |\eta_1| Y_2 \left\{ \int_0^{Y_2} e^{-\nu^2 |\eta_1| (Y_2-Z_2)(1-e^{-2v^2|\eta_1|Z_2})} \hat{f}(\eta_1, Z_2) dZ_2 \\
+ \int_0^{Y_2} e^{-\nu^2 |\eta_1| (Z_2-Y_2)(1-e^{-2v^2|\eta_1|Y_2})} \hat{f}(\eta_1, Y_2) dY_2 \right\} \right) i(\xi_1 - \eta_1) \hat{h}(\xi_1 - \eta_1, Y_2) d\eta_1.$$ 

Hence, by writing $\| \hat{F} \|_{L_{X_2}^2}$ instead of $\| \hat{F}(\eta_1) \|_{L_{X_2}^2}$ for simplicity of notations, we see

$$\varphi_B^{(\nu,\nu')} (I_{3.1}(\xi_1, Y_2)) \leq e^{-\nu^2 Y_2} \left\{ \begin{array}{l}
\| (\partial X_2 (X_2 \hat{f}))_{(\nu,0,0)} \|_{L_{X_2}^1} + v_1^2 |\eta_1| \| \hat{f}_{(\nu,0,0)} \|_{L_{X_2}^1} \\
Y_2 (\| \hat{f}_{(\nu,0,0)} \|_{L_{X_2}^1} + v_1^2 |\eta_1| \| \hat{f}_{(\nu,0,0)} \|_{L_{X_2}^1})
\end{array} \right\} \| (\xi_1 - \cdot) \hat{h}_{(\nu,\nu',0)}(\xi_1 - \cdot, Y_2) \|_{L_{Y_2}^1}.$$ 

Then, using $\| (\partial X_2 (X_2 \hat{f}))_{(\nu,0,0)} \|_{L_{X_2}^1} \leq \| f \|_{X^{(\nu,0)}_{1,1,1}}$ and $\| \hat{f}_{(\nu,0,0)} \|_{L_{X_2}^2} \leq \nu^{1/2} \| R_{1/\nu} f \|_{X^{(\nu,0)}_{1,1,1}}$ together with the estimate of the type (3.12) yields

$$\| \varphi_B^{(\nu,\nu')} I_{3.1} \|_{L_{X_2}^1 L_{X_2}^1} \leq \left( \frac{1}{\nu^2 (t-s)} + \frac{\nu^2 s^2}{(t-s)^2 (\rho - \rho^{'})^2} \right) \left\{ \begin{array}{l}
\| f \|_{X^{(\nu,0)}_{1,1,1}} \\
\| R_{1/\nu} f \|_{X^{(\nu,0)}_{1,1,1}}
\end{array} \right\} \| h \|_{X^{(\nu,\nu')}_{B,1,1}}.$$ 

On the other hand, the term $\mathcal{F}(B_1^{(\nu)}(f,h) \partial Y_2 h))$ is estimated as

$$\varphi_B^{(\nu,\nu')} \mathcal{F}(B_1^{(\nu)}(f,h) \partial Y_2 h)) \langle \xi_1, Y_2 \rangle \leq \left\{ \begin{array}{l}
\| \eta_1 \| \| \hat{f}_{(\nu,0,0)} \|_{L_{X_2}^2} + \| \xi_1 \| \| \hat{f}_{(\nu,0,0)} \|_{L_{X_2}^2}
\end{array} \right\} \| Y_2 \partial Y_2 \hat{h}_{(\nu,\nu',0)}(\xi_1 - \cdot, Y_2) \|_{L_{Y_2}^1}.$$ 

(3.47)

(3.48)
Thus, the appropriate use of the estimate like (3.4) (with \( l = 1 \) to treat \( |\xi_1| \) in (3.48)) and (3.12) (for the other term in (3.48)) implies that the norm \( \|\varphi_B(\rho^\ell/|t|)I_3,2\|_{L^1_{\xi_1}} \) is bounded from above by

\[
(\nu(t - s))^{-1/2} \left\{ \begin{array}{l}
\|f\|_{X^{(\rho^0)}_{I_{1,1}}} \\
\|R_1/\nu f\|_{X^{(\rho^0)}_{I_{1,1}}} \\
\|h\|_{X^{(\rho^0),/}}.
\end{array} \right. \|h\|_{X^{(\rho^0),/}}.
\]

The norm \( \|\varphi_B(\rho^\ell/|t|)I_3^1/2\|_{L^1_{\xi_1}} \) is estimated in the same way. The details are omitted here. The proof is complete.

**Lemma 3.5** Assume that \( 0 < 2^{-1}(\mu - \mu^\prime) < \mu^\prime < \mu < 1 \) and \( 0 < \rho^\prime < \rho \leq 2^{-4} \). Let \( l(1) = 0 \) and \( l(0) \in \{0, 1\} \). (i) Let \( j = 0, 1, 2 \). Then

\[
\|\varphi_B^{(\rho)}[f, h](t - s)\|_{X^{(\rho^0),/}} \lesssim \frac{1}{\nu^{1/2}(t - s)^{1/2}} \left\{ \begin{array}{l}
\|f\|_{X^{(\rho^0)}_{I_{1,1} - m(j) - n(j)}} \\
\|R_{1/\nu} f\|_{X^{(\rho^0)}_{I_{1,1} - m(j) - n(j)}} \\
\|R_{1/\nu} h\|_{X^{(\rho^0),/}}.
\end{array} \right. \|h\|_{X^{(\rho^0),/}}.
\]

Here \( m(j) = 0 \) if \( j = 1, 2 \) and \( m(0) = 1 \), and \( n(2) = 0 \), \( n(1) = 1 \), and \( n(0) \in \{0, 1\} \).

(ii) Let \( j = 0, 1 \). Then

\[
\|\varphi_B^{(\rho)}[f, h](t - s)\|_{X^{(\rho^0),/}} \lesssim \frac{1}{\nu^{1/2}(t - s)^{1/2}} \left\{ \begin{array}{l}
\|f\|_{X^{(\rho^0)}_{I_{1,1} - (1-j)n(j)}} \\
\|R_{1/\nu} f\|_{X^{(\rho^0)}_{I_{1,1} - (1-j)n(j)}} \\
\|R_{1/\nu} h\|_{X^{(\rho^0),/}}.
\end{array} \right. \|h\|_{X^{(\rho^0),/}}.
\]

**Proof.** Both (3.49) and (3.50) easily follow from (3.14), (3.24), and (3.25). The proof is complete.

**Lemma 3.6** Let \( \phi_\tau \in C_0(\mathbb{R}_+^1) \) be a cut-off function such that \( \phi_\tau(x_2) = 1 \) if \( 0 \leq x_2 \leq r \) and \( \phi_\tau(x_2) = 0 \) if \( x_2 \geq 2r \). Assume that \( 0 < 2^{-1}(\mu - \mu^\prime) < \mu^\prime < \mu < 1 \) and \( 0 < \rho^\prime < \rho \leq 2^{-4} \). Let \( l(1) = 0 \) and \( l(0) \in \{0, 1\} \).

(i) Let \( i = 1, 2 \), and \( j = 0, 1, 2 \). Then

\[
\|\phi^{(\rho)}_{1/\nu}[f, h](t - s)\|_{X^{(\rho^0),/}} \lesssim \frac{1}{\nu^{1/2}(t - s)^{1/2}} \left\{ \begin{array}{l}
\|f\|_{X^{(\rho^0)}_{I_{1,1} - m(j) - n(j)}} \\
\|R_{1/\nu} f\|_{X^{(\rho^0)}_{I_{1,1} - m(j) - n(j)}} \\
\|R_{1/\nu} h\|_{X^{(\rho^0),/}}.
\end{array} \right. \|h\|_{X^{(\rho^0),/}}.
\]

Here \( m(j) = 0 \) if \( j = 1, 2 \) and \( m(0) = 1 \), and \( n(2) = 0 \), \( n(1) = 1 \), and \( n(0) \in \{0, 1\} \).

(ii) Let \( i = 1, 2 \), and \( j = 0, 1 \). Then

\[
\|\phi^{(\rho)}_{1/\nu}[f, h](t - s)\|_{X^{(\rho^0),/}} \lesssim \frac{1}{\nu^{1/2}(t - s)^{1/2}} \left\{ \begin{array}{l}
\|f\|_{X^{(\rho^0)}_{I_{1,1} - (1-j)n(j)}} \\
\|R_{1/\nu} f\|_{X^{(\rho^0)}_{I_{1,1} - (1-j)n(j)}} \\
\|R_{1/\nu} h\|_{X^{(\rho^0),/}}.
\end{array} \right. \|h\|_{X^{(\rho^0),/}}.
\]

**Proof.** We give the proof only for \( \Psi^{(\rho)}_1[f, h] \), since \( \Psi^{(\rho)}_2[f, h] \) is estimated in the same way. Using \( E \ast f = \int_0^\infty G(\tau) \ast f \, d\tau \), we have from \( B^{(\rho)}(f, h) = \nabla_X \cdot D^{(\rho)}(f, h) \) and the integration by parts,

\[
\begin{align*}
\mathcal{F}(\Psi^{(\rho)}_1[f, h](t-s)) (\xi_1, X_2) &= -\int_0^\infty \int_0^\infty (-\xi_1^2 - \frac{\xi_1}{\nu^2} |\partial_X_2|) e^{-\nu(t-s)+\tau} \xi_1^2 g(t-s + \tau/\nu, X_2 + Y_2) \, d\tau \, i\xi_1 \mathcal{F}(D^{(\rho)}_1(f, h))(\xi_1, Y_2) \, dY_2 \\
&\quad - 2 \int_0^\infty e^{-\nu(t-s)} \xi_1^2 g(t-s, X_2 + Y_2) \nu^2 |\xi_1| \mathcal{F}(D^{(\rho)}_2(f, h))(\xi_1, Y_2) \, dY_2 \\
&\quad + 2 \int_0^\infty \int_0^\infty (-\xi_1^2 - \frac{\xi_1}{\nu^2} |\partial_X_2|) e^{-\nu(t-s)+\tau} \xi_1^2 g(t-s + \tau/\nu, X_2 + Y_2) \, d\tau \nu^2 |\xi_1| \mathcal{F}(D^{(\rho)}_2(f, h))(\xi_1, Y_2) \, dY_2.
\end{align*}
\]
Thus, by the inequality $\nu^{1/2} |\xi_1| |Y_2| \leq \nu \xi_1^2 + \frac{(X_2 + Y_2)^2}{4}$ for $r, X_2, Y_2 \geq 0$, we have

$$|\mathcal{F}(\Psi^{(\nu)}_1[f, h](t-s)) (\xi_1, X_2)| \lesssim \int_0^\infty \left( |\xi_1|^2 + \frac{|\xi_1|}{\nu^{1/2} (t-s + \frac{T}{\nu})^{1/2}} e^{-\frac{\nu(t-s) + \nu^2}{4} \xi_1^2} g(2(t-s + \frac{T}{\nu}), X_2) \right) d\tau$$

$$\cdot \left( \|\xi_1 e^{-\frac{1}{2}\nu \xi_1^2} \mathcal{F}(D_1^{(\nu)}(f, h))\|_{L^2_{\nu X_2}} + \|\xi_1 e^{-\frac{1}{2}\nu \xi_1^2} \mathcal{F}(D_2^{(\nu)}(f, h))\|_{L^2_{\nu X_2}} \right)$$

$$+ e^{-\frac{\nu(t-s) + \nu^2}{4} \xi_1^2} g(2(t-s), X_2) \|\xi_1 e^{-\frac{1}{2}\nu \xi_1^2} \mathcal{F}(D_2^{(\nu)}(f, h))\|_{L^2_{\nu X_2}}. \quad (3.53)$$

The terms $\|\xi_1 e^{-\frac{1}{2}\nu \xi_1^2} \mathcal{F}(D_1^{(\nu)}(f, h))\|_{L^2_{\nu X_2}}$ and $\|\xi_1 e^{-\frac{1}{2}\nu \xi_1^2} \mathcal{F}(D_2^{(\nu)}(f, h))\|_{L^2_{\nu X_2}}$ are estimated in the same way as $\mathcal{F}(N^{(\nu)}(f, h))$ in the proof of Lemma 3.3 (see (3.34)), and hence, it follows that

$$\|e^{\frac{1}{\nu \mu} |\xi_1|^2} e^{-\frac{1}{2}\nu \xi_1^2} \mathcal{F}(D_1^{(\nu)}(f, h))\|_{L^2_{\nu X_2}} + \|e^{\frac{1}{\nu \mu} |\xi_1|^2} e^{-\frac{1}{2}\nu \xi_1^2} \mathcal{F}(D_2^{(\nu)}(f, h))\|_{L^2_{\nu X_2}}$$

$$\lesssim \frac{1}{\mu - \mu'} \left\{ \begin{array}{l} \|f\|_{X^{(\nu)}_{2, 2, m}(j) - n(j)}; \\
\|R_{\frac{1}{\nu}} f\|_{X^{(\nu)}_{1, 2, m}(j) - n(j)} \end{array} \right\} \left\{ \begin{array}{l} \|h\|_{X^{(\nu)}_{1, 2, j+1}(j) - n(j)}; \\
\|R_{\frac{1}{\nu}} h\|_{X^{(\nu)}_{1, 2, j+1}(j) - n(j)} \end{array} \right\}$$

for $j = 0, 1, 2$. Thus we see from the inequality $\int_0^\infty (|\xi_1|^2 + \frac{|\xi_1|}{\nu^{1/2} (t-s + \frac{T}{\nu})^{1/2}} e^{-\frac{\nu(t-s) + \nu^2}{4} \xi_1^2} d\tau \leq C$ that

$||\nu^{1/2} |\xi_1|^2 X_2^k X_2 f(t, h) ||_{L^2_{\nu X_2}}$ is bounded from above by the right-hand side of (3.51).

The estimate for $X_2 \partial_X g(t-s+\tau/\nu, X_2+Y_2) \lesssim g(5(t-s+\tau/\nu)/4, X_2)$, $l = 1, 2$. Now (3.51) has been proved. The estimate (3.52) for $\Psi^{(\nu)}_1[f, h]$ is proved similarly. Indeed, in this case the terms $\|\xi_1 e^{-\frac{1}{2}\nu \xi_1^2} \mathcal{F}(D_1^{(\nu)}(f, h))\|_{L^2_{\nu X_2}}$ and $\|\xi_1 e^{-\frac{1}{2}\nu \xi_1^2} \mathcal{F}(D_2^{(\nu)}(f, h))\|_{L^2_{\nu X_2}}$ in (3.53) are estimated in the same way as (3.35), and we also use the inequality $|\xi_1| e^{-\frac{\nu(t-s) + \nu^2}{4} \xi_1^2} \lesssim (\nu(t-s))^{-1/2}$. The details are omitted here. The proof is complete.

**Lemma 3.7** Let $\phi^\nu = 1 - \phi$, where $\phi$ is the function in Lemma 3.6. Assume that $0 < 2^{-1}(\mu - \mu') < \mu' < \mu < 1$ and $0 < \nu' < \rho < 2^{-4}$. Let $l(1) = 0$ and $l(0) \in \{0, 1\}$.

(i) Let $i = 1, 2$, and $j = 0, 1, 2$. Then

$$\|\phi^{\nu}_{t,\frac{1}{2}} Y^{(\nu)}_i[f, h](s)\|_{X^{(\nu)}_{I, 2, j} (s)} \lesssim \frac{1}{\mu - \mu'} \left\{ \begin{array}{l} \|f\|_{L^\infty (0, s; X^{(\nu)}_{I, 2, m}(j) - n(j))}; \\
\|R_{\frac{1}{\nu}} f\|_{L^\infty (0, s; X^{(\nu)}_{I, 2, m}(j) - n(j))} \end{array} \right\} \left\{ \begin{array}{l} \|h\|_{L^\infty (0, s; X^{(\nu)}_{I, 2, j+1}(j) - n(j))}; \\
\|R_{\frac{1}{\nu}} h\|_{L^\infty (0, s; X^{(\nu)}_{I, 2, j+1}(j) - n(j))} \end{array} \right\}. \quad (3.54)$$

Here $m(j) = 0$ if $j = 1, 2$ and $m(0) = 1$, and $n(2) = 0$, $n(1) = 1$, and $n(0) \in \{0, 1\}$.

(ii) Let $i = 1, 2$, and $j = 0, 1$. Then

$$\|\phi^{\nu}_{t,\frac{1}{2}} Y^{(\nu)}_i[f, h](s)\|_{X^{(\nu)}_{I, 2, j} (s)} \lesssim \frac{1}{\nu^{1/2} (t-s)^{1/2}} \left\{ \begin{array}{l} \|f\|_{L^\infty (0, s; X^{(\nu)}_{I, 2, 1}(j) - n(j))}; \\
\|R_{\frac{1}{\nu}} f\|_{L^\infty (0, s; X^{(\nu)}_{I, 2, 1}(j) - n(j))} \end{array} \right\} \left\{ \begin{array}{l} \|h\|_{L^\infty (0, s; X^{(\nu)}_{I, 2, 1}(j) - n(j))}; \\
\|R_{\frac{1}{\nu}} h\|_{L^\infty (0, s; X^{(\nu)}_{I, 2, 1}(j) - n(j))} \end{array} \right\}. \quad (3.55)$$
Proof. We give the proof only for $\mathcal{Y}_2^{(\nu)}[f, h]$ since $\mathcal{Y}_1^{(\nu)}[f, h]$ is estimated similarly. By the definition of $\mathcal{Y}_1^{(\nu)}[f, h]$ and $B^{(\nu)}(f, h) = \nabla_X \cdot D^{(\nu)}(f, h)$ the integration by parts yields
\[
\mathcal{F}(\mathcal{Y}_1^{(\nu)}[f, h])(\xi_1, X_2) = 2 \int_0^s \int_0^\infty (-\nu \xi_1^2 + \nu \xi_1^2 |\partial_X|) e^{-\nu(s-\tau)} \xi_1^2 g(s-\tau, X_2 + Y_2) i\xi_1 \mathcal{F}(D_1^{(\nu)}(f, h)) dY_2 d\tau - 2 \int_0^s \int_0^\infty (-\nu \xi_1^2 + \nu \xi_1^2 |\partial_X|) e^{-\nu(s-\tau)} \xi_1^2 \partial_Y g(s-\tau, X_2 + Y_2) \mathcal{F}(D_2^{(\nu)}(f, h)) dY_2 d\tau.
\]
We use the inequality $(\nu^{1/2}|\xi|)^2 \partial_2 e^{-\nu(s-\tau)} \xi_1^2 g(s-\tau, X_2 + Y_2) \leq t^{-1} e^{-\frac{\nu(s-\tau)}{s}} \xi_1^2 \frac{1}{2} \nu^{1/2}|\xi| Y_2 g(3(s-\tau), X_2)$ for $X_2 \geq t^{1/2}$ and $l = 0, 1, 2$, to get
\[
\phi^e \mathcal{F}(\mathcal{Y}_1^{(\nu)}[f, h])(\xi_1, X_2) \leq \int_0^s \int_0^\infty e^{-\frac{\nu(s-\tau)}{s}} \xi_1^2 \partial_2 g(s-\tau, X_2 + Y_2) d\tau \cdot \left( \|\xi_1 e^{-\frac{\nu}{s} |\xi| Y_2} \mathcal{F}(D_1^{(\nu)}(f, h))\|_L_y + \|\xi_1 e^{-\frac{\nu}{s} |\xi| Y_2} \mathcal{F}(D_2^{(\nu)}(f, h))\|_L_y \right). \tag{3.56}
\]
The integrand in the right-hand side of (3.56) is estimated as in Lemma 3.6. Hence we see, for example,
\[
\|\phi^e \mathcal{F}(\mathcal{Y}_1^{(\nu)}[f, h])(\xi_1, X_2)\|_L_{\xi_1 L_{t_2}^{k+\eta}} \leq \frac{1}{\mu - \mu'} \left\{ \begin{array}{l l}
\|f\|_{L^\infty(0, s, X(\mu, \nu, \xi_1))} \\
\|R_{\alpha, \beta}^e f\|_{L^\infty(0, s, X(\mu, \nu, \xi_1, \nu, \xi_1))}
\end{array} \right\} \left\{ \begin{array}{l l}
\|h\|_{L^\infty(0, s, X(\mu, \nu, \xi_1))} \\
\|R_{\alpha, \beta}^e h\|_{L^\infty(0, s, X(\mu, \nu, \xi_1, \nu, \xi_1))}
\end{array} \right\}.
\]
Here we have set $\tau(j) = 2 - m(j) - n(j)$ and $\tau'(j) = j + (1 - j)n(j)$. The other norms are estimated in the same way. The proof is complete.

In the proofs of Lemma 3.8 - 3.10 below we set $\hat{f}(\mu, \rho, \xi_1, X_2) = \phi_B^{(\mu, \rho)}(\xi_1, X_2/\nu^{1/2}) \phi_B^{(\mu, \rho)}(\xi_1, X_2) \hat{f}(\xi_1, X_2)$.

Lemma 3.8 Assume that $0 < \mu \leq d_E$ and $0 < \theta' < \theta \leq 2^{-8}$. Let $j = 0, 1$, and let $l(1) = 0$ and $l(0) \in \{0, 1\}$. Then
\[
\|\phi^e \mathcal{F}(\mathcal{Y}_1^{(\nu)}[f, h])(\xi_1, X_2)\|_L_{\xi_1 L_{t_2}^{k+\eta}} \leq \frac{1}{\mu - \mu'} \left\{ \begin{array}{l l}
\|f\|_{L^\infty(0, s, X(\mu, \nu, \xi_1))} \\
\|R_{\alpha, \beta}^e f\|_{L^\infty(0, s, X(\mu, \nu, \xi_1, \nu, \xi_1))}
\end{array} \right\} \left\{ \begin{array}{l l}
\|h\|_{L^\infty(0, s, X(\mu, \nu, \xi_1))} \\
\|R_{\alpha, \beta}^e h\|_{L^\infty(0, s, X(\mu, \nu, \xi_1, \nu, \xi_1))}
\end{array} \right\}.
\]
Proof. We will write $\|\hat{f}\|_{L^p_{t_2}}$ instead of $\|\hat{f}(\eta)\|_{L^p_{t_2}}$ for short. Lemma 2.4 imply for $i = 1, 2$,
\[
|\chi_{4d_E} \mathcal{F}(D_i(f, h))(\xi_1, y_2)| \\
\leq \chi_{4d_E} \left( \int_0^\infty e^{-\mu |y_2| \xi_1^2} |\hat{f}(\eta_1, z_2)| \|d_2\|_{L_{t_2}^{k+\eta}} + \int_0^\infty e^{-\mu |y_2|} |\hat{f}(\eta_1, z_2)| \|d_2\|_{L_{t_2}^{k+\eta}} \right) d\eta_1 \\
\leq \chi_{4d_E} \left( \int_0^\infty e^{-\mu |y_2|} |\hat{f}(\mu, 0, 0)\chi_{7d_E} \|L_{t_2}^{\eta}| + e^{-\mu |y_2|} |\hat{f}(\eta_1, z_2)| \|d_2\|_{L_{t_2}^{k+\eta}} \right) d\eta_1 \\
\leq e^{-\frac{1}{\theta}(\mu |y_2|) + |\xi_1|} \int_0^\infty \chi_{4d_E} \left( \|\hat{f}(\mu, 0, 0)\chi_{7d_E} \|L_{t_2}^{\eta} + e^{-\mu |y_2|} |\hat{f}(\eta_1, z_2)| \|d_2\|_{L_{t_2}^{k+\eta}} \right) \eta_1^{-1} \|\hat{f}(\eta_1, z_2)\|_{L_{t_2}^{\eta}}.
\]
Thus, from $\|\hat{f}(\mu, 0, 0)\chi_{7d_E} \|L_{t_2}^{\eta} \leq \|\hat{f}(\mu, 0, 0)\|_{L_{t_2}^{\eta}}$ and $\|\chi_{4d_E} \|L_{t_2}^{k+\eta} \leq \langle \eta \rangle^{-4} \|f\|_{Y_E}$ for $f \in X(\mu, \nu, \xi_1) \cap Y_E$,
we have \( \| \varphi_I^{(\mu, \theta/s)} \xi^j \|_{L_t^2 L_x^2} \lessapprox \frac{1}{\nu^3} \left\{ \frac{\| R_{e, \nu} f \|_{X_{\mu, 0}^{(1)}}}{\| f \|_{X_{\mu, 0}^{(1)}(Y_E)}} \right\} \| h \|_{X_{\mu, 0}^{(1)}} \). Let \( e^{\Delta_D} \) be the heat semigroup with the unit viscosity in the half plane subject to the homogeneous Dirichlet boundary condition. From the integration by parts and \( \mathcal{F}(D_e(f, h)) \xi^j(\xi_1, 0) = 0 \) we see that \( \| \mathcal{F}(\Phi_I^{(\nu)}[f, h]) \| \) is bounded from above by \( |\xi_1 \mathcal{F}(e^{\nu(t-s)} \Delta_N (\chi_{4d_E} D_1(f, h))) + |\partial_2 \mathcal{F}(e^{\nu(t-s)} \Delta_D (\chi_{4d_E} D_2(f, h))) | \). Since (3.7) holds even if \( \Delta_N \) is replaced by \( \Delta_D \), by applying it with \( \gamma = 1 \) we have for \( j = 0, 1 \),

\[
\| \varphi_I^{(\mu, \theta/s)} \xi^j \|_{L_t^2 L_x^2} \lessapprox \frac{1}{\nu^3} \left\{ \frac{\| R_{e, \nu} f \|_{X_{\mu, 0}^{(1)}}}{\| f \|_{X_{\mu, 0}^{(1)}(Y_E)}} \right\} \| h \|_{X_{\mu, 0}^{(1)}} . \tag{3.59}
\]

While, from the estimates \( \| \tilde{f}_{(\mu, 0, 0)} \chi_{7d_E} \|_{L_t^2} \lessapprox \| \tilde{f}_{(\mu, 0, 0)} \|_{L_t^2} \), \( \| \tilde{f} \chi_{6d_E} \|_{L_t^2} \lessapprox \| f \|_{X_{\mu, 0}^{(1)}} \) for \( f \in X_{\mu, 0}^{(1)} \) and \( d_E \in (0, 1/2) \), we see \( \| \varphi_I^{(\mu, \theta/s)} \xi^j \|_{L_t^2 L_x^2} \lessapprox \left\{ \frac{\| R_{e, \nu} f \|_{X_{\mu, 0}^{(1)}}}{\| f \|_{X_{\mu, 0}^{(1)}(Y_E)}} \right\} \| h \|_{X_{\mu, 0}^{(1)}} \) for \( i = 1, 2 \). Hence from (3.7) with \( \gamma = 1/2 \) we arrive at

\[
\| \varphi_I^{(\mu, \theta/s)} \xi^j \|_{L_t^2 L_x^2} \lessapprox \left\{ \frac{\| R_{e, \nu} f \|_{X_{\mu, 0}^{(1)}}}{\| f \|_{X_{\mu, 0}^{(1)}(Y_E)}} \right\} \| h \|_{X_{\mu, 0}^{(1)}} . \tag{3.60}
\]

for \( j = 0, 1 \). To estimate \( \partial_2 \mathcal{F}(\Phi_I^{(\nu)}[f, h]) \) we observe from the similar calculations as above that

\[
\varphi_I^{(\mu, \theta/s)} \| \mathcal{F}(B_1(f, \chi_{4d_E} h)) \xi_1, y_2 \| \lessapprox \chi_{4d_E} \int_R (\| \tilde{f}_{(\mu, 0, 0)} \xi_{7d_E} \|_{L_t^2} + e^{-d_E |\eta_1|} \| \tilde{f} \chi_{6d_E} \|_{L_t^2}) (\xi_1 - \eta_1) \tilde{h}_{0, \mu, 0}^{(1)}(\xi_1 - \eta_1, y_2) d\eta_1 , \tag{3.61}
\]

and

\[
\varphi_I^{(\mu, \theta/s)} \| \mathcal{F}(B_2(f, \chi_{4d_E} h)) \xi_1, y_2 \| \lessapprox \int_R (\| \tilde{f}_{(\mu, 0, 0)} \xi_{7d_E} \|_{L_t^2} + e^{-d_E |\eta_1|} \| \tilde{f} \chi_{6d_E} \|_{L_t^2}) \tilde{h}_{0, \mu, 0}^{(1)}(\xi_1 - \eta_1, y_2) + \chi_{4d_E} \partial_2 \tilde{h}_{0, \mu, 0}^{(1)}(\xi_1 - \eta_1, y_2) d\eta_1 . \tag{3.62}
\]

Thus it is not difficult to see \( \| \varphi_I^{(\mu, \theta/s)} \mathcal{F}(B(f, \chi_{4d_E} h)) \|_{L_t^2 L_x^2} \lessapprox \left\{ \frac{\| R_{e, \nu} f \|_{X_{\mu, 0}^{(1)}}}{\| f \|_{X_{\mu, 0}^{(1)}(Y_E)}} \right\} \| h \|_{X_{\mu, 0}^{(1)}} \) and

\[
\| \varphi_I^{(\mu, \theta/s)} \mathcal{F}(B(f, \chi_{4d_E} h)) \|_{L_t^2 L_x^2} \lessapprox \left\{ \frac{\| R_{e, \nu} f \|_{X_{\mu, 0}^{(1)}}}{\| f \|_{X_{\mu, 0}^{(1)}(Y_E)}} \right\} \| h \|_{X_{\mu, 0}^{(1)}} . \tag{3.63}
\]

So as in the proof of (3.59) and (3.60), we get the desired estimates for \( \| \varphi_I^{(\mu, \theta/s)} \partial_2 \mathcal{F}(\Phi_I^{(\nu)}[f, h]) \|_{L_t^2} \). Finally let us estimate the \( L_t^1 \) norm of \( \varphi_I^{(\mu, \theta/s)} \Phi_I^{(\nu)}[f, h] \). From the definition of \( D(f, h) \) and the integration by parts we have

\[
| \Phi_I^{(\nu)}[f, h](t-s)(x) | \lessapprox \frac{1}{\nu^{\frac{3}{2}}(t-s)^{\frac{3}{2}}} \int_{\mathbb{R}^2_+} G(2\nu(t-s), x-y) D(f, \chi_{4d_E} h)(y) d\nu \lessapprox \frac{1}{\nu^{\frac{3}{2}}(t-s)^{\frac{3}{2}}} \int_{\mathbb{R}^2_+} G(2\nu(t-s), x-y) \varphi_I^{(\mu, \theta/s)} \chi_{4d_E} h J(f)(y) d\nu. \tag{3.63}
\]
Thus we have from (3.13) and by applying Lemma 2.5 after \( \| J(f) h_{(0,0,\theta/s)} \|_{L^1} \leq \| J(f) \|_{L^4} \| h_{(0,0,\theta/s)} \|_{L^{4/3}} \),
\[
\| \varphi_I^{(0,\frac{\theta}{s})} \Phi_{I,1}^{(\nu)}[f,h] \|_{L^1} \lesssim \frac{s^\frac{1}{2} \| J(f) h_{(0,0,\theta)} \|_{L^1}}{d_E(t-s)^\frac{1}{2} (\theta - \theta')^{\frac{1}{2}}} \lesssim \frac{s^\frac{1}{2}}{d_E(t-s)^\frac{1}{2} (\theta - \theta')^{\frac{1}{2}}} \left\{ \begin{array}{c} \| R_\nu f \|_{X_{11,0}^{(0,0)}} \\ \| f \|_{X_{11,0}^{(0,0)}} \end{array} \right\} \| h \|_{X_{11,0}^{(0,\frac{\theta}{s})}}.
\]
Similarly, one can derive
\[
\| \varphi_I^{(0,\frac{\theta}{s})} \Phi_{I,1}^{(\nu)}[f,h] \|_{L^1} \lesssim \frac{s^\frac{1}{4}}{\nu^{\frac{1}{2}} d_E(t-s)^\frac{1}{2} (\theta - \theta')^{\frac{1}{4}}} \left\{ \begin{array}{c} \| R_\nu f \|_{X_{11,0}^{(0,0)}} \\ \| f \|_{X_{11,0}^{(0,0)}} \end{array} \right\} \| h \|_{X_{11,0}^{(0,\frac{\theta}{s})}}.
\]
The details are omitted here. This completes the proof.

**Lemma 3.9** Assume that \( 0 < \mu \leq d_E \) and \( 0 < \theta \leq 2^{-8} \). Let \( j = 0, 1 \), and let \( l(1) = 0 \) and \( l(0) \in \{0, 1\} \).

Then
\[
\| \Phi_{I,2}^{(\nu)}[f,h](t-s) \|_{X_{11,j}^{(\mu,\frac{\theta}{s})}} \lesssim \frac{1}{\nu^{\frac{1}{2}} (t-s)^\frac{1}{2}} e^{\frac{d^2}{4\nu^2}} \left\{ \begin{array}{c} \| R_\nu f \|_{X_{11,1-l(j)}^{(0,0)}} \\ \| f \|_{X_{11,1-l(j)}^{(0,0)}} \end{array} \right\} \| \chi_{4 d_E, 8 d_E} h \|_{W_{j+l(j),2} \cap L^4}. \tag{3.64}
\]

**Proof.** From
\[
e^{-\frac{1}{2} \nu (t-s) \xi_1^2 - \frac{(x_2-y_2)^2}{\nu \Delta(t-s)}} e^{-\frac{1}{2} \nu (t-s) \xi_1^2 - \frac{1}{2} (d_E-x_2)_+ \xi_1} \leq e^{-\frac{1}{2} \nu (t-s) \xi_1^2 - \frac{1}{2} (d_E-x_2)_+ \xi_1} |y_2| \geq d_E, \tag{3.65}
\]
by arguing as in the proof of Lemma 3.8 we have with \( \chi = \chi_{4 d_E, 8 d_E} \),
\[
|F(\Phi_{I,2}^{(\nu)}[f,h](t-s))(\xi_1, x_2)| \lesssim \frac{1}{\nu^{\frac{1}{2}} (t-s)^\frac{1}{2}} e^{-\frac{1}{2} \nu (t-s) \xi_1^2 - \frac{1}{2} (d_E-x_2)_+ \xi_1} \int_0^{\infty} g(4 \nu (t-s), x_2 - y_2) \cdot \int_{\mathbb{R}} (\| \hat{f} \chi_{4 d_E} \|_{L^2} + e^{-d_E |\eta_1|} \| \hat{f} \chi_{8 d_E} \|_{L^2}) |\hat{f}(\xi_1 - \eta_1, y_2)| \chi d\eta_1 dy_2.
\]
Thus, as in the proof of (3.6), one can derive
\[
\| \varphi_I^{(\mu,\theta)} \xi_1^j F(\Phi_{I,2}^{(\nu)}[f,h]) \|_{L^2 \cap L^2} \lesssim \frac{1}{\nu^{\frac{1}{2}} (t-s)^\frac{1}{2}} e^{\frac{d^2}{4\nu^2}} \left\{ \begin{array}{c} \| R_\nu f \|_{X_{11,1-l(j)}^{(0,0)}} \\ \| f \|_{X_{11,1-l(j)}^{(0,0)}} \end{array} \right\} \| \xi_1^j \chi_{4 d_E, 8 d_E} \|_{W_{j+l(j),2}}.
\]
Here we have used \( \| \hat{f} \chi_{5 d_E} \|_{L^\infty_{\pm 1} L^1_{\pm 2}} \leq \| f \|_{L^1} \) for \( f \in X_{11,0}^{(0,0)} \), and also used the Parseval equality and \( \varphi_I^{(0,\theta/s)} \lesssim e^{\frac{d^2}{4\nu^2}} \) for \( y_2 \geq 4 d_E \) in the last line. The similar argument using the estimate like (3.63) yields
\[
\| \varphi_I^{(0,\theta)} \Phi_{I,2}^{(\nu)}[f,h] \|_{L^1} \lesssim \frac{1}{\nu^{\frac{1}{2}} (t-s)^\frac{1}{2}} e^{\frac{d^2}{4\nu^2}} \left\{ \begin{array}{c} \| R_\nu f \|_{X_{11,0}^{(0,0)}} \\ \| f \|_{X_{11,0}^{(0,0)}} \end{array} \right\} \| \chi_{4 d_E, 8 d_E} h \|_{L^4}. \tag{3.64}
\]
In particular, (3.64) with \( j = 0 \) follows from \( \theta \leq 2^{-8} \). From the definition of \( B(f, h) \) and (3.65) the term \( \partial_2 F(\Phi_{I,2}^{(\nu)}[f,h]) \) is estimated in the same way (see also the arguments in (3.61) - (3.62)). The details are omitted. The proof is complete.
Lemma 3.10 Assume that $0 < \mu \leq d_E, \rho > 0$, and $0 < \theta \leq 2^{-8}$. Let $j = 0, 1$, and let $l(1) = 0$ and $l(0) \in \{0, 1\}$. Then

$$\|\Phi_{I,3}^{(\nu, \xi)}[f, h](t-s)\|_{X_{I_{l(0)}}^{(\nu, \xi)}} \lesssim \left\{ \begin{array}{l}
(d_E^{-1} \frac{(\nu \theta \rho)}{\rho}) \frac{1}{2} + j d_E e^{-\frac{2s}{d_E^2}} \|R_v f\|_{X_{I_{l(1)-1}}^{(\nu, \xi)}} \\|f\|_{X_{I_{l(0)}}^{(0, \xi)}} \end{array} \right\} \left( \|\nabla(\chi_{8d_E h})\|_{W^{1+l(0), 2}} + \|\nabla(\chi_{8d_E h})\|_{L^2} \right). \quad (3.66)$$

Proof. First we note that $\varphi_I^{(\mu, \theta, t)} \Phi_{I,3}^{(\nu, h)}(f, \chi_{8d_E h}) = \Phi_{I,3}^{(\nu, h)}(f, \chi_{8d_E h})$. Combining this with (3.6), we get

$$\|\varphi_I^{(\mu, \theta, t)} \varphi_{I,3}^{(\nu, \xi)} \Phi_{I,3}^{(\nu, h)}(f, h)(t-s)\|_{L^{2}_t L^{2}_x} \lesssim \|\varphi_{I,3}^{(\nu, \xi)} \Phi_{I,3}^{(\nu, h)}(f, \chi_{8d_E h})\|_{L^{2}_t L^{2}_x} = \|\partial_t B(f, \chi_{8d_E h})\|_{L^{2}}.$$

When $j = 0$ by using Lemma 2.5 the last term is estimated in two ways:

$$\|B(f, \chi_{8d_E h})\|_{L^{2}_x} \lesssim \|\chi_{4d_E}^{(\nu)} J(f)\|_{L^{\infty}} \|\nabla(\chi_{8d_E h})\|_{L^{2}_x} \lesssim \left\{ \begin{array}{l}
d_E^{-1} \frac{(-\nu \theta \theta)}{\rho} \frac{1}{2} \|R_v f\|_{X_{I_{l(0)}}^{(0, \xi)}} \\|f\|_{X_{I_{l(0)}}^{(0, \xi)}} \end{array} \right\} \|\nabla(\chi_{8d_E h})\|_{L^{2}}.$$

$$\|B(f, \chi_{8d_E h})\|_{L^{2}_x} \lesssim \|\chi_{4d_E}^{(\nu)} J(f)\|_{L^{4}_x} \|\nabla(\chi_{8d_E h})\|_{L^{4}_x} \leq \left\{ \begin{array}{l}
d_E^{-1} \frac{(-\nu \theta \theta)}{\rho} \frac{1}{2} \|R_v f\|_{X_{I_{l(0)}}^{(0, \xi)}} \\|f\|_{X_{I_{l(0)}}^{(0, \xi)}} \end{array} \right\} \|\nabla(\chi_{8d_E h})\|_{L^{4}_x}.$$

When $j = 1$ it follows again from Lemma 2.5 that

$$\|\partial_t B(f, \chi_{8d_E h})\|_{L^{2}_x} \lesssim \|\chi_{4d_E}^{(\nu)} J(f)\|_{L^{4}_x} \|\nabla(\chi_{8d_E h})\|_{L^{4}/3} \|\partial_t \nabla(\chi_{8d_E h})\|_{L^{2}_x} \leq \left\{ \begin{array}{l}
d_E^{-1} \frac{(-\nu \theta \theta)}{\rho} \frac{1}{2} \|R_v f\|_{X_{I_{l(0)}}^{(0, \xi)}} \\|f\|_{X_{I_{l(0)}}^{(0, \xi)}} \end{array} \right\} \|\nabla(\chi_{8d_E h})\|_{L^{4}_x}.$$

By using (3.13) and $\|B(f, \chi_{8d_E h})\|_{L^{1}_x} \leq \|\chi_{4d_E}^{(\nu)} J(f)\|_{L^{4}_x} \|\nabla(\chi_{8d_E h})\|_{L^{4}/3}$ the $L^{1}$ norm is estimated as

$$\|\varphi_I^{(\mu, \theta, t)} \varphi_{I,3}^{(\nu, \xi)} \Phi_{I,3}^{(\nu, h)}(f, h)(t-s)\|_{L^{1}_t} \lesssim \|B(f, \chi_{8d_E h})\|_{L^{1}_x} \leq \left\{ \begin{array}{l}
d_E^{-1} \frac{(-\nu \theta \theta)}{\rho} \frac{1}{2} \|R_v f\|_{X_{I_{l(0)}}^{(0, \xi)}} \\|f\|_{X_{I_{l(0)}}^{(0, \xi)}} \end{array} \right\} \|\nabla(\chi_{8d_E h})\|_{L^{4}_x}.$$

Again Lemma 2.5 is used. Thus (3.66) has been proved for $j = 0$. To complete the proof for the case $j = 1$ we use the equality $\partial_2 \Phi_{I,3}^{(\nu, \xi)}[f, h] = -e^{r(t-s)} \Delta D_2 B(f, \chi_{8d_E h})$. Then the above argument implies

$$\|\varphi_I^{(\mu, \theta, t)} \partial_2 \Phi_{I,3}^{(\nu, \xi)}[f, h](t-s)\|_{L^{2}_t L^{2}_x} \lesssim \|\partial_2 B(f, \chi_{8d_E h})\|_{L^{2}_t} \leq \left\{ \begin{array}{l}
d_E^{-1} \frac{(-\nu \theta \theta)}{\rho} \frac{1}{2} \|R_v f\|_{X_{I_{l(0)}}^{(0, \xi)}} \\|f\|_{X_{I_{l(0)}}^{(0, \xi)}} \end{array} \right\} \|\nabla(\chi_{8d_E h})\|_{L^{4}_x}.$$

Since $\|\chi_{4d_E}^{(\nu)} J(f)\|_{L^{\infty}_x}$ is estimated from Lemma 2.5 as above, we focus on $\|\chi_{d_E}^{(0)} \partial_2 J(f)\|_{L^{4}_x}$. If $f \in X_{I_{l(1)}}^{(0, 0)}$ then the desired estimate follows from Lemma 2.5. On the other hand, if $R_v f \in X_{I_{l(1)}}^{(0, h)}$ then we have from the equality $\partial_2 J_1(f) = -f + \partial_1 J_2(f)$ and $\partial_2 J_2(f) = -\partial_1 J_1(f)$,

$$\|\chi_{d_E}^{(\nu)} \partial_2 J_1(f)\|_{L^{4}_x} \leq \|\chi_{d_E}^{(\nu)} f\|_{L^{4}_x} + \|\chi_{4d_E}^{(\nu)} J(\partial_1 f)\|_{L^{4}_x} \lesssim \|\chi_{d_E}^{(\nu)} f\|_{L^{4}_x} + \|\chi_{d_E}^{(\nu)} J(\partial_1 f)\|_{L^{4}_x} \lesssim d_E^{-1} e^{-\frac{2s}{d_E^2}} \|R_v f\|_{X_{I_{l(0)}}^{(0, \nu)}} + d_E^{-1} \frac{(-\nu \theta \theta)}{\rho} \frac{1}{2} \|R_v f\|_{X_{I_{l(0)}}^{(0, \nu)}}.$$
3.4 Estimates for solutions of heat-transport equations

We consider the heat-transport equations with the homogeneous Neumann boundary condition:

\[
\begin{aligned}
\partial_t H - \nu \Delta H + u \cdot \nabla H &= f & & t > 0, \quad x \in \mathbb{R}^2_+, \\
\partial_2 H &= 0 & & t > 0, \quad x \in \partial \mathbb{R}^2_+, \\
H|_{t=0} &= 0 & & x \in \mathbb{R}^2_+.
\end{aligned}
\]  

(HT)

Here the velocity \( u \) is given by

\[ u = J(\omega_E + R_1 w_B + R_2 w_{IB} + w_{II}) \]  

for some \( \omega_E \in L^\infty(0, T; X_E^{(0, \theta)} \cap Y_E) \), \( w_B \in L^\infty(0, T; X_B^{(0, \rho)}) \), \( w_{IB} \in L^\infty(0, T; X_{IB,1}^{(0, \rho)}) \), and \( w_{II} \in L^\infty(0, T; X_{II,1}^{(0, \theta)}) \). Fix \( \omega_E \) and \( \omega_B \), and we will use the notation \( \| (t-\cdot)^{-\nu} f \|_{L^1(0,t;Z)} = \int_0^t (t-s)^{-\nu} \| f(s) \|_Z \, ds \).

Then for \( w_I = (w_{IB}, w_{II}) \) we set

\[
\begin{aligned}
A_{1, \nu}(t, w_I) &= \| \nabla J(\omega_E) \|_{L^1(0,t;L^\infty)} + \nu^{-\frac{1}{2}} (t-\cdot)^{-\frac{1}{2}} \| \chi_{\{x_2 \geq 4d_E\}} \nabla J(R_1 w_B + R_2 w_{IB} + w_{II}) \|_{L^1(0,t;L^4)}, \\
A_{2, \nu}(t, w_I) &= \| \nabla^2 J(\omega_E) \|_{L^1(0,t;L^4)} + \nu^{-\frac{1}{2}} (t-\cdot)^{-\frac{1}{2}} \| \chi_{\{x_2 \geq 4d_E\}} \nabla^2 J(R_1 w_B + R_2 w_{IB} + w_{II}) \|_{L^1(0,t;L^2)}, \\
A_{3, \nu}(t, w_I) &= t \| u \|_{L^\infty(0,t;L^\infty)}, \\
A_{4, \nu}(t, w_I) &= e^{-\frac{1}{2} t / d_E^2} \| \chi_{\{x_2 \leq x_2 \leq 5d_E\}} \nabla u_2 \|_{L^\infty(0,t;L^2)} + \| u \|_{L^\infty(0,t;L^\infty)} + 1).
\end{aligned}
\]

Proposition 3.11 Let \( T \in (0, d_E) \). Assume that \( f \in L^\infty(0, T; W^{2,1}(\mathbb{R}^2_+) \cap W^{2,2}(\mathbb{R}^2_+)) \) and \( \cup_{0 < t < T} \sup f(t) \subset \{ x \in \mathbb{R}^2_+ | x_2 \geq m d_E \} \) for some \( 12 \leq m \leq 32 \).

\[
\sup_{0 < t < T} \| u(t) \|_{L^\infty} \leq \frac{d_E}{T}, \quad \sum_{j=2}^{4} \sup_{0 < t < T} A_{j, \nu}(t, w_I) \leq 1.
\]

(3.68)  

(3.69)

Then there is \( \delta > 0 \) independent of \( \nu \in (0, d_E^2) \) and \( d_E \) such that if \( \sup_{0 < t < T} A_{1, \nu}(t, w_I) \leq \delta \) then the solution \( H \in C([0, T]; L^1(\mathbb{R}^2_+) \cap L^\infty(\mathbb{R}^2_+)) \) of (HT) satisfies the following estimates for \( 0 < t < T \).

\[
\| H(t) \|_{L^p} \leq \nu^{-\frac{1}{4} + \frac{1}{p}} (t \cdot)^{-\frac{1}{2}} \| f \|_{L^1(0,t;L^q)}, \quad 1 \leq q \leq p \leq \infty,
\]

(3.70)

\[
\| \chi_{\{x_2 \leq (m-4)d_E\}} H(t) \|_{L^p} \leq e^{-\frac{1}{4} t / d_E^2} \| f \|_{L^1(0,t;L^1)}, \quad 1 \leq p \leq \infty,
\]

(3.71)

\[
\| \chi_{\{x_2 \leq (m-10)d_E\}} \nabla H(t) \|_{L^p} \leq e^{-\frac{1}{4} t / d_E^2} \| f \|_{L^1(0,t;L^1)}, \quad 1 < p < \infty,
\]

(3.72)

\[
\| \chi_{\{x_2 \leq (m-10)d_E\}} \nabla^2 H \|_{L^q(0,t;L^p)} \leq e^{-\frac{1}{4} t / d_E^2} \| f \|_{L^1(0,t;L^1)}, \quad 1 < p, q < \infty.
\]

(3.73)

Moreover, if \( 4/3 \leq p \leq 4 \) and \( 1 \leq q \leq p \) then

\[
\| \nabla (\chi_{d_E} H(t)) \|_{L^p} \leq \nu^{-\frac{1}{4} + \frac{1}{p}} (t \cdot)^{-\frac{1}{2}} \| \nabla f \|_{L^1(0,t;L^q)}, \quad 1 \leq q \leq \infty,
\]

(3.74)

\[
\| \nabla^2 (\chi_{d_E} H(t)) \|_{L^p} \leq \| \nabla^2 f \|_{L^1(0,t;L^p)} + \| \nabla f \|_{L^1(0,t;L^q)}, \quad 1 \leq q \leq \infty.
\]

(3.75)

Proof. Let \( P_u^{(\nu)}(t, s) \) be the evolution operator associated with (HT). Since \( H(t) = \int_0^t P_u^{(\nu)}(t, s) f(s) \, ds \) the estimate (3.70) follows from (7.4) in Lemma 7.2. Next we prove (3.71). If \( x_2 \leq (m-4)d_E \) and \( y_2 \geq m d_E \), then we have from (3.69),

\[
|x - y| - \int_s^t \| u(\tau) \|_{L^\infty} \, d\tau \geq |x - y| - T \sup_{0 < t < T} \| u(t) \|_{L^\infty} \geq \frac{|x - y|}{2} + d_E
\]
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By using \( p, q < d_E \), the representation of the heat kernel and (3.68) lead to
\[
\int_0^t \partial_1 e^{(t-s)\Delta_N} u H \, ds - \int_0^t \partial_2 e^{(t-s)\Delta_N} u_2 H \, ds + \int_0^t e^{s(\nu(t-s))} f \, ds = \sum_{i=1}^3 H_i(t). \tag{3.76}
\]

We decompose \( H_1 \) as \( H_1 = H_{1,1} + H_{1,2} \), where \( H_{1,1}(t) = -\int_0^t \partial_1 e^{s(\nu(t-s))} (u_1 H \chi_{(x_2 \geq (m-4)d_E)}) \, ds \) and \( H_{1,2}(t) = -\int_0^t \partial_1 e^{s(\nu(t-s))} (u_1 H \chi_{(x_2 \leq (m-6)d_E)}) \, ds \). By the maximal regularity we have for \( 1 < p, q < \infty \),
\[
\|\nabla H_{1,1} \|_{L^p(0,t;L^p)} \lesssim \nu^{-1} \|u_1 H \chi_{(x_2 \geq (m-4)d_E)}\|_{L^p(0,t;L^p)} \lesssim (\nu^{-1} A_3, w_I) \|H \chi_{(x_2 \geq (m-4)d_E)}\|_{L^p(0,t;L^p)},
\]
and thus, (3.69) and (3.71) yield \( \|\nabla H_{1,1} \|_{L^p(0,t;L^p)} \lesssim e^{-\frac{t}{\nu^2} d_E^2} \|f\|_{L^p(0,t;L^p)} \). On the other hand, since \( |x - y|/2 + d_E \) if \( x_2 \leq (m-6)d_E \) and \( y_2 \geq (m-4)d_E \) we have as in the proof of (3.71), by using (3.70),
\[
\|\chi_{(x_2 \leq (m-6)d_E)} \nabla H \|_{L^p(0,t;L^p)} \lesssim e^{-\frac{t}{\nu^2} d_E^2} \|f\|_{L^p(0,t;L^p)}. \tag{3.77}
\]

To prove (3.72) and (3.73) we decompose \( H \) as \( H = \sum_{i=1}^3 H_i \), where
\[
\sum_{i=1}^3 H_i(t) = -\int_0^t e^{s(\nu(t-s))} u \cdot \nabla (H \chi_{(x_2 \geq (m-7)d_E)}) \, ds - \int_0^t e^{s(\nu(t-s))} u \cdot \nabla (H \chi_{(x_2 \leq (m-7)d_E)}) \, ds + \int_0^t e^{s(\nu(t-s))} f \, ds.
\]

The first term is estimated from (3.71) and (3.77) as
\[
\|\chi_{(x_2 \leq (m-7)d_E)} \nabla H_1(t)\|_{L^p} \lesssim \int_0^t \frac{\|u \cdot \nabla (H \chi_{(x_2 \geq (m-7)d_E)})\|_{L^p}}{(\nu(t-s))^{\frac{1}{2}}} \, ds \lesssim \frac{t^{\frac{1}{2}}}{\nu^2} \|u\|_{L^{\infty}(0,t;L^\infty)} \|\nabla (H \chi_{(x_2 \geq (m-7)d_E)})\|_{L^4(0,t;L^p)} \lesssim e^{-\frac{1}{\nu^2} d_E^2 A_3, w_I} \|f\|_{L^p(0,t;L^1)},
\]
and by the maximal regularity together with (3.71) and (3.77) we also have for \( 1 < p, q < \infty \),
\[
\|\nabla^2 H_1\|_{L^p(0,t;L^p)} \lesssim \nu^{-1} \|u \cdot \nabla (H \chi_{(x_2 \geq (m-7))})\|_{L^q(0,t;L^p)} \lesssim A_3, w_I e^{-\frac{1}{\nu^2} d_E^2} \|f\|_{L^p(0,t;L^1)}.
\]

By using \( u \cdot \nabla (H \chi_{(x_2 \geq (m-7)d_E)}) = \nabla \cdot (u H \chi_{(x_2 \geq (m-7)d_E)}) \) and (3.70) the term \( H_2 \) is estimated as
\[
\|\chi_{(x_2 \leq (m-7)d_E)} \nabla H_2(t)\|_{L^p} \lesssim \int_0^t \frac{e^{-\frac{1}{\nu^2} d_E^2}}{(\nu(t-s))^{\frac{1}{2}}} \|uH\|_{L^1} \, ds \lesssim \frac{t^{\frac{1}{2}}}{\nu^2} \|u\|_{L^{\infty}(0,t;L^\infty)} \|H\|_{L^4(0,t;L^p)} \lesssim e^{-\frac{1}{\nu^2} d_E^2 A_3, w_I} \|f\|_{L^p(0,t;L^1)}.
\]
and
\[
\|x|_{2 \leq (m-9) dE}\| \nabla^2 H_E^u(t)\| \leq \int_0^t \frac{e^{-\frac{1}{4} \int_0^s dE}}{(\nu(t-s))^{\frac{3}{2} - \frac{1}{p}}} \| \nu H \| L^1 \, ds \leq d_E^{-2(\frac{2}{7} - \frac{1}{p})} e^{-\frac{1}{4} \int_0^s dE} A_{3, \nu}(t, w_I) \| f \| L^1(0,t;L^1).
\]

It is easy to estimate \( \|x|_{2 \leq (m-9) dE}\| \nabla^2 H_E^u(t)\| L^p \) and \( \|x|_{2 \leq (m-4) dE}\| \nabla^2 H_E^u(t)\| L^p(0,t;L^2) \), so we omit the details. The proof of (3.72) and (3.73) is complete. To show (3.74) set \( H = H_{\chi dE} \). Then \( \nabla H_E \) satisfies
\[
\partial_t \nabla H_E - \nu \Delta \nabla H_E + u \cdot \nabla \nabla H_E = -\nabla u \cdot \nabla H_E - \nabla (2\nu \partial_2 \chi^c dE \partial_1 H + \nu \partial_2^2 \chi^c dE H - u_2 H \partial_1 \chi^c dE) + \nabla f
\]
with \( \partial_t \nabla H_E = 0 \) on \( \partial \mathbb{R}^2_+ \). By using (7.4), (7.1), (7.2), and (7.3) we have for \( 4/3 < p < \infty \),
\[
\| \nabla H_E(t) \| L^p \leq \| \nabla J(\omega_E) \cdot \nabla H_E \| L^1(0,t;L^p) + \int_0^t \frac{\| \nabla (R_{\frac{1}{2}} w_B + R_{\frac{1}{2}} w_{IB} + w_{II}) \cdot \nabla H_E \| L^4(0,t;L^p)}{(\nu(t-s))^{\frac{1}{2} - \frac{1}{p}}} \, ds
\]
\[
+ \nu \| \nabla (\partial_2 \chi^c dE \partial_2 H) \| L^1(0,t;L^p) + \nu \| \nabla (\partial_2^2 \chi^c dE H) \| L^1(0,t;L^p) + \int_0^t \frac{\| \nabla (u_2 H \partial_2 \chi^c dE) \| L^4(0,t;L^p)}{(\nu(t-s))^{\frac{1}{2} - \frac{1}{p}}} \, ds
\]
\[
\leq A_{1, \nu}(t, w_I) \sup_{0 \leq s \leq t} \| \nabla H_E(s) \| L^p + A_{2, \nu}(t, w_I) \| f \| L^1(0,t;L^1) + \| \nu(t-s) \|^{\frac{1}{4} + \frac{3}{2} - \frac{1}{p}} \nabla f \| L^1(0,t;L^1).
\]

Thus (3.74) follows if \( \sup_{0 \leq t < T} A_{1, \nu}(t, w_I) \leq \delta \ll 1 \). The estimate of \( \nabla^2 H_E \) is obtained from the equation
\[
\partial_t \nabla^2 H_E - \nu \Delta \nabla^2 H_E + u \cdot \nabla \nabla H_E
\]
\[
= -\nabla u \cdot \nabla H_E - \nabla (\nabla u \cdot \nabla H_E) - \nabla^2 (2\nu \partial_2 \chi^c dE \partial_1 H + \nu \partial_2^2 \chi^c dE H - u_2 H \partial_1 \chi^c dE) + \nabla f
\]
with \( \partial_t \nabla^2 H_E = 0 \) on \( \partial \mathbb{R}^2_+ \). Then from (7.4), (7.5), and the H"older inequality, we have
\[
\| \nabla^2 H_E(t) \| L^2 \leq A_{1, \nu}(t, w_I) \| \nabla^2 H_E(s) \| L^2 + A_{2, \nu}(t, w_I) \| \nabla H_E(s) \| L^4 + \| \nabla^2 f \| L^1(0,t;L^2)
\]
\[
+ \nu \frac{1}{2} \| \nabla (\partial_2 \chi^c dE \partial_2 H) \| L^2(0,t;L^2) + \nu \frac{1}{2} \| \nabla (\partial_2^2 \chi^c dE H) \| L^2(0,t;L^2) + \nu^{-\frac{1}{2}} \| \nabla (u_2 H \partial_2 \chi^c dE) \| L^2(0,t;L^2).
\]
From (3.71), (3.72), (3.73), and (3.77), it is not difficult to see
\[
\nu \frac{1}{2} \| \nabla (\partial_2 \chi^c dE \partial_2 H) \| L^2(0,t;L^2) + \nu \frac{1}{2} \| \nabla (\partial_2^2 \chi^c dE H) \| L^2(0,t;L^2) + \nu^{-\frac{1}{2}} \| \nabla (u_2 H \partial_2 \chi^c dE) \| L^2(0,t;L^2)
\]
\[
\leq A_{4, \nu}(t, w_I) \| f \| L^1(0,t;L^1),
\]
Hence (3.75) follows from (3.74) with \( p = 4 \) if \( \sup_{0 \leq t < T} A_{1, \nu}(t, w_I) \leq \delta \ll 1 \). This completes the proof.

In the construction of \( \omega_I \) we also need the estimates for solutions of the equation
\[
\begin{cases}
\partial_t K - \nu \Delta K + u' \cdot \nabla K = -\chi_{20 dE}(u - u') \cdot \nabla H & t > 0, \quad x \in \mathbb{R}^2_+ \\
\partial_t K = 0 & t > 0, \quad x \in \partial \mathbb{R}^2_+ \\
K|_{t=0} = 0 & x \in \mathbb{R}^2_+.
\end{cases}
\]
(3.78)

Here \( H \) is the solution of (HT) and the velocity fields \( u, u' \) are given as
\[
u J(\omega_E + R_{\frac{1}{2}} w_B + R_{\frac{1}{2}} w_{IB} + w_{II}) + \nu' J(\omega_E + R_{\frac{1}{2}} w_B + R_{\frac{1}{2}} w_{IB} + w_{II})
\]
(3.79)
for some \( \omega_E \in L^\infty(0,T;X_E^{(0,\theta)}) \), \( w_B \in L^\infty(0,T;X_B^{(0,\theta)}) \), \( w_{IB}, w_{IB}' \in L^\infty(0,T;X_{IB,1}^{(0,\theta)}) \), and \( w_{II}, w_{II}' \in L^\infty(0,T;X_{II,1}^{(0,\theta)}) \). For \( f_I = (f_{IB}, f_{II}) \) we set \( \| f_I \| X^{(\nu,\theta)}_{I,0} = \| f_{IB} \| X_{IB,0}^{(\nu,\theta)} + \| f_{II} \| X_{II,0}^{(\nu,\theta)} \).
Proposition 3.12 Let $T \in (0, d_E)$. Assume that $\sup_{0 < t < T} A_{3, \nu}(t, w'_I) \leq 1$ and that $H$ satisfies the estimates in Proposition 3.11 with $m = 32$. Let $K \in C([0, T); L^1(\mathbb{R}^d_x) \cap L^\infty(\mathbb{R}^d_x))$ be the solution of (3.78). If $4/3 \leq p < \infty$ then

$$\|K(t)\|_{L^p} \lesssim e^{-\frac{4}{3\pi} T^2 \nu^2} \|f\|_{L^1(0, T; L^1)} \sup_{0 < s < t} \|w_I(s) - w'_I(s)\|_{X_{I, 0}},$$

(3.80)

$$\|\nabla K(t)\|_{L^p} \lesssim e^{-\frac{4}{3\pi} T^2 \nu^2} \|f\|_{L^1(0, T; L^1)} \sup_{0 < s < t} \|w_I(s) - w'_I(s)\|_{X_{I, 0}}.$$  

(3.81)

Proof. From (7.4) we have

$$\|K(t)\|_{L^p} \lesssim \int_0^t \frac{\|\chi_{20d_E}(u - u') \cdot \nabla H\|_{L^\infty}\|\mathcal{F}\|_{L^\infty}}{(\nu(t - s))^{\frac{1}{4}}} ds \lesssim \nu^{-1} t \|u - u'\|_{L^\infty(0, T; L^1)} \|\chi_{20d_E} \nabla H\|_{L^1(0, T; L^p)}.$$  

Thus (3.80) follows from (3.77) and Lemma 2.5. Next we use the formula

$$K(t) = -\int_0^t e^{\nu(t-s) \Delta_N} u' \cdot \nabla K \, ds - \int_0^t e^{\nu(t-s) \Delta_N} \chi_{20d_E} (u - u') \cdot \nabla H \, ds = K_1(t) + K_2(t).$$  

(3.82)

Since $\nabla \cdot u' = 0$ the first term is estimated from the maximal regularity and (3.80) as

$$\|\nabla K_1\|_{L^p(0, T; L^2)} \lesssim \nu^{-1} \|u'\|_{L^\infty(0, T; L^2)} \lesssim \nu^{-1} \|u'\|_{L^\infty(0, T; L^\infty)} \|K\|_{L^p(0, T; L^p)} \lesssim A_{3, \nu}(t, w'_I) e^{-\frac{4}{3\pi} T^2 \nu^2} \|f\|_{L^1(0, T; L^1)} \sup_{0 < s < T} \|w_I(s) - w'_I(s)\|_{X_{I, 0}}.$$  

(3.83)

As for $K_2$, we have from (3.72),

$$\|\nabla K_2(t)\|_{L^p} \lesssim \int_0^t \frac{\|\chi_{20d_E}(u - u') \cdot \nabla H\|_{L^\infty} \|\mathcal{F}\|_{L^\infty}}{(\nu(t - s))^{\frac{1}{4}}} ds \lesssim \|u - u'\|_{L^\infty(0, T; L^1)} \int_0^t \frac{\|\chi_{20d_E} \nabla H\|_{L^p}}{(\nu(t - s))^{\frac{1}{4}}} ds \lesssim e^{-\frac{4}{3\pi} T^2 \nu^2} \|u - u'\|_{L^\infty(0, T; L^1)} \|f\|_{L^1(0, T; L^1)}.$$  

(3.84)

Again from the definition of $K_1$ we have $\|\nabla K_1(t)\|_{L^p} \lesssim \|u'\|_{L^\infty(0, T; L^\infty)} \|(\nu(t - \cdot))^{-1/2} \nabla K\|_{L^1(0, T; L^1)}$. Then (3.83), (3.84), and Lemma 2.5 yield (3.81). The details are omitted here. This completes the proof.

The following proposition is used to verify the conditions in Proposition 3.11.

Proposition 3.13 Let $\omega_E$ be the solution of (V_E) and let $T_0$ be the time in (2.3). Then there is $T_0' \in (0, T_0)$ such that if $0 < \nu < d_E^2$, $T \in (0, T_0)$, and

$$\sup_{0 < t < T} \|w_B(t)\|_{X_{I, 0}^{(0, \frac{1}{2}(T-t))}} \leq 1,$$

(3.85)

then we have for $u = J(\omega_E + R_{1/\nu} w_B + R_{1/\nu} w_{IB} + w_{II})$,

$$\sup_{0 < t < T} \|u(t)\|_{L^\infty} \leq \frac{d_E}{T}, \quad \sup_{0 < t < T} A_{3, \nu}(t, w'_I) \leq \delta, \quad \sum_{j=2}^4 \sup_{0 < t < T} A_{j, \nu}(t, w_I) \leq 1.$$  

(3.86)

Here $\delta > 0$ is the number in Proposition 3.11 and $T_0'$ is taken so that $T_0' \geq c d_E$ for some constant depending only on $\|b\|_{W^{4,1} \cap W^{4,2}}$. 
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Proposition 3.14 Suppose that $f, f' \in L^\infty(0, T_0; W^{2,1}(\mathbb{R}^2) \cap W^{2,2}(\mathbb{R}^2))$ and that $f, f'$ satisfy (3.68) with $m = 32$. Assume that $w_B, w_I = (w_{1B}, w_{1I})$, and $w'_I = (w'_{1B}, w'_{1I})$ satisfy (3.85). Let $0 < \nu < d_E^2$ and let $T'_0 > 0$ be the number in Proposition 3.13. Then for $0 < t \leq T'_0$ and $4/3 \leq p \leq 2$ it follows that

\[
\|\chi_{\{x_2 \leq 16d_E\}}(H(t) - H'(t))\|_{L^p} \\
\lesssim e^{-\frac{1}{2}d_E^2} \left( \sup_{0 < s < t} \|w_I(s) - w'_I(s)\|_{X^{(0,0,0)}(0,t,L^4)} + \|f - f'\|_{L^1(0,t,L^1)} \right),
\]

(3.87)

\[
\|\nabla(H'(t))\|_{L^p} \\
\lesssim \nu^{-\frac{3}{4}+\frac{1}{p}} \left( \sup_{0 < s < t} \|w_I(s) - w'_I(s)\|_{X^{(0,0,0)}(0,t,L^4)} + \|f - f'\|_{L^1(0,t,L^1)} \right)
\]

(3.88)

\[
\|\chi(\nabla(\mathbb{S}_d E(t)))\|_{L^p} \\
\lesssim e^{-\frac{1}{2}d_E^2} \left( \sup_{0 < s < t} \|w_I(s) - w'_I(s)\|_{X^{(0,0,0)}(0,t,L^4)} + \|f - f'\|_{L^1(0,t,L^1)} \right),
\]

Proof. We decompose $H - H'$ as $H - H' = K + L$, where $K$ is the solution of (3.78) and $L$ solves

\[
\begin{cases}
\partial_t L - \nu \Delta L + u' \cdot \nabla L = -\chi_{20d_E}(u - u') \cdot \nabla H + f - f' & t > 0, \quad x \in \mathbb{R}^2, \\
\partial_t L = 0 & t < 0, \quad x \in \mathbb{R}^2, \\
L|_{t=0} = 0 & x \in \mathbb{R}^2.
\end{cases}
\]

(3.89)

Then by applying Proposition 3.11 to (3.89) with $m = 20$ we have

\[
\|\chi_{\{x_2 \leq 16d_E\}}(H(t))\|_{L^p} \lesssim e^{-\frac{1}{20}d_E^2} \left( \sup_{0 < s < t} \|w_I(s) - w'_I(s)\|_{X^{(0,0,0)}(0,t,L^4)} + \|f - f'\|_{L^1(0,t,L^1)} \right),
\]

\[
\|\nabla(\chi_{\mathbb{S}_d E(t)}(H(t)))\|_{L^p} \lesssim \int_0^t (\nu(t - s))^{-\frac{3}{4}+\frac{1}{p}} \|\nabla(\chi_{20d_E}(u - u') \cdot \nabla H)\|_{L^4} ds + \|\nabla(f - f')\|_{L^1(t_0,t,L^p)} + \|\chi_{20d_E}(u - u') \cdot \nabla H\|_{L^1(t_0,t,L^1)} + \|f - f'\|_{L^1(0,t,L^1)}
\]

for $4/3 \leq p \leq 2$. The Hörmander inequality, Lemma 2.5, and Proposition 3.11 imply

\[
\|\chi_{20d_E}(u - u') \cdot \nabla H\|_{L^4} \lesssim \sup_{0 < s < t} \|w_I(s) - w'_I(s)\|_{X^{(0,0,0)}(0,t,L^4)} + \|f - f'\|_{L^1(0,t,L^1)}
\]

and

\[
\|\nabla(\chi_{20d_E}(u - u') \cdot \nabla H)\|_{L^4} \lesssim \sup_{0 < s < t} \|w_I(s) - w'_I(s)\|_{X^{(0,0,0)}(0,t,L^4)} + \|f - f'\|_{L^1(0,t,L^1)}
\]

(3.87)

(3.88)
4 Construction of solutions

In this section we construct the solution \( \omega_B = R_{1/\nu}w_B \) of \((V_{B_+})\) and the solution \( \omega_I = R_{1/\nu}w_{IB} + w_{II} \) of \((V_L)\) by solving the associated integral equations. Lemmas 2.1, 2.2, and 2.3 imply the integral equation for \( w_B \) such as

\[
w_B(t) = \int_0^t \Lambda_B^{(\nu)}(t, s, w_B) \, ds + \int_0^t F_B^{(\nu)}(t, s) \, ds, \quad (4.1)
\]

where

\[
\Lambda_B^{(\nu)}(t, s, w_B) = 2 \sum_{i=1}^2 \Phi_{B,i}[R_{\nu} \omega_E + w_B, w_B](t - s) + \sum_{i=1}^2 \phi_{i \xi} \Psi_i^{(\nu)}[R_{\nu} \omega_E + w_B, w_B](t - s)
\]

\[
+ 2 \phi_{i \xi} \Upsilon_i^{(\nu)}[R_{\nu} \omega_E + w_B, w_B](s), \quad (4.2)
\]

\[
F_B^{(\nu)}(t, s) = \Phi_{B,2}[R_{\nu} \omega_E, R_{\nu} \omega_E](t - s) + \Upsilon_2^{(\nu)}[R_{\nu} \omega_E, R_{\nu} \omega_E](s). \quad (4.3)
\]

Precisely speaking, \( \Phi_{B,i}[R_{\nu} \omega_E + w_B, w_B] \) should be expressed as \( \Phi_{B,i}[R_{\nu} \omega_E(s) + w_B(s), w_B(s)] \), but we will use the abbreviated style for simplicity of notations. The similar remark is added for the other terms.

The system for the remainder part \( w_I = (w_{IB}, w_{II}) \) is described as

\[
w_{IB}(t) = \int_0^t \Lambda_{IB}^{(\nu)}(t, s, w_{IB}) \, ds + \int_0^t F_{IB}^{(\nu)}(t, s) \, ds, \quad w_{II}(t) = \int_0^t \Lambda_{II}^{(\nu)}(t, s, w_I) \, ds + \int_0^t F_{II}^{(\nu)}(t, s) \, ds, \quad (4.4)
\]

where, by setting \( \omega = \omega_E + R_{1/\nu}w_B + R_{1/\nu}w_{IB} + w_{II} \), each term is defined by

\[
\Lambda_{IB}^{(\nu)}(t, s, w_I) = \sum_{i=1}^2 \Phi_{B,i}[R_{\nu} \omega, w_{IB}](t - s) + \sum_{i=1}^2 \Phi_{B,i}[w_{IB} + R_{\nu} w_{II}, w_B](t - s)
\]

\[
+ \Phi_{B,2}[R_{\nu} \omega, R_{\nu} w_{II}](t - s) + \Phi_{B,3}[w_{IB} + R_{\nu} w_{II}, R_{\nu} \omega_E](t - s)
\]

\[
+ \sum_{i=1}^2 \phi_{i \xi} \Psi_i^{(\nu)}[R_{\nu} \omega, w_{IB} + R_{\nu} w_{II}](t - s) + \sum_{i=1}^2 \phi_{i \xi} \Psi_i^{(\nu)}[w_{IB} + R_{\nu} w_{II}, R_{\nu} \omega_E + w_B](t - s)
\]

\[
+ \sum_{i=1}^2 \phi_{i \xi} \Upsilon_i^{(\nu)}[R_{\nu} \omega, w_{IB} + R_{\nu} w_{II}](s) + \sum_{i=1}^2 \phi_{i \xi} \Upsilon_i^{(\nu)}[w_{IB} + R_{\nu} w_{II}, R_{\nu} \omega_E + w_B](s), \quad (4.5)
\]

\[
F_{IB}^{(\nu)}(t, s) = \Phi_{B,2}[w_B, R_{\nu} \omega_E](t - s) - \nu R_{\nu} e^{\nu(t-s)} \Delta N \left( J_1(\Delta \omega_E) \mathcal{H}_1^{(\nu)}(X_{\nu}=0) \right)
\]

\[
+ \sum_{i=1}^2 \Upsilon_i^{(\nu)}[w_B, R_{\nu} \omega_E](s) - \nu^2 R_{\nu} \int_0^s \Xi G(\nu(s - \tau)) \ast (\Delta \omega_E - J_1(\Delta \omega_E) \mathcal{H}_1^{(\nu)}(X_{\nu}=0)) \, d\tau,
\]

\[
\Lambda_{II}^{(\nu)}(t, s, w_I) = \Phi_{I,2}\left[ R_{1/\nu} w_{IB} + w_{II}, \omega_E \right](t - s) + \Phi_{I,1}[\omega, w_{II}](t - s) + \sum_{i=2}^{3} \Phi_{I,i}[\omega, H^{(\nu)}[w_I]](t - s), \quad (4.6)
\]

\[
F_{II}^{(\nu)}(t, s) = \Phi_{I,2}\left[ R_{1/\nu} w_B, \omega_E \right](t - s) + \nu e^{\nu(t-s)} \Delta N \Delta \omega_E.
\]

Here \( H^{(\nu)}[w_I] \) is defined by

\[
H^{(\nu)}[w_I](t) = - \int_0^t P_u^{(\nu)}(t, s) \left( B(R_{1/\nu} w_B + R_{1/\nu} w_{IB} + w_{II}, \omega_E) - \nu \Delta \omega_E \right) \, ds, \quad (4.7)
\]
where $P_u^{(v)}(t, s)$ is the propagator for the heat-transport equations (HT) with
\[ u = J(\omega) = J(\omega_E + R_1 w_B + R_2 w_{IB} + w_{II}). \tag{4.8} \]

The use of $H^{(v)}[w_I]$ rather than $w_{II}$ in (4.6) is essential in order to overcome the difficulty arising from the lack of the analyticity in the region away from the boundary.

4.1 Solutions of $(V_B^\nu)$

To apply the ACK theorem to (4.1) we set the iteration sequence $\{w_B^{(k)}\}_{k=0}^\infty$ by
\[ w_B^{(0)}(t) = \int_0^t F_B^{(v)}(t, s) \, ds, \quad w_B^{(k+1)}(t) = \int_0^t \Lambda_B^{(v)}(t, s, w_B^{(k)}) \, ds + w_B^{(0)}(t). \tag{4.9} \]

We also set
\[ \|f\|_{X_B^{(\mu, \nu)}(t)} = \sup_{0 < s \leq t} \|f(s)\|_{X_B^{(\mu, \nu)}}, \quad \|\omega_E\|_{Z_E} = \sup_{0 < t < T_0} \|\omega_E(t)\|_{Y_E}, \tag{4.10} \]
where $T_0 > 0$ is the number in (2.3).

**Lemma 4.1** Assume that $0 < 2^{-1}(\mu - \mu') < \mu' < \mu < d_E$, $0 < \rho' < \rho \leq 2^{-4}$, and $0 < s < t < T_0$, where $T_0 \in (0, d_E)$ is the number in (2.3). Then
\[ \|\Lambda_B^{(v)}(t, s, f) - \Lambda_B^{(v)}(t, s, h)\|_{X_B^{(\mu', \nu')}} \lesssim \left( \frac{1}{\mu - \mu'} + \frac{s^2}{\mu'(t-s)^2(\rho - \rho')^2} \right) \left( \|\omega_E\|_{Z_E} + \|f\|_{X_B^{(\mu, \nu)}(s)} + \|h\|_{X_B^{(\mu, \nu)}(s)} \right) \|f - h\|_{X_B^{(\mu, \nu)}(s)}. \tag{4.11} \]

**Proof.** From $\cup_{0 \leq t \leq T_0} \supp \omega_E(t) \subset \{ x \in \mathbb{R}_+^2 \mid x_2 \geq 32d_E \}$ we have $\sup_{0 \leq t \leq T_0} \|\omega_E(t)\|_{X_B^{(\mu, \nu)} \cap Y_E} \leq 2\|\omega\|_{Z_E}$ for $0 < \mu < 32d_E$ and $N \geq 0$. Then, since $\Lambda_B^{(v)}(t, s, f)$ consists of the linear terms and the nonlinear terms which are bilinear forms, (4.11) follows from (3.36), (3.49), (3.51), and (3.54). The proof is complete.

**Lemma 4.2** Assume that $0 < \mu < d_E$, $0 < \rho \leq 2^{-4}$, and $0 < s < t < T_0$, where $T_0 \in (0, d_E)$ is the number in (2.3). Then
\[ \|F_B^{(v)}(t, s)\|_{X_B^{(\mu, \nu)}} \lesssim d_E^{-1} \|\omega_E\|_{Z_E}^2. \tag{4.12} \]

**Proof.** It is not difficult to see from $\cup_{0 \leq t \leq T_0} \supp \omega_E(t) \subset \{ x \in \mathbb{R}_+^2 \mid x_2 \geq 32d_E \}$ that the proof of (3.54) actually implies $\|\Upsilon_2^{(v)}(R_\nu \omega_E, R_\nu \omega_E)\|_{X_B^{(\mu', \nu')}_{\Pi, (s)}} \lesssim d_E^{-1} \|\omega_E\|_{Z_E}^2$. This estimate and (3.49) yield (4.12). The proof is complete.

For $\gamma_0 > 0$ we set
\[ \gamma_{k+1} = \gamma_k (1 - (k + 2)^{-2}), \quad \gamma = \lim_{k \to \infty} \gamma_k = \gamma_0 \Pi_{k=0}^\infty (1 - (k + 2)^{-2}) > 0. \tag{4.13} \]

A simple modification of the arguments in [27, 11] for the ACK theorem (see also [26, 31]) leads to
Lemma 4.3 Let \( 0 < \nu < d_E \). Let \( \mu_0 = d_E, \rho_0 = 2^{-4}, \sigma_0 = (\mu_0, \rho_0) \), and \( 0 < \gamma_0 < T_0 \). Set

\[
\lambda_k = \sup_{\frac{1}{2} \leq k < 1} \sup_{0 < t < \gamma_0(1-\kappa)} \| w_B^{(k)} \|_{X_B^{\kappa \sigma_0}(t)},
\]

\[
\zeta_k = \sup_{\frac{1}{2} \leq k < 1} \sup_{0 < t < \gamma_0(1-\kappa)} \| w_B^{(k+1)} - w_B^{(k)} \|_{X_B^{\kappa \sigma_0}(t)} \left( \frac{\gamma_k(1-\kappa)}{t} - 1 \right).
\]

If \( \gamma_0 \) is sufficiently small then it follows that \( \lambda_k \leq 1 \) and \( \zeta_k \leq \delta^k \zeta_0 \) for all \( k \in \mathbb{N} \) and for some \( \delta \in (0,1) \). Moreover, \( \gamma_0 \) is taken so that \( \gamma_0 \geq c_0d_E \), where \( c_0 > 0 \) depends only on \( \| b \|_{Y_E} \).

**Proof.** Set \( C_E = 1 + \| \omega_E \|_{Z_E} \). Note that \( \gamma_0 < T_0 \leq d_E = \mu_0 \). From Lemma 4.2 we first observe that for \( 0 < \tilde{t} \leq t < \gamma_0(1-\kappa) \) and \( 1/2 \leq \kappa < 1 \), \( \| w_B^{(0)}(\tilde{t}) \|_{X_B^{\kappa \sigma_0(\tilde{t})}} \leq \tilde{t} \mu_0^{-1} \| \omega_E \|_{Z_E} \leq \gamma_0 \mu_0^{-1} \| \omega_E \|_{Z_E} \). Hence we have \( \lambda_0 \leq 1/4 \) if \( \gamma_0 \approx c_0 \mu_0 \) with a sufficiently small \( c_0 \in (0,1) \) depending only on \( \| \omega_E \|_{Z_E} \), and thus, on \( \| b \|_{Y_E} \). Similarly, for \( 0 < t \leq t < \gamma_1(1-\kappa) \) and \( 1/2 \leq \kappa < 1 \), Lemma 4.2 with \( h = 0 \) implies

\[
\| w_B^{(1)}(\tilde{t}) \|_{X_B^{\kappa \sigma_0(\tilde{t})}} \leq \int_0^{\tilde{t}} \frac{1}{\mu_0} \left( \frac{1}{\kappa(s) - \kappa} + \frac{\tilde{t}^2}{(\tilde{t} - s)^{1/2}(\kappa(s) - \kappa)^{1/2}} \right) \left( \| \omega_E \|_{Z_E} + \| w_B^{(0)} \|_{X_B^{\kappa \sigma_0(s)}} \right) \| w_B^{(0)} \|_{X_B^{\kappa \sigma_0(s)}} \, ds + \frac{1}{4},
\]

where \( \kappa(s) = 2^{-1}(1-s/\gamma_0 + \kappa) \in (\kappa, 1) \). Since \( \kappa(s) \) satisfies \( s < \gamma_0(1-\kappa(s)) \), we have

\[
\| w_B^{(1)}(\tilde{t}) \|_{X_B^{\kappa \sigma_0(\tilde{t})}} \leq \frac{C_E}{\mu_0} \int_0^{\tilde{t}} \left( \frac{1}{\kappa(s) - \kappa} + \frac{\tilde{t}^2}{(\tilde{t} - s)^{1/2}(\kappa(s) - \kappa)^{1/2}} \right) \left( \| \omega_E \|_{Z_E} + \| w_B^{(0)} \|_{X_B^{\kappa \sigma_0(s)}} \right) \| w_B^{(0)} \|_{X_B^{\kappa \sigma_0(s)}} \, ds + \frac{1}{4} \approx \frac{C_E (\gamma_0/\mu_0)^{1/2} + 1/4}{4} \leq \frac{1}{2},
\]

if \( c_0 \) chosen above is small enough (but depending only on \( \| b \|_{Y_E} \)). This shows \( \lambda_1 \leq 1/2 \). Moreover, the calculation as above yields

\[
\| w_B^{(1)}(\tilde{t}) - w_B^{(0)}(\tilde{t}) \|_{X_B^{\kappa \sigma_0(\tilde{t})}} \leq \frac{1}{\mu_0} \int_0^{\tilde{t}} \left( \frac{1}{\kappa(s) - \kappa} + \frac{\tilde{t}^2}{(\tilde{t} - s)^{1/2}(\kappa(s) - \kappa)^{1/2}} \right) \left( \| \omega_E \|_{Z_E} + \| w_B^{(0)} \|_{X_B^{\kappa \sigma_0(s)}} \right) \| w_B^{(0)} \|_{X_B^{\kappa \sigma_0(s)}} \, ds,
\]

for \( 0 < \tilde{t} \leq t < \gamma_1(1-\kappa), \ 1/2 \leq \kappa < 1, \) and \( \kappa(s) = 2^{-1}(1-s/\gamma_1 + \kappa) \). Then it is easy to see \( \| w_B^{(1)}(\tilde{t}) - w_B^{(0)}(\tilde{t}) \|_{X_B^{\kappa \sigma_0(\tilde{t})}} \leq C_E (\gamma_0/\mu_0)^{1/2} \tilde{t}^{1/2}(\gamma_1(1-\kappa) - t) \), that is, \( \zeta_0 \leq 1 \) if the above \( c_0 \) is taken small enough. Now let us assume that \( \lambda_{j+1} \leq 1 \) for \( j = 0, 1, \cdots, k \). Then from Lemma 4.1 we have for \( 0 < t \leq \tilde{t} < \gamma_{k+1}(1-\kappa) \) and \( 1/2 \leq \kappa < 1 \),

\[
\| u_B^{(k+2)}(\tilde{t}) - u_B^{(k+1)}(\tilde{t}) \|_{X_B^{\kappa \sigma_0(\tilde{t})}} \leq \frac{1}{\mu_0} \int_0^{\tilde{t}} \left( \frac{1}{\kappa(s) - \kappa} + \frac{\tilde{t}^2}{(\tilde{t} - s)^{1/2}(\kappa(s) - \kappa)^{1/2}} \right) \left( \| \omega_E \|_{Z_E} + \sum_{j=0,1} \| u_B^{(k+j)} \|_{X_B^{\kappa \sigma_0(s)}} \right) \| u_B^{(k+1)} - u_B^{(k)} \|_{X_B^{\kappa \sigma_0(s)}} \, ds,
\]

\[
\leq \frac{C_E}{\mu_0} \int_0^{\tilde{t}} \left( \frac{1}{\kappa(s) - \kappa} + \frac{\tilde{t}^2}{(\tilde{t} - s)^{1/2}(\kappa(s) - \kappa)^{1/2}} \right) \| u_B^{(k+1)} - u_B^{(k)} \|_{X_B^{\kappa \sigma_0(s)}} \, ds,
\]
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where $\kappa(s) = 2^{-1}(1 - s/\gamma_{k+1} + \kappa)$. Since $s < \gamma_k(1 - \kappa(s))$ and $\kappa(s) \in (\kappa, 1)$ for $0 < s < \bar{t}$, we get

$$\|w_B^{(k+2)}(\bar{t}) - w_B^{(k+1)}(\bar{t})\|_{X^{\rho(\rho_B, \rho B/T_B)}_B} \leq C_E \zeta_k \int_0^\bar{t} \left( \frac{1}{\mu_0(\kappa(s) - \kappa)} + \frac{\bar{t}^2}{\mu_0(\bar{t} - s)^2(\kappa(s) - \kappa)^2} \right) \gamma_k(1 - \kappa(s)) - s \, ds$$

$$\leq C_E \zeta_k \bar{t} \int_0^\bar{t} \left( \frac{\gamma_{k+1}}{\mu_0(\gamma_{k+1}(1 - s) - s)^2} + \frac{\bar{t}^2}{\mu_0(\bar{t} - s)^2(\gamma_{k+1}(1 - s) - s)^2} \right) ds$$

$$\leq C_E \zeta_k \bar{t} \int_0^\bar{t} \frac{\gamma_{k+1}}{\gamma_{k+1}(1 - s) - s} - \frac{\bar{t}^2}{\gamma_{k+1}(1 - s) - s} ds$$

which gives $\zeta_k \leq C_E (\gamma_0/\mu_0)^{1/2} \zeta_k$, i.e., $\zeta_k \leq \delta^{k+1} \zeta_0$ for $\delta \in (0, 1)$ if the above $c_0$ is sufficiently small depending only on $\|b\|_{Y_E}$. Using this estimate and the definitions of $\lambda_k$, $\zeta_k$, and $\gamma_k$, we also have

$$\lambda_{k+2} \leq \frac{\gamma_{k+2}}{\gamma_{k+1} - \gamma_{k+2}} \zeta_{k+1} + \lambda_{k+1} \leq (k + 3) \delta^{k+1} \zeta_0 + \lambda_{k+1} \leq \zeta_0 \sum_{j=0}^k (j + 3) \delta^{j+1} + \lambda_1.$$ 

Since $\zeta_0 \leq 1$ and $\lambda_1 \leq 1/2$, if $c_0$ is taken small enough depending only on $\|b\|_{Y_E}$ then we have $\lambda_{k+2} \leq 1$. Hence the assertion of the lemma follows by the induction on $k$. The proof is complete.

Lemma 4.3 implies the following existence theorem for (4.1).

**Theorem 4.4** There is $T_B \in (0, T_0)$ such that (4.1) admits the unique solution $w_B$ which belongs to the space $C((0, T_B); X^{(\rho(\rho_B, \rho B/T_B))}_B)$ with $\mu_B = d_E/2$, $\rho_B = 2^{-5}$, and satisfies $\sup_{0 < t < T_B} \|w_B(t)\|_{X^{(\rho(\rho_B, \rho B/T_B))}_B} \leq 1$. Moreover, $T_B$ is taken so that $T_B \geq c_0 d_E$, where $c_0 > 0$ is the number in Lemma 4.3.

**Proof.** Lemma 4.3 shows that $\{w_B^{(k)}\}_{k=0}^\infty$ is a Cauchy sequence in the Banach space endowed with the norm $\|F\| = \sup_{1/2 \leq \kappa \leq 1} \sup_{0 < t < (1 - \kappa)} \|F\|_{X^{\rho(\rho_B, \rho B/T_B)}_B}(\gamma(1 - \kappa)/t - 1)$, where $\gamma > 0$ is defined by (4.13) with $\gamma_0 > 0$ in Lemma 4.3. Let $w_B$ be the limit of $\{w_B^{(k)}\}_{k=0}^\infty$. Then Lemma 4.3 implies $\sup_{1/2 \leq \kappa \leq 1} \sup_{0 < t < (1 - \kappa)} \|w_B\|_{X^{\rho(\rho_B, \rho B/T_B)}_B} \leq 1$. By Lemmas 4.1, 4.2 we see that $w_B$ is the solution of (4.1) belonging to $C((0, T_1); X^{(\rho_B, \rho B/T_B)}_B)$ with $\mu = d_E/2$ and $\rho = 2^{-5}$, where $T_B = \gamma_0/2$. The proof is complete.

### 4.2 Solutions of \((V_L)\)

In this section we construct the remainder part $\omega_I = \omega - \omega_E - R_{1/\nu} w_B$, where $w_B$ is the boundary layer function in Theorem 4.4. Our aim is to solve the integral equation

$$w_I(t) = \int_0^t A^{(\nu)}_I(t, s, w_I) \, ds + \int_0^t F^{(\nu)}_I(t, s) \, ds, \quad (4.14)$$

where $w_I = (w_{IB}, w_{II})$, $A^{(\nu)}_I(t, s, w_I) = (A^{(\nu)}_{IB}(t, s, w_I), A^{(\nu)}_{II}(t, s, w_I))$, and $F^{(\nu)}_I = (F^{(\nu)}_{IB}, F^{(\nu)}_{II})$. This solution is shown to give $\omega_I$ of the form $\omega_I = R_{1/\nu} w_{IB} + w_{II}$. To apply the ACK theorem we consider the iteration sequence $\{w_I^{(k)}\}_{k=0}^\infty$,

$$w_I^{(0)}(t) = \int_0^t F^{(\nu)}_I(t, s) \, ds, \quad w_I^{(k+1)}(t) = \int_0^t A^{(\nu)}_I(t, s, w_I^{(k)}) \, ds + w_I^{(0)}(t). \quad (4.15)$$
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Let \( T_B > 0 \) be the number in Theorem 4.4. We set
\[
\|w_B\|_{Z_B} = \sup_{0 < t < c} \|w_B(t)\|_{X_{IB}^{(\rho, \theta)}} \quad \mu_B = \frac{d_E}{2}, \quad \rho_B = 2^{-5}, \quad (4.16)
\]
\[
\|f_I\|_{X_{IB}^{(\mu, \rho, \theta)}} = \|f_{IB}\|_{X_{IB}^{(\mu, \rho, \theta)}} + \|f_{II}\|_{X_{IB}^{(\mu, \rho, \theta)}} \quad f_I = (f_{IB}, f_{II}), \quad (4.17)
\]
\[
\|f_I\|_{X_{IB}^{(\mu, \rho, \theta)}} = \sup_{0 < s \leq t} \|f_I(s)\|_{X_{IB}^{(\mu, \rho, \theta)}} \quad f_I(s) = (f_{IB}(s), f_{II}(s)), \quad \sigma = (\mu, \rho, \theta). \quad (4.18)
\]

**Lemma 4.5** Assume that \( 0 < 2^{-1}(\mu - \mu') < \mu' < \mu < d_E/2, \) \( 0 < \rho' < \rho < 2^{-5}, \) \( 0 < \theta < 2^{-8}, \) and \( 0 < s < t < T_B, \) where \( T_B \) is the number in Theorem 4.4. Set \( \sigma = (\mu, \rho, \theta) \) and \( C_E = 1 + \|\omega_E\|_{Z_E}. \) Let \( j = 0, 1. \) Then
\[
\| \Lambda^{(\nu)}_{IB}(t, s, f_I) - \Lambda^{(\nu)}_{IB}(t, s, h_I) \|_{X_{IB}^{(\nu, \xi, \eta)}} \lesssim C_E \left( \frac{1}{\mu - \mu'} + \frac{s^4}{\mu'(t-s)^2(\rho - \rho')^2} \right) \| f_I - h_I \|_{X_{IB}^{(\nu, \xi, \eta)}} \quad + \left( \frac{1}{\nu_s^2(t-s)^2} + \frac{\nu^2 s^2}{(t-s)^2(\rho - \rho')^2} \right) \| f_I \|_{X_{IB}^{(\nu, \xi, \eta)}} \| h_I \|_{X_{IB}^{(\nu, \xi, \eta)}}\| f_I - h_I \|_{X_{IB}^{(\nu, \xi, \eta)}}. \quad (4.19)
\]

**Proof.** We note that \( \Lambda^{(\nu)}_{IB}(t, s, f_I) \) consists of the linear terms and nonlinear terms which are bilinear forms. Hence (4.19) directly follows from Lemmas 3.4 - 3.7 and \( \|w_B\|_{Z_B} \leq 1. \) The details are omitted. The proof is complete.

**Lemma 4.6** Assume that \( 0 < \mu < d_E/2, \) \( 0 < \rho < 2^{-5}, \) and \( 0 < s < t < T_B, \) where \( T_B \in (0, d_E) \) is the number in Theorem 4.4. Let \( 0 < \nu < d_E. \) Then
\[
\| F^{(\nu)}_{IB}(t, s) \|_{X_{IB}^{(\nu, \xi, \eta)}} \lesssim \frac{\nu^2}{d_E} \|\omega_E\|_{Z_E}. \quad (4.20)
\]

**Proof.** It is not difficult to see that the terms \( \| R_{\nu} e^{\nu(t-s)} \Delta_X \left( J_1(\Delta \omega_E) H_{\{x=0\}} \right) \|_{X_{IB}^{(\nu, \xi, \eta)}} \) and \( \nu \| R_{\nu} \int_0^\infty \Xi G(\nu(s-\tau))((\Delta \omega_E - J_1(\Delta \omega_E) H_{\{x=0\}}) \|_{X_{IB}^{(\nu, \xi, \eta)}} \) are bounded from above by \( C \|\omega_E\|_{Z_E} \) for some constant \( C > 0. \)

The details are omitted. In the sequel we give the estimate only for \( F^{(\nu)}_{IB}(w_B, R_{\nu} \omega_E) \) in the definition of \( F^{(\nu)}_{IB}, \) for the other terms are estimated in the similar manner. Since \( \text{supp } R_{\nu} \omega_E(t) \subset \{ X \in \mathbb{R}_+^2 \mid X_2 \geq 32\nu^{-1/2}d_E \} \) we observe from (3.34) and from the calculations as in (3.26) and (3.28),
\[
| \mathcal{F}(N^{(\nu)}(w_B, R_{\nu} \omega_E))(\xi_1) | \leq \frac{2}{\nu} \int_0^\infty e^{-\nu \frac{1}{2} |\xi_1||Y_2|} \mathcal{F}(D^{(\nu)}_{D_J}(w_B, R_{\nu} \omega_E))(\xi_1, Y_2) \, dY_2
\]
\[
\lesssim \int_0^\infty \| \mathcal{F}(N^{(\nu)}(w_B, R_{\nu} \omega_E))(\xi_1) \|_{L_1} \| \omega_E \|_{L_1} \| \mathcal{F}(D^{(\nu)}_{D_J}(w_B, R_{\nu} \omega_E))(\xi_1, Y_2) \|_{L_1} \, dY_2
\]
\[
\lesssim d_E \nu \| \mathcal{F}(N^{(\nu)}(w_B, R_{\nu} \omega_E))(\xi_1) \|_{L_1} \| \omega_E \|_{L_1} \| \mathcal{F}(D^{(\nu)}_{D_J}(w_B, R_{\nu} \omega_E))(\xi_1, Y_2) \|_{L_1} \| (1 + |\xi_1 - \eta_1|)^{-4} \| \omega_E \|_{L_1} \| \omega_E \|_{L_1} \| w_B \|_{L_1} \| w_B \|_{L_1} \| w_B \|_{L_1}
\]
which implies
\[
\| e^{d_E |\xi_1|} \mathcal{F}(N^{(\nu)}(w_B(s), R_{\nu} \omega_E(s)))(\xi_1) \|_{L_1} \lesssim \frac{1}{d_E} \left( \nu \frac{1}{2} + \frac{\nu \delta}{d_E} \right) \|\omega_E\|_{Z_E} \|w_B\|_{Z_B} \lesssim \frac{\nu^2}{d_E} \|\omega_E\|_{Z_E} \|w_B\|_{Z_B}.
\]
Here we have used $0 < s < t < T_B < d_E$ and $v < d_E^2$. Hence we have from (3.14),

$$
\| \Phi_{B.2}^{(v)}[w_B(s), R_v \omega_E(s)](t-s) \|_{X_{\delta, \tilde{\tau}_0, \tilde{\delta}, \bar{\tau}}^{\epsilon_1}} \leq \| e^{d_E(t-s)}(\xi_1)F(N^{(v)}(w_B(s), R_v \omega_E(s))) \|_{L_{\xi_1}^{2}} \leq \nu^2 \frac{1}{d_E} \| \omega_E \|_{Z_E},
$$

by $\| w_B \|_{Z_B} \leq 1$. The proof is complete.

**Lemma 4.7** Assume that $0 < 2^{-1}(\mu - \mu') < \mu < \mu < d_E/2$, $2^{-7} \leq \rho' < \rho < 2^{-5}$, $0 < \theta < 2^{-8}$, and $0 < s < t < \min\{T_0, T_B\}$, where $T_0$, $T_B$ are the numbers in Proposition 3.13, Theorem 4.4, respectively. Set $\sigma = (\mu, \rho, \theta)$ and $C_E = 1 + \| \omega_E \|_{Z_E}$. Let $f_I = (f_I B, f_{I1})$ satisfy (3.85) and $0 < v < d_E^2$. Then

$$
\| \Lambda_{II}^{(v)}(t, s, f_I) \|_{X_{\delta, \tilde{\tau}_0, \tilde{\delta}, \bar{\tau}}^{\epsilon_1}} \lesssim C_E^2 \left( 1 + \frac{s^{\frac{1}{2}}}{d_E(t-s)^{\frac{1}{2}}(\theta - \theta')^\frac{1}{2}} \right) \| f_I \|_{X_{\delta, \tilde{\tau}_0, \tilde{\delta}, \bar{\tau}}^{\epsilon_1}} + \frac{1}{\nu^2 (t-s)^{\frac{1}{2}}(\theta - \theta')^\frac{1}{2}} \| f_I \|_{X_{\delta, \tilde{\tau}_0, \tilde{\delta}, \bar{\tau}}^{\epsilon_1}}
$$

$$
+ \frac{C_E^2}{d_E} \left( 1 + \frac{s^{\frac{1}{2}}}{(t-s)^{\frac{1}{2}}} \right) \| h \|_{X_{\delta, \tilde{\tau}_0, \tilde{\delta}, \bar{\tau}}^{\epsilon_1}}
$$

(4.21)

Moreover, if $h_I = (h_{I1}, h_{I1})$ satisfies (3.85) in addition, then

$$
\| \Lambda_{II}^{(v)}(t, s, f_I) - \Lambda_{II}^{(v)}(t, s, h_I) \|_{X_{\delta, \tilde{\tau}_0, \tilde{\delta}, \bar{\tau}}^{\epsilon_1}} \lesssim \left( \frac{C_E s^{\frac{1}{2}}}{d_E(\theta - \theta')^\frac{1}{2}} + \frac{\| f_I \|_{X_{\delta, \tilde{\tau}_0, \tilde{\delta}, \bar{\tau}}^{\epsilon_1}}}{\nu^2 (t-s)^{\frac{1}{2}}(\theta - \theta')^\frac{1}{2}} + C_E^2 \right) \frac{\| f_I - h_I \|_{X_{\delta, \tilde{\tau}_0, \tilde{\delta}, \bar{\tau}}^{\epsilon_1}}}{(t-s)^{\frac{1}{2}}}.
$$

(4.22)

**Proof.** To make the notation short the terms like $\Phi_I^{(v)}(R_{1/v} f_{IB} + f_{II}, \omega_E)(t-s)$ will be denoted by $\Phi_I^{(v)}(R_{1/v} f_{IB} + f_{II}, \omega_E)$. From supp $\omega_E(t) \subset \{ x \in \mathbb{R}^4_+ \mid x_2 \geq 32 d_E \}$ we apply (3.66) to get

$$
\| \Phi_I^{(v)}(R_{1/v} f_{IB} + f_{II}, \omega_E) \|_{X_{\delta, \tilde{\tau}_0, \tilde{\delta}, \bar{\tau}}^{\epsilon_1}} = \| \Phi_{I.3}^{(v)}(R_{1/v} f_{IB} + f_{II}, \omega_E) \|_{X_{\delta, \tilde{\tau}_0, \tilde{\delta}, \bar{\tau}}^{\epsilon_1}}
$$

$$
\lesssim \left( \frac{\nu^\frac{1}{2} s^{\frac{1}{2}}}{d_E^2 \rho^\frac{1}{2}} + \frac{e^{-\frac{d_E^2}{2}}}{{d_E}^2} \right) \| f_{IB}(s) \|_{X_{\delta, \tilde{\tau}_0, \tilde{\delta}, \bar{\tau}}^{\epsilon_1}} + \| f_{II}(s) \|_{X_{\delta, \tilde{\tau}_0, \tilde{\delta}, \bar{\tau}}^{\epsilon_1}} \| \omega_E \|_{Z_E} \lesssim C_E \| f_I \|_{X_{\delta, \tilde{\tau}_0, \tilde{\delta}, \bar{\tau}}^{\epsilon_1}}
$$

(4.23)

for $0 < v < d_E^2$, $0 < s < d_E$, and $2^{-7} \leq \rho' < \rho < 2^{-5}$. Similarly, we have

$$
\| \Phi_I^{(v)}(R_{1/v} f_{IB} + f_{II} - R_{1/v} h_{IB} - h_{II}, \omega_E) \|_{X_{\delta, \tilde{\tau}_0, \tilde{\delta}, \bar{\tau}}^{\epsilon_1}} \lesssim C_E \| f_I - h_I \|_{X_{\delta, \tilde{\tau}_0, \tilde{\delta}, \bar{\tau}}^{\epsilon_1}}.
$$

(4.24)

Next we observe from Lemma 3.8 that

$$
\| \Phi_{I.1}^{(v)}(w + R_{1/v} w_B, f_{II}) \|_{X_{\delta, \tilde{\tau}_0, \tilde{\delta}, \bar{\tau}}^{\epsilon_1}} \lesssim \frac{\nu^\frac{1}{2}(\| \omega_E \|_{Z_E} + \| w_B \|_{Z_B})}{d_E(t-s)^{\frac{1}{2}}(\theta - \theta')^\frac{1}{2}} \| f_I \|_{X_{\delta, \tilde{\tau}_0, \tilde{\delta}, \bar{\tau}}^{\epsilon_1}} \lesssim \frac{C_E s^{\frac{1}{2}}}{d_E(t-s)^{\frac{1}{2}}(\theta - \theta')^\frac{1}{2}} \| f_I \|_{X_{\delta, \tilde{\tau}_0, \tilde{\delta}, \bar{\tau}}^{\epsilon_1}}
$$

(4.25)

$$
\| \Phi_{I.1}^{(v)}(R_{1/v} f_{IB} + f_{II} + f_{II}) \|_{X_{\delta, \tilde{\tau}_0, \tilde{\delta}, \bar{\tau}}^{\epsilon_1}} \lesssim \frac{\nu^\frac{1}{2}(\| f_I \|_{X_{\delta, \tilde{\tau}_0, \tilde{\delta}, \bar{\tau}}^{\epsilon_1}} + \| f_{II} \|_{X_{\delta, \tilde{\tau}_0, \tilde{\delta}, \bar{\tau}}^{\epsilon_1}} + \| f_{II} \|_{X_{\delta, \tilde{\tau}_0, \tilde{\delta}, \bar{\tau}}^{\epsilon_1}})}{d_E^2 \nu^\frac{1}{2}(t-s)^{\frac{1}{2}}(\theta - \theta')^\frac{1}{2}} \| f_I \|_{X_{\delta, \tilde{\tau}_0, \tilde{\delta}, \bar{\tau}}^{\epsilon_1}}
$$

(4.26)
Similarly, Lemma 3.8 implies
\[
\|\Phi_{I,2}^{(\nu)}|\omega_E + R_{1/\nu}w_B, H^{(\nu)}[f_I]| \|_{X_{1/1,0}^{(\nu, 4, \nu)}} \lesssim \frac{C_E s^{1/2}}{d_E (t-s)^{1/2} (\theta - \theta')^{1/2}} \|f_I - h_I\|_{X_{1/0}^{(\nu, 2, \nu)}} + \frac{s^{1/2}}{d_E^{1/2} \nu^{1/2} (t-s)^{1/2}} |f_I - h_I|_{X_{1/0}^{(\nu, 2, \nu)}}.
\]  
(4.27)

As for the term $\Phi_{I,2}^{(\nu)}|\omega_E + R_{1/\nu}w_B, H^{(\nu)}[f_I]|$, we have from (3.64) and Proposition 3.11,
\[
\|\Phi_{I,2}^{(\nu)}|\omega_E + R_{1/\nu}w_B, H^{(\nu)}[f_I]| \|_{X_{1/1,0}^{(\nu, 4, \nu)}} \lesssim \frac{C_E s^{1/2}}{d_E (t-s)^{1/2} (\theta - \theta')^{1/2}} \|f_I - h_I\|_{X_{1/0}^{(\nu, 2, \nu)}} + \frac{s^{1/2}}{d_E^{1/2} \nu^{1/2} (t-s)^{1/2}} |f_I - h_I|_{X_{1/0}^{(\nu, 2, \nu)}}.
\]  
(4.28)

where
\[
\Omega[f_I](\tau) = -B(R_{1/\nu}w_B(\tau) + R_{1/\nu}f_I(\tau)) + f_{II}(\tau, \omega_E(\tau)) + \nu \Delta \omega_E(\tau).
\]  
(4.29)

Then Lemma 2.6 implies
\[
\|\Omega[f_I]| \|_{L^1} \lesssim \frac{C_E}{d_E (t-s)^{1/2} (\theta - \theta')^{1/2}} \|f_I - h_I\|_{X_{1/0}^{(\nu, 2, \nu)}} + \frac{s^{1/2}}{d_E^{1/2} \nu^{1/2} (t-s)^{1/2}} |f_I - h_I|_{X_{1/0}^{(\nu, 2, \nu)}}.
\]  
(4.30)

Hence (4.28) and (4.30) yield
\[
\|\Phi_{I,2}^{(\nu)}|\omega_E + R_{1/\nu}w_B, H^{(\nu)}[f_I]| \|_{X_{1/1,0}^{(\nu, 4, \nu)}} \lesssim \frac{C_E s^{1/2}}{d_E (t-s)^{1/2} (\theta - \theta')^{1/2}} \|f_I - h_I\|_{X_{1/0}^{(\nu, 2, \nu)}} + \frac{s^{1/2}}{d_E^{1/2} \nu^{1/2} (t-s)^{1/2}} |f_I - h_I|_{X_{1/0}^{(\nu, 2, \nu)}}.
\]  
(4.31)

for $0 < \nu < d_E$. Similarly, we have
\[
\|\Phi_{I,2}^{(\nu)}|R_{1/\nu}f_I + f_{II}, H^{(\nu)}[f_I]| \|_{X_{1/1,0}^{(\nu, 4, \nu)}} \lesssim \frac{C_E s^{1/2}}{d_E^{1/2} \nu^{1/2} (t-s)^{1/2}} \|f_I - h_I\|_{X_{1/0}^{(\nu, 2, \nu)}} + \frac{s^{1/2}}{d_E^{1/2} \nu^{1/2} (t-s)^{1/2}} |f_I - h_I|_{X_{1/0}^{(\nu, 2, \nu)}}.
\]  
(4.32)

On the other hand, as in the calculation of (4.28), we have from (3.64) and Proposition 3.14,
\[
\|\Phi_{I,2}^{(\nu)}|\omega_E + R_{1/\nu}w_B, H^{(\nu)}[f_I] - H^{(\nu)}[h_I]| \|_{X_{1/1,0}^{(\nu, 4, \nu)}} \lesssim \frac{C_E}{d_E \nu^{1/2} (t-s)^{1/2}} \|\nabla \Omega[f_I]| \|_{L^1(0,s;L^2)} + \|\Omega[f_I]| \|_{L^1(0,s;L^2)} + \|f_I - h_I\|_{X_{1/0}^{(\nu, 2, \nu)}} + \|\Omega[f_I] - \Omega[h_I]| \|_{L^1(0,s;L^2)}.
\]  
(4.33)
From Lemma 2.6 it is not difficult to see that for $0 < \nu < d_E^2$ and $0 < \tau < s < d_E$,

$$
||\nabla \Omega[f_I](\tau)||_{W^{1,2}\cap L^4} \lesssim \left( \frac{\nu \tau}{d_E^2} \right)^{\frac{1}{2}} (||w_B(\tau)||_{X^0_{\tau \delta E, 1}} + ||f_{IB}(\tau)||_{X^0_{\tau \delta E, 1}}) ||\omega_E||_{Z_E} + \nu ||\omega_E||_{Z_E}
$$

$$
\lesssim C_E ||f_I||_{X^0_{\tau \delta E, 0}} + C_E \nu^{1/2} d_E^2,
$$

which gives

$$
||\nabla \Omega[f_I]||_{L^1(0, s; W^{1,2}\cap L^4)} \lesssim C_E(s ||f_I||_{X^0_{\tau \delta E, 0}} + \nu^{1/2} d_E^{-1}). \tag{4.34}
$$

Lemma 2.6 also implies

$$
||\Omega[f_I] - \Omega[h_I]||_{L^1(0, s; L^p)} + ||\nabla \Omega[f_I] - \nabla \Omega[h_I]||_{L^1(0, s; L^2\cap L^4)} \lesssim C_E s ||f_I - h_I||_{X^0_{\tau \delta E, 0}} \tag{4.35}
$$

for $1 \leq p \leq 4, 0 < \nu < d_E^2$, and $0 < s < d_E$. Hence the estimates (4.30), (4.33), (4.34), and (4.35) show

$$
||\Phi^{\nu}_{I,2} [\omega_E + R_{\frac{1}{p}} w_B, H^{\nu}[f_I] - H^{\nu}[h_I]]||_{X^0_{\tau \delta E, 0}} \lesssim \frac{C^2_E}{(t-s)^2} \left( 1 + ||f_I||_{X^0_{\tau \delta E, 0}} \right) ||f_I - h_I||_{X^0_{\tau \delta E, 0}}. \tag{4.36}
$$

Similarly, we have

$$
||\Phi^{\nu}_{I,3} [R_{\frac{1}{p}} f_{IB} + f_{II}, H^{\nu}[f_I]] - \Phi^{\nu}_{I,3} [R_{\frac{1}{p}} h_{IB} + h_{II}, H^{\nu}[h_I]]||_{X^0_{\tau \delta E, 0}} \lesssim \frac{C_E}{(t-s)^2} \left( 1 + ||f_I||_{X^0_{\tau \delta E, 0}} \right) (1 + ||h_I||_{X^0_{\tau \delta E, 0}}) ||f_I - h_I||_{X^0_{\tau \delta E, 0}}. \tag{4.37}
$$

We omit the details. For $\Phi^{\nu}_{I,3} [\omega_E + R_{\frac{1}{p}} w_B, H^{\nu}[f_I]]$ we use Lemma 3.10 and Proposition 3.11 to get

$$
||\Phi^{\nu}_{I,3} [\omega_E + R_{\frac{1}{p}} w_B, H^{\nu}[f_I]]||_{X^0_{\tau \delta E, 0}} \lesssim \left( 1 + \frac{\nu s}{d_E^2} \right)^{1/2} + d_E^{-1} e^{-\frac{1}{2} \nu s d_E^2} \left( ||w_B||_{Z_E} + ||\omega_E||_{Z_E} \right) ||\nabla (\chi_{\delta E} H^{\nu}[f_I])||_{W^{1,2}\cap L^4}
$$

$$
\lesssim C_E \left( ||\nabla \Omega[f_I]||_{L^1(0, s; W^{1,2}\cap L^4)} + ||\Omega[f_I]||_{L^1(0, s; L^4)} \right) \tag{4.38}
$$

for $0 < \nu < d_E^2$ and $0 < s < d_E$, where $\Omega[f_I]$ is defined by (4.29). Thus (4.30), (4.34), and (4.38) yield

$$
||\Phi^{\nu}_{I,3} [\omega_E + R_{\frac{1}{p}} w_B, H^{\nu}[f_I]]||_{X^0_{\tau \delta E, 0}} \lesssim C_E \left( s ||f_I||_{X^0_{\tau \delta E, 0}} + \nu^{1/2} d_E^{-1} \right). \tag{4.39}
$$

By the same argument we have

$$
||\Phi^{\nu}_{I,3} [R_{\frac{1}{p}} f_{IB} + f_{II}, H^{\nu}[f_I]]||_{X^0_{\tau \delta E, 0}} \lesssim C_E ||f_I||_{X^0_{\tau \delta E, 0}} \left( s ||f_I||_{X^0_{\tau \delta E, 0}} + \nu^{1/2} d_E^{-1} \right). \tag{4.40}
$$
Next, as in the proof of (4.36), we have from Lemma 3.10, Proposition 3.14, and \( \|w_E\|_{L^2} + \|w_B\|_{L^2} \leq C_E \),
\[
\|\Phi_{I,3}^{(\nu)}[\omega_E + R_{1/\nu}w_B, H^{(\nu)}[f_I] - H^{(\nu)}[h_I]]\|_{X_{11,0}^{(\nu, \theta)}} \lesssim C_E \|\nabla(\chi_{sd_{\omega}}H^{(\nu)}[f_I] - \chi_{sd_{\omega}}H^{(\nu)}[h_I])\|_{L^2} \leq C_E \left( \nu^{-\frac{1}{2}} \|\nabla\Omega[f_I]\|_{L^1(0, s; L_2)} + \|\Omega[f_I]\|_{L^1(0, s; L^1)} \right) f_I - h_I \|X_{I,0}^I(s) \right).
\]

Hence, the estimates (4.30), (4.34), (4.35), and (4.41) yield
\[
\|\Phi_{I,3}^{(\nu)}[\omega_E + R_{1/\nu}w_B, H^{(\nu)}[f_I] - H^{(\nu)}[h_I]]\|_{X_{11,0}^{(\nu, \theta)}} \lesssim C_E^2 \left( 1 + \nu^{-\frac{1}{2}} \|f_I\|_{X_{11,0}^{(\nu, \theta)}} \right) f_I - h_I \|X_{I,0}^I(s) \right).
\]

Similarly, we have
\[
\|\Phi_{I,3}^{(\nu)}[f_{II} + f_{II} - H^{(\nu)}[f_I] - H^{(\nu)}[h_I]]\|_{X_{11,0}^{(\nu, \theta)}} \lesssim C_E \left( 1 + \nu^{-\frac{1}{2}} \|f_{II}\|_{X_{11,0}^{(\nu, \theta)}} \right) (1 + \|h_I\|_{X_{11,0}^{(\nu, \theta)}}) f_I - h_I \|X_{I,0}^I(s) \right)
\]

Then (4.21) follows from (4.23), (4.25), (4.26), (4.31), (4.32), (4.39), and (4.40), and from the assumption \( \|f_I\|_{X_{11,0}^{(\nu, \theta)}}(t) \leq \nu^{1/4} \). Similarly, (4.22) follows from (4.24), (4.27), (4.36), (4.37), (4.42), and (4.43), and from the assumptions \( \|f_I\|_{X_{11,0}^{(\nu, \theta)}}(t) \leq \nu^{1/4} \) and \( \|h_I\|_{X_{11,0}^{(\nu, \theta)}}(t) \leq \nu^{1/4} \). The proof is complete.

**Lemma 4.8** Assume that \( 0 < \mu < d_E/2 \), \( 0 < \theta < 2^{-8} \), and \( 0 < s < t < T_B \), where \( T_B \) is the number in Theorem 4.4. Let \( 0 < \nu < d_E^2 \). Then
\[
\|F_{II}^{(\nu)}(t, s)\|_{X_{11}^{(\nu, \theta)}} \lesssim \frac{\nu^{\frac{1}{2}}}{d_E} \|\omega_E\|_{L^2}.
\]

**Proof.** From (3.6) and (3.13) it is easy to see \( \nu\|e^{\nu(t-s)}\Delta x\Delta \omega_E(s)\|_{X_{11}^{(\mu, \theta)}} \lesssim \nu\|\omega_E\|_{L^2} \). For the term \( \Phi_{I,3}^{(\nu)}[R_{1/\nu}w_B, \omega_E] = \Phi_{I,3}^{(\nu)}[R_{1/\nu}w_B, \omega_E] \) we have from (3.66) that \( \|\Phi_{I,3}^{(\nu)}[R_{1/\nu}w_B, \omega_E](t - s)\|_{X_{11}^{(\mu, \theta)}} = \|\Phi_{I,3}^{(\nu)}[R_{1/\nu}w_B, \omega_E](t - s)\|_{X_{11}^{(\mu, \theta)}}(t - s) \|X_{11}^{(\mu, \theta)} \) is bounded from above by \( \nu^{1/2}d_E^{-1}\|w_B\|_{L^2}\|\omega_E\|_{L^2} \). Here we have used \( 0 < s < t < d_E \) and \( 0 < \nu < d_E^2 \). This completes the proof, since \( \|w_B\|_{L^2} \leq 1 \).

Let \( \gamma_0 \in (0, T_1) \) and set
\[
\gamma_{k+1} = \gamma_k(1 - (k + 2)^{-2}), \quad \gamma' = \lim_{k \to \infty} \gamma_k' = \gamma_0 \Pi_{k=0}^{\infty}(1 - (k + 2)^{-2}) > 0.
\]

The next lemma is a counterpart of Lemma 4.3, but the argument becomes more complicated. Roughly speaking, we aim the uniform bound of \( \{w_k^{(\mu)} \} \) in \( X_{11,0}^{(\mu, \theta)} \times X_{11}^{(\mu, \theta)} \), while the convergence estimate will be established in a weaker topology of \( X_{11,0}^{(\mu, \theta)} \times X_{11}^{(\mu, \theta)} \).
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Lemma 4.9 Let \( 0 < \nu < d_E^5 \). Let \( \mu_0' = d_E/2 \), \( \rho_0' = 2^{-5} \), \( \theta_0' = 2^{-8} \), and \( \sigma' = (\mu_0', \rho_0', \theta_0') \). Set

\[
\lambda_k = \sup_{\frac{1}{2} \leq \kappa < 1} \sup_{0 < \kappa \leq \kappa_0'(1-\kappa)} \| w_I^{(k)} \|_{X_{\frac{1}{2}, 1}^{\kappa, \rho_0'/2}(t)} \left( \frac{\kappa(1-\kappa)}{t} - 1 \right)^{\frac{1}{2}}, \quad \eta_k = \sup_{0 < \kappa \leq \frac{1}{2} \gamma_k} \| w_I^{(k)} \|_{X_{\frac{1}{2}, 1}^{\kappa, \rho_0'/4}(t)},
\]

\[
\zeta_k = \sup_{\frac{1}{2} \leq \kappa < 1} \sup_{0 < \kappa \leq \kappa_0'(1-\kappa)} \| w_I^{(k)} - w_I^{(k+1)} \|_{X_{\frac{1}{2}, 1}^{\kappa, \rho_0'/2}(t)} \left( \frac{\kappa(1-\kappa)}{t} - 1 \right)^{\frac{1}{2}}.
\]

If \( \gamma_0' > 0 \) is sufficiently small then it follows that \( \lambda_k \leq \nu \frac{1}{2} \), \( \eta_k \leq \nu \frac{1}{2} \), and \( \zeta_k \leq \delta \kappa \zeta_0 \) for all \( k \in \mathbb{N} \) and for some \( \delta \in (0, 1) \). Moreover, \( \gamma_0' \) is taken so that \( \gamma_0' \geq c_0'd_E \), where \( c_0' > 0 \) depends only on \( \| b \|_{Y_E} \).

**Proof.** By the inequality \( \| w_I^{(0)}(t) \|_{X_{\frac{1}{2}, 1}^{\rho_0', \rho_0'/2}(t)} \leq \int_0^t \| F_I^{(s)}(t, s) \|_{X_{\frac{1}{2}, 1}^{\rho_0', \rho_0'/2}(t)} ds \), we see from Lemmas 4.6, 4.8 that \( \| w_I^{(0)}(t) \|_{X_{\frac{1}{2}, 1}^{\rho_0', \rho_0'/2}(t)} \leq \nu^{1/2}d_E^{-1} \| \omega_E \|_{Z_E} \) for \( 0 < t < T_B \). Thus \( \lambda_0 \leq \nu^{1/2}/4 \) and \( \eta_0 \leq \nu^{1/2}/4 \) hold for \( 0 < \gamma_0' \leq c_0'd_E \) with sufficiently small \( c_0' > 0 \) depending only on \( \| b \|_{Y_E} \). Now let us assume that \( \lambda_i \leq \nu^{1/2} \) and \( \eta_i \leq \nu^{1/2} \) for \( i = 0, 1, \ldots, k \). Then for \( 0 < \tilde{t} \leq t < \gamma_{k+1}'(1-\kappa) \) and \( 1/4 \leq \kappa < 1 \) we have from (4.19) with \( h_l = j = 1 \), and (4.21),

\[
\int_0^{i} \frac{\| w_I^{(k)} \|_{X_{\frac{1}{2}, 1}^{\kappa, \rho_0'/2}(t)} ds}{\kappa - \kappa_0'(1-\kappa)^{\frac{1}{2}}} \leq C_E \int_0^{i} \| w_I^{(k)} \|_{X_{\frac{1}{2}, 1}^{\kappa, \rho_0'/2}(t)} ds + C_E \int_0^{i} \frac{\| w_I^{(k)} \|_{X_{\frac{1}{2}, 1}^{\kappa, \rho_0'/2}(t)} ds}{(i - s)^{\frac{1}{2}}(\kappa - \kappa_0')},
\]

and similarly,

\[
\int_0^{i} \frac{\| w_I^{(k)} \|_{X_{\frac{1}{2}, 1}^{\kappa, \rho_0'/2}(t)} ds}{(i - s)^{\frac{1}{2}}(\kappa - \kappa_0')} \leq \gamma_{k+1}' \lambda_{k+1} \frac{1}{\kappa_0'(1-\kappa)^{\frac{1}{2}}},
\]

These estimates yield \( \lambda_{k+1} \leq \nu^{1/2} \) if \( 0 < \nu < d_E^5 \) and \( \gamma_0' = c_0'd_E \), where \( c_0' > 0 \) is small enough (but depending only on \( \| b \|_{Y_E} \)). Next we take \( \kappa = 1/4 \) and \( \kappa(s) = 2^{-1}(3/2 - s/\gamma_{k+1}') \) in (4.46). Then \( \kappa(s) - \kappa \geq 1/4 \) for \( s < \gamma_{k+1}'/2 \), and thus, when \( 0 < \tilde{t} \leq t < \gamma_{k+1}'/2 \) we have

\[
\int_0^{i} \frac{\| w_I^{(k)} \|_{X_{\frac{1}{2}, 1}^{\kappa, \rho_0'/2}(t)} ds}{\kappa - \kappa_0'(1-\kappa)^{\frac{1}{2}}} \leq C_E \int_0^{i} \| w_I^{(k)} \|_{X_{\frac{1}{2}, 1}^{\kappa, \rho_0'/2}(t)} ds + C_E \int_0^{i} \frac{\| w_I^{(k)} \|_{X_{\frac{1}{2}, 1}^{\kappa, \rho_0'/2}(t)} ds}{(i - s)^{\frac{1}{2}}(\kappa_0'(1-\kappa)^{\frac{1}{2}})}.\]
This proves \( \eta_{k+1} \leq \nu^{1/2} \) if \( 0 < \nu < d_E^5 \) and \( \gamma_0' = c_0 d_E \). By the induction on \( k \) we have proved that \( \lambda_k \leq \nu^{1/2} \) and \( \eta_k \leq \nu^{1/2} \) for all \( k \in \mathbb{N} \cup \{0\} \). To estimate \( \zeta_k \) we use (4.19) and (4.22). Then it follows that for \( 0 < \tilde{t} < \tilde{t} < \gamma_{k+1}(1 - \kappa) \) and \( 1/2 < \kappa < 1 \),

\[
\|w(t) - w(\tilde{t})\|_{X^\kappa_{\nu,0}(\tilde{t})} \lesssim \frac{C_E}{d_E} \int_0^{\gamma_k} \left( \frac{1}{\kappa(s) - \kappa} + \frac{d_E^5}{(s - \tilde{t})^2} \right) \|w(s) - w(\tilde{t})\|_{X^\kappa_{\nu,0}(\tilde{t})} ds + \sum_{j=0}^{k-1} \int_0^{\gamma_k} \left( \frac{\nu^2}{(s - \tilde{t})^2} \frac{1}{\kappa(s) - \kappa} \right) \|w(s) - w(\tilde{t})\|_{X^\kappa_{\nu,0}(\tilde{t})} ds.
\]

Again let us take \( \kappa(s) = 2^{-1}(1 - s/\gamma_{k+1}(1 - \kappa)) \). Then, since \( \|w(t) - w(\tilde{t})\|_{X^\kappa_{\nu,0}(\tilde{t})} \) are bounded from above by \( (\gamma_k' (1 - \kappa(s)) / s - 1)^{1/8} \|w(t) - w(\tilde{t})\|_{X^\kappa_{\nu,0}(\tilde{t})} \) and \( (\gamma_{k+j} (1 - \kappa(s)) / s - 1)^{1/8} \lambda_{k+j} \), respectively, we have

\[
\|w(t) - w(\tilde{t})\|_{X^\kappa_{\nu,0}(\tilde{t})} \lesssim \frac{t}{\gamma_{k+1}(1 - \kappa)} \left( \frac{\nu^2}{d_E^5} \right)^{1/2} \|w(t) - w(\tilde{t})\|_{X^\kappa_{\nu,0}(\tilde{t})}.
\]

Hence, \( \zeta_{k+1} \leq \delta \zeta_k \) holds for some \( \delta \in (0, 1) \) if \( \gamma_0' = c_0 d_E \) with sufficiently small \( c_0 > 0 \) (depending only on \( \|b\|_{Y_E} \)) and \( 0 < \nu < d_E^5 \). This completes the proof.

**Theorem 4.10** There is \( T_I \in (0, T_0) \) such that (4.14) admits the unique solution \( w_I \) which belongs to the space \( C([0, T_I); X^{(\mu_I, \rho_I)/(\theta_I/T_I)}]) \) with \( \mu_I = d_E/8 \), \( \rho_I = 2^{-7} \), \( \theta_I = 2^{-10} \), and satisfies the estimate

\[
\sup_{0 < t < T_I} \|w_I(t)\|_{X^{(\mu_I, \rho_I)/(\theta_I/T_I)}} \leq \nu^{1/2}.\]

Moreover, \( T_I \) is taken so that \( T_I \geq c_0 d_E \), where \( c_0 > 0 \) is the number in Lemma 4.9.

**Proof.** By Lemma 4.9 we observe that \( \{w_I^{(k)}\}_{k=0}^{\infty} \) is a Cauchy sequence in the Banach space endowed with the norm \( \|F\| = \max_{\gamma \leq \gamma_1} \sup_{0 < t < T_I} \sup_{\gamma < \gamma_1} (\gamma (1 - \kappa))^{-1/8} \|F\|_{X^{\kappa_{\nu,0}}} \). Let \( w_I \) be the limit of \( \{w_I^{(k)}\}_{k=0}^{\infty} \) in this Banach space. Then again by Lemma 4.9 we also have

\[
\sup_{\gamma \leq \gamma_1} \sup_{0 < t < \gamma (1 - \kappa)} (\gamma (1 - \kappa))^{-1/8} \|w_I\|_{X^{\kappa_{\nu,0}}(t)} \leq \nu^{1/2}, \quad \sup_{\gamma < \gamma_1} \|w_I\|_{X^{\kappa_{\nu,0}}(t)} \leq \nu^{1/2}. \tag{4.47}
\]

It is easy to see that \( w_I \) solves the integral equation (4.14). Moreover, \( w_{II} = H^{(\nu)}[w_I] \) holds, since \( z_{II} = w_{II} - H^{(\nu)}[w_I] \) satisfies the integral equations for

\[
\partial_t z_{II} - v \Delta z_{II} = -J(\omega_E + R_1 w_B + R_1 w_{IB} + w_{II}) \cdot \nabla (\lambda_{dE} z_{II}), \quad \partial_t z_{II} \mid_{x_2 = 0} = 0, \quad z_{II} \mid_{t = 0} = 0. \tag{4.48}
\]

It is not difficult to show \( z_{II} = 0 \) from (4.48). Hence \( w_{II} \) satisfies the heat-transport equation (HT) with

\[
u = J(\omega_E + R_1 w_B + R_1 w_{IB} + w_{II}), \quad f = -J(R_1 w_B + R_1 w_{IB} + w_{II}) \cdot \nabla \omega_E + v \Delta \omega_E.
\]

Then the definition of \( \Lambda^{(\nu)}(t, s, w_I) \) implies \( \omega_I = R_{1/4} w_{IB} + w_{II} \) solves \( (4.1) \). The proof is complete.
4.3 Convergence of \( w_B \) to the solution of \( (V_p) \)

In this section we prove the convergence of \( w_B = w_B^\nu \) in Theorem 4.4 to the solution of the vorticity equations for the Prandtl equations, i.e., Eq. \( (V_p) \), at the limit \( \nu \to 0 \). To this end we first solve \( (V_p) \), where its proof is almost same as in Theorem 4.4. Let \( \{e^{tA}\}_{t \geq 0} \) be the semigroup for the one-dimensional heat equations in \( \{(t, X_2) \mid t \geq 0, \ X_2 \in \mathbb{R}_+\} \) subject to the homogeneous Neumann boundary condition. Then the integral equation for \( (V_p) \) is written as

\[
w_p(t) = -\int_0^t e^{(t-s)A} B^0(R_0 \omega_E + w_p, w_p) \, ds + \int_0^t e^{(t-s)A} \left( N^0(R_0 \omega_E + w_p, w_p) \mathcal{H}^1_{\{X_2=0\}} + N(\omega_E, \omega_E) \mathcal{H}^1_{\{X_2=0\}} \right) \, ds,
\]

where

\[
B^0(R_0 \omega_E, h) = \lim_{\nu \to 0} B^{(\nu)}(R_0 \omega_E, h), \quad B^0(f, h) = \lim_{\nu \to 0} B^{(\nu)}(f, h),
\]

\[
N^0(R_0 \omega_E, h) = \lim_{\nu \to 0} N^{(\nu)}(R_0 \omega_E, h), \quad N^0(f, h) = \lim_{\nu \to 0} N^{(\nu)}(f, h).
\]

Here the limits in (4.50) - (4.51) are taken in the formal sense for a while. It is easy to see that, as desired, \( B^0(R_0 \omega_E, h) \) is equal to \( v_E \cdot \nabla X h \) with \( v_E \) given in (2.4) and (2.5), and that

\[
B^0(f, h)(X) = \int_{X_2} f(x_1, Y_2) \, dY_2 \, \partial h - \partial_2 \left( \int_0^{X_2} Y_2 f(x_1, Y_2) \, dY_2 + X_2 \int_{X_2} f(x_1, Y_2) \, dY_2 \right) \, \partial X_2 h(X),
\]

\[
N^0(R_0 \omega_E + f, h)(x_1) = \int_0^{\infty} B^0(R_0 \omega_E + f, h)(x_1, Y_2) \, dY_2.
\]

Here \( X = (x_1, X_2) \). We set \( \varphi^{(\mu, \rho)}(\xi_1, X_2) = \exp \left( \frac{\mu |\xi_1|}{4} + \rho X_2^2 \right) \) with \( \mu, \rho \geq 0 \), and introduce the norm

\[
\|f\|_{X^{(\mu, \rho)}_{p, q}} = \sum_{k=0,1} \left( \|\varphi^{(\mu, \rho)} X_2^{\frac{k}{2}} \hat{f}(\xi_1, X_2)\|_{L^2_{\xi_1} L^{1+k}_{X_2}} + \|\varphi^{(\mu, \rho)} X_2^{1+\frac{k}{2}} \hat{f}(\xi_1, X_2)\|_{L^2_{\xi_1} L^{1+k}_{X_2}} \right).
\]

**Lemma 4.11** Assume that \( 0 < 2^{-1}(\mu - \mu') < \mu' < \mu < 1, \ 0 < \rho' < \rho \leq 2^{-4}, \) and \( 0 < s < t < T_0 \). Then it follows that

\[
\|e^{(t-s)A} B^0(R_0 \omega_E, h)\|_{X^{(\mu', \rho')}_{p, q}} \lesssim \left( \frac{1}{\mu - \mu'} + \frac{s^{\frac{1}{2}}}{\mu'(t-s)^{\frac{1}{2}}(\rho - \rho')^2} \right) \|\omega_E\|_{Z_0} \|h\|_{X^{(\mu, \rho)}_{p, q}},
\]

\[
\|e^{(t-s)A} B^0(f, h)\|_{X^{(\mu', \rho')}_{p, q}} \lesssim \left( \frac{1}{\mu - \mu'} + \frac{s^{\frac{1}{2}}}{\mu'(t-s)^{\frac{1}{2}}(\rho - \rho')^2} \right) \|f\|_{X^{(\mu, \rho)}_{p, q}} \|h\|_{X^{(\mu, \rho)}_{p, q}},
\]

\[
\|e^{(t-s)A} N^0(R_0 \omega_E, h)\|_{X^{(\mu', \rho')}_{p, q}} \lesssim \left( \frac{1}{\mu - \mu'} + \frac{s^{\frac{1}{2}}}{\mu'(t-s)^{\frac{1}{2}}(\rho - \rho')^2} \right) \|\omega_E\|_{Z_0} \|h\|_{X^{(\mu, \rho)}_{p, q}},
\]

\[
\|e^{(t-s)A} N^0(f, h)\|_{X^{(\mu', \rho')}_{p, q}} \lesssim \left( \frac{1}{\mu - \mu'} + \frac{s^{\frac{1}{2}}}{\mu'(t-s)^{\frac{1}{2}}(\rho - \rho')^2} \right) \|f\|_{X^{(\mu, \rho)}_{p, q}} \|h\|_{X^{(\mu, \rho)}_{p, q}}.
\]

Lemma 4.11 is obtained by combining Lemmas 3.4 and 3.5 with Lemma 7.3 in the appendix if one takes the limit \( \nu \to 0 \) of the estimates in these lemmas. The details are left to the reader.
Theorem 4.12 There is $T_P \in (0, T_0)$ such that (4.49) admits the unique solution $w_P$ which belongs to the space $C([0,T_P];X^{(\mu_P,\rho_P/T_P)}_P)$ with $\mu_P = d_E/2$, $\rho_P = 2^{-5}$, and satisfies $\sup_{0<t<T_P} \|w_P(t)\|_{X^{(\mu_P,\rho_P/T_P)}_P} \leq 1$. Moreover, $T_P$ is taken so that $T_P \geq c_P d_E$, where $c_P > 0$ depends only on $\|b\|_{Y_E}$.

Proof. The proof is carried out in the same way as in Theorem 4.4 by using the estimates for the bilinear forms given by Lemma 4.11. So we omit the details here. The proof is complete.

Theorem 4.13 Let $w_B = w_B^{(\nu)}$ and $w_P$ be the functions obtained by Theorem 4.4 and Theorem 4.12, respectively. Then there is $T_P > 0$ satisfying

$$\sup_{0<t<T_P} \|w_P(t) - w_B^{(\nu)}(t)\|_{X^{(\mu_P,\rho_P/T_P)}_P} \leq \nu^{1/2} t^{3/2}, \quad \tilde{\mu} = \frac{d_E}{8}, \quad \tilde{\rho} = 2^{-7}.$$  \hfill (4.58)

Moreover, $T_P$ is taken so that $T_P > c d_E$, where $c > 0$ depends only on $\|b\|_{Y_E}$.

Proof. Set $\|w_P\|_{Z_P} = \sup_{0<t<T_P} \|w_P(t)\|_{X^{(\mu_P,\rho_P/T_P)}_P}$. Assume that $0 < s < t \leq \min\{T_B, T_P\}$. Set

$$I(t) = \sum_{i=1,2} \int_0^t (\Phi^{(\nu)}_{B,i}[\rho_i w_E + w_P](t) - \Phi^{(\nu)}_{B,i}[\rho_i w_E + w_B, w_B](t-s)) \, ds,$$

$$II(t) = -\int_0^t \left( e^{(t-s)A} B(0)(R_0 w_E + w_P, w_P) + \Phi^{(\nu)}_{B,1}[R_0 w_E + w_P, w_P](t-s) \right) \, ds,$$

$$III(t) = -\sum_{i=1,2} \int_0^t \left( \Sigma^{(\nu)}_{i}[R_0 w_E + w_B, w_B)(s) + \Sigma^{(\nu)}_{i}[R_0 w_E, R_0 w_E](s) \right) \, ds.$$ 

Thus we have $w_P - w_B = I + II + III$. As in Lemma 4.3, we set

$$\zeta = \sup_{1/2 \leq \kappa \leq 1} \sup_{0 < t < \gamma(1-\kappa)} \|w_P - w_B\|_{X^{(\mu_{1/2},\rho_{1/2})}_{1/2}}(t) \gamma(1-\kappa) - 1 \gamma(1-\kappa) - 1.$$  \hfill (4.59)

Here $\gamma \in (0, \min\{T_B, T_P\})$ will be determined later and $\|f\|_{X_1^{(\mu_{1/2},\rho_{1/2})}}(s) = \sup_{0 < s \leq \tilde{t}} \|f(s)\|_{X_1^{(\mu_{1/2},\rho_{1/2})}}(s)$. Let $1/2 \leq \kappa < 1$, $0 < \tilde{t} \leq t < \gamma(1-\kappa)$. Then since $\|w_B\|_{Z_B} + \|w_P\|_{Z_P} \leq 2 \leq 2$ the estimates (3.36) and (3.49) yield

$$\|I(\bar{t})\|_{X^{(\mu_{1/2},\rho_{1/2})}_{1/2}} \lesssim \frac{C_E}{d_E} \int_0^{\bar{t}} \left( \frac{1}{\kappa(s) - \kappa} + \frac{s^{1/2}}{\bar{t} - s} \right) \|w_P - w_B\|_{X^{(\mu_{1/2},\rho_{1/2})}_{1/2}}(s) \, ds.$$ 

Here we take $\kappa(s) = 2^{-1}(1 - \gamma + \kappa) \in (\kappa, 1)$. Then we have

$$\|I(\bar{t})\|_{X^{(\mu_{1/2},\rho_{1/2})}_{1/2}} \lesssim \frac{C_E \zeta}{d_E} \int_0^{\bar{t}} \left( \frac{1}{\kappa(s) - \kappa} + \frac{s^{1/2}}{\bar{t} - s} \right) \frac{s}{\gamma(1-\kappa) - s} \, ds \lesssim \frac{C_E \gamma^{1/2} \zeta}{d_E}.$$  \hfill (4.59)
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Thus it follows that
\[
\sup_{\frac{1}{2} \leq \kappa < 1} \sup_{0 < t < \gamma(1 - \kappa)} \|I\|_{\chi_{l_{B_v,1}}^d} \left( \frac{\zeta(1 - \kappa)}{t} - 1 \right)^{\frac{1}{2}} \leq \frac{\zeta}{2} \tag{4.60}
\]
if \( \gamma = cd_E \) with sufficiently small \( c > 0 \) depending only on \( \|b\|_{Y_E} \). Next we estimate \( II \). Let \( 0 < \mu' \leq d_E/4 \), \( 0 < \rho' < 2^{-6} \). It is straightforward to get
\[
\left\| \int_0^t f \left( e^{(t-s)A} \left(N(\omega_E, \omega_E)H_t^1(x = 0) + \Phi_{R_v}^{(R_v)}[R_u, rv, \omega_E](t-s) \right) ds \right\|_{\chi_{l_{B_v,1}}^d} \leq \nu t^2 \|\omega_E\|^2_{L_E^2},
\]
and we omit the proof here. For the other terms it suffices to apply Lemma 7.3 with \( \mu = d_E/2 \) and \( \rho = 2^{-5} \). Then we conclude that if \( 0 < \nu < d_E^5 \) then \( \|II(t)\|_{\chi_{l_{B_v,1}}^d} \leq \nu t^2 \|\omega_E\|_{Z_E} + \|w_P\|_{Z_P}^2 \), i.e.,
\[
\sup_{\frac{1}{2} \leq \kappa < 1} \sup_{0 < t < \gamma(1 - \kappa)} \|II\|_{\chi_{l_{B_v,1}}^d} \left( \frac{\zeta(1 - \kappa)}{t} - 1 \right)^{\frac{1}{2}} \leq \frac{\nu^2}{4}, \tag{4.62}
\]
where \( \gamma = cd_E \) with sufficiently small \( c > 0 \) depending only on \( \|b\|_{Y_E} \). Hence, if we show
\[
\sup_{\frac{1}{2} \leq \kappa < 1} \sup_{0 < t < \gamma(1 - \kappa)} \|II\|_{\chi_{l_{B_v,1}}^d} \left( \frac{\zeta(1 - \kappa)}{t} - 1 \right)^{\frac{1}{2}} \leq \frac{\nu^2}{4}, \tag{4.63}
\]
then (4.60), (4.62), and (4.63) imply \( \zeta \leq \nu^{1/2} \), that is, (4.58) holds for \( T = \gamma/4 \), where \( \gamma = cd_E \) and the constant \( c > 0 \) depends only on \( \|b\|_{Y_E} \). To prove (4.63) we focus only on \( \mathcal{Y}_1^{(\nu)}[w_B, w_B] \), for the other terms are estimated by the same argument. From (3.21) and (3.22) it is not difficult to deduce
\[
\|\mathcal{Y}_1^{(\nu)}[w_B, w_B](s)\|_{\mathcal{Y}_1^{(\nu)}[w_B, w_B]} = 2 \int_0^s \int_0^\infty (\xi_1^2 + \xi_2^2) \chi_{(X_2 \leq \frac{\nu}{\nu} + \frac{\nu}{\nu})(s - \tau) < X_2 < Y_2 + Y_2} \mathcal{F}(B^{(\nu)}(w_B, w_B)) dY_2 d\tau,
\]
which gives for \( l = 0, 1 \),
\[
\|\mathcal{Y}_1^{(\nu)}[w_B, w_B](s)\|_{\mathcal{Y}_1^{(\nu)}[w_B, w_B]} \leq 2 \int_0^\infty \int_0\left( (\xi_1^2 + \xi_2^2) \mathcal{F}(B^{(\nu)}(w_B, w_B)) \right) dY_2 d\tau.
\]
Hence, as in the proof of (3.4), by using (4.64) and (4.65) we get
\[
\|\mathcal{Y}_1^{(\nu)}[w_B, w_B](s)\|_{\mathcal{Y}_1^{(\nu)}[w_B, w_B]} \leq \int_0^s \frac{\nu}{(s - \tau)^{\frac{1}{2}}} \|\mathcal{Y}_1^{(\nu)}[w_B, w_B](s)\|_{\mathcal{Y}_1^{(\nu)}[w_B, w_B]} \|\mathcal{F}(B^{(\nu)}(w_B, w_B))\|_{\mathcal{Y}_1^{(\nu)}[w_B, w_B]} d\tau
\]
and
\[
\|\mathcal{Y}_1^{(\nu)}[w_B, w_B](s)\|_{\mathcal{Y}_1^{(\nu)}[w_B, w_B]} \leq \frac{\nu}{4} \|\mathcal{F}(B^{(\nu)}(w_B, w_B))\|_{\mathcal{Y}_1^{(\nu)}[w_B, w_B]} \|\mathcal{Y}_1^{(\nu)}[w_B, w_B]\|_{\mathcal{Y}_1^{(\nu)}[w_B, w_B]} \leq \frac{\nu}{16d_E} \|\mathcal{Y}_1^{(\nu)}[w_B, w_B]\|_{\mathcal{Y}_1^{(\nu)}[w_B, w_B]}.
\]
if $0 < \nu < d_E^3$, $\mu' = d_E/4$, $\mu = d_E/2$, and $\rho = 2^{-6}$. Then it is not difficult to get (4.63) from the arguments as above. The proof is complete.

5 Proof of Theorem 1.1

By Theorems 4.4, 4.10, 4.12, and 4.13, the solution $\omega = \omega^{(\nu)}$ of $\nu^{(\nu)}$ is decomposed as $\omega^{(\nu)} = \omega_E + R_1^{(\nu)} w_P + R_2^{(\nu)} (w_B^{(\nu)} - w_P) + w_1^{(\nu)}$, and it follows that

$$\sup_{0 < t < T} \| w_P(t) \|_{X_{\nu, \frac{3}{4}}} \leq 1, \sup_{0 < t < T} \| w_B^{(\nu)}(t) - w_P(t) + w_1^{(\nu)}(t) \|_{X_{\nu, \frac{3}{4}}} + \sup_{0 < t < T} \| w_1^{(\nu)}(t) \|_{X_{\nu, \frac{3}{4}}} \leq 3\nu^\frac{2}{3}$$

for $\mu = d_E/8$, $\rho = 2^{-7}$, $\theta = 2^{-10}$, and $T = cd_E$ with $c > 0$ depending only on $\| b \|_{Y_E}$. Since $u_{\nu, NS}^{(\nu)} = J(\omega^{(\nu)})$ and $u_E = J(\omega_E)$, Lemma 2.5 implies $\sup_{0 < t < T} \| J(R_1^{(\nu)} w_P)(t) \|_{L^\infty} \leq C$ and $\sup_{0 < t < T} \| u_{\nu, NS}^{(\nu)}(t) - u_E(t) - J(R_1^{(\nu)} w_P)(t) \|_{L^\infty} \leq C\nu^{1/2}$ with a numerical constant $C > 0$. Let $v_P = (v_{P,1}, v_{P,2})$ be the velocity field defined in (2.4) - (2.5). It suffices to show

$$\sup_{0 < t < T} (\| \nu^{1/2} R_1^{(\nu)} v_{P,1}(t) - J_1(R_1^{(\nu)} w_P)(t) \|_{L^\infty} + \nu^{1/2} \| v_{P,2}(t) \|_{L^\infty} + \| J_2(R_1^{(\nu)} w_P)(t) \|_{L^\infty}) \leq C\nu^{1/2}. \quad (5.1)$$

We give the proof only for the first term of the left-hand side of (5.1). The other terms are handled with similarly. Lemma 2.4 implies

$$| \mathcal{F}(v_{P,1}(t) - \nu^{-1/2} R_\nu J_1(R_1^{(\nu)} w_P)(t))(\xi_1, X_2) | \leq \frac{1}{2} \int_0^{X_2} e^{-\nu^{1/2}|\xi_1|(X_2 - Y_2)} (1 + e^{-2\nu^{1/2}|\xi_1|Y_2}) |\hat{w}_P(t, \xi_1, Y_2)| dY_2$$

$$+ \frac{1}{2} \int_0^{X_2} (2 - e^{-\nu^{1/2}|\xi_1|(X_2 - Y_2)} (1 + e^{-2\nu^{1/2}|\xi_1|Y_2})) |\hat{w}_P(t, \xi_1, Y_2)| dY_2$$

$$\leq C\nu^{1/2} \| \langle \xi_1 \rangle Y_2 \hat{w}_P(t, \xi_1, Y_2) \|_{L^2_{\xi_1, X_2}}.$$

which leads to $\| \langle \xi_1 \rangle \mathcal{F}(v_{P,1}(t) - \nu^{-1/2} R_\nu J_1(R_1^{(\nu)} w_P)(t))(t) \|_{L^2_{\xi_1, X_2}} \leq C\nu^{1/2} \| w_P \|_{Z_P}$ for $0 < t < T$. Hence (5.1) follows by using $\| s^{1/2} R_{1/s} f \|_{L^\infty} = \| f \|_{L^\infty}$. This completes the proof.

6 Open problem

In the proof of Theorem 1.1 the condition (1.2) plays essential roles. If (1.2) is absent and the initial data is not analytic it is believed that the separation of the boundary layer immediately occurs in general and the vorticity behaves rather intricately, which is difficult to control. In particular, it is hard to expect that the vorticity keeps the simple form as in (1.1) for $0 < t \leq \mathcal{O}(1)$. For general initial data the expansion like (1.1) is verified so far only for a time period $0 < t \leq \mathcal{O}(\nu^{1/3})$; [20]. It is not known whether the exponent $1/3$ can be improved or not. More importantly, it is not clear how to estimate the interaction between the vorticity generated near the boundary and the vorticity away from the boundary without the condition (1.2), which causes the lack of the effective bound of the vorticity even in the region $\Omega_c = \{ x \in \mathbb{R}_+^2 | x_2 \geq c \}$ for a positive $c$. In view of (7.6), or if one reminds the trajectory flow determined by $u$, it is important to control the quantity $\| u \|_{L^1(0, T; L^\infty(\Omega_c))}$. But so far the uniform bound (with respect to the small viscosity) for this quantity is absent even if $L^\infty$ is replaced by $L^p$ for some $p > 2$ when the initial data is taken from a Sobolev class.
7 Appendix

7.1 Young inequality in weighted function spaces

**Lemma 7.1** Assume that $1 \leq q \leq p \leq \infty$ and $0 < \beta < 1/4$. Then the following estimates hold.

\[
\|e^{\frac{\beta}{p}X_2^2}g(t-s) * f(x_2)\|_{L^q_{t,x}} \lesssim (1 - 4\beta)^{-\frac{1}{2}(1 + \frac{1}{p} - \frac{1}{q})}(t-s)^{-\frac{1}{2}(1 - \frac{1}{q})}\|e^{\frac{\beta}{p}X_2^2}f(x_2)\|_{L^p_{t,x}}, \tag{7.1}
\]

\[
\|e^{\frac{\beta}{p}(6d_E-x_2)^2}g(t-s) * f(x_2)\|_{L^p_{t,x}} \lesssim (1 - 4\beta)^{-\frac{1}{2}(1 + \frac{1}{p} - \frac{1}{q})}(t-s)^{-\frac{1}{2}(1 - \frac{1}{q})}\|e^{\frac{\beta}{p}(6d_E-x_2)^2}f(x_2)\|_{L^q_{t,x}}. \tag{7.2}
\]

**Proof.** We give the proof only when $p < \infty$. Set $1/r = 1 + 1/p - 1/q$. The Hölder inequality yields

\[
e^{\frac{\beta}{p}X_2^2}\int_R g(t-s, X_2 - Y_2) |f(Y_2)|\,dY_2 \leq \left( \int_R e^{\frac{\beta}{p}X_2^2 - \frac{\beta}{\bar{p}}Y_2^2} g(t-s, X_2 - Y_2)^r \,dY_2 \right)^{1 - \frac{1}{r}} \left( \int_R e^{\frac{\beta}{\bar{p}}Y_2^2} f(Y_2)^q \,dY_2 \right)^{\frac{1}{r}} \|e^{\frac{\beta}{\bar{p}}Y_2^2} f\|_{L^q_{Y_2}}. \tag{7.3}
\]

Then we use the equalities

\[
\frac{\beta X_2^2}{t} - \frac{|X_2 - Y_2|^2}{4(t-s)} - \frac{\beta Y_2^2}{s} = -\frac{(1 - 4\beta)t + 4\beta s}{4(t-s)}X_2 - \frac{t}{s}Y_2^2 = \frac{\beta(1 - 4\beta)(t-s)}{t\{4\beta t + (1 - 4\beta)s\}} Y_2^2;
\]

\[
\frac{\beta X_2^2}{t} - \frac{|X_2 - Y_2|^2}{4(t-s)} - \frac{\beta Y_2^2}{s} = -\frac{4\beta t + (1 - 4\beta)s}{4(t-s)s}Y_2^2 = \frac{\beta(1 - 4\beta)(t-s)}{t\{4\beta t + (1 - 4\beta)s\}} X_2^2.
\]

Hence (7.3) implies

\[
e^{\frac{\beta}{p}X_2^2}\int_R g(t-s, X_2 - Y_2) |f(Y_2)|\,dY_2 \lesssim (1 - 4\beta)^{-\frac{1}{2}(1 - \frac{1}{q})}(t-s)^{\frac{1}{2}(1 - \frac{1}{q})(1-r)} \left( \int_R e^{\frac{\beta}{p}X_2^2 - \frac{\beta}{\bar{p}}Y_2^2} g(t-s, X_2 - Y_2)^r \,dY_2 \right)^{1 - \frac{1}{r}} \left( \int_R e^{\frac{\beta}{\bar{p}}Y_2^2} f(Y_2)^q \,dY_2 \right)^{\frac{1}{r}} \|e^{\frac{\beta}{\bar{p}}Y_2^2} f\|_{L^q_{Y_2}},
\]

and (7.1) is easily obtained from this inequality. To prove (7.2) we observe that

\[
\|e^{\frac{\beta}{p}(6d_E-x_2)^2}g(t-s) * f(x_2)\|_{L^p_{t,x}} \leq \|e^{\frac{\beta}{p}(6d_E-x_2)^2}g(t-s) * f(x_2)\|_{L^p_{t,x}(\{x_2 \leq 6d_E\})} + \|g(t-s) * f(x_2)\|_{L^p_{t,x}(\{x_2 > 6d_E\})},
\]

and thus, it suffices to estimate $\|e^{\beta(6d_E-x_2)^2/t}g(t-s) * f(x_2)\|_{L^p_{t,x}(\{x_2 \leq 6d_E\})}$. Set $\tilde{x}_2 = 6d_E - x_2$ and $\tilde{y}_2 = 6d_E - y_2$. Then for $x_2 \leq 6d_E$ we have

\[
g(t-s) * f(x_2) = \int_{-\infty}^{6d_E} g(t-s, x_2 - y_2) f(y_2) \,dy_2 + \int_{6d_E}^{\infty} g(t-s, x_2 - y_2) f(y_2) \,dy_2 = \sum_{i=1}^{2} I_i.
\]

Since $g(t-s, x_2 - y_2) = g(t-s, \tilde{x}_2 - \tilde{y}_2)$, by arguing as in the proof of (7.1), $I_1$ is estimated as

\[
\|e^{\frac{\beta}{p}2^2}I_1\|_{L^p_{t}(\{x_2 \leq 6d_E\})} \lesssim (1 - 4\beta)^{-\frac{1}{2}(1 + \frac{1}{p} - \frac{1}{q})}(t-s)^{-\frac{1}{2}(1 - \frac{1}{q})} \|e^{\frac{\beta}{p}(6d_E-x_2)^2}f\|_{L^q_{t,x}}.
\]

As for $I_2$, we have from the Hölder inequality and from $\tilde{x}_2 \geq 0$ and $\tilde{y}_2 \leq 0$ when $x_2 \leq 6d_E$ and $y_2 \geq 6d_E$,

\[
e^{\frac{\beta}{p}2^2} |I_2| \lesssim \left( \int_{6d_E}^{\infty} e^{\frac{\beta}{p}2^2} g(t-s, \tilde{x}_2 - (\tilde{y}_2)^r) \,dy_2 \right)^{1 - \frac{1}{q}} \left( \int_{6d_E}^{\infty} e^{\frac{\beta}{p}2^2} |g(t-s, \tilde{x}_2 - \tilde{y}_2)^r| f(y_2)^q \,dy_2 \right)^{\frac{1}{q}} \|f\|_{L^q_{t}} \lesssim e^{-\frac{(1-4\beta)(t-s)}{4(t-s)}} \left( \int_{6d_E}^{\infty} g(t-s, y_2) \,dy_2 \right)^{1 - \frac{1}{q}} \left( \int_{6d_E}^{\infty} g(t-s, y_2) \,dy_2 \right)^{\frac{1}{q}} \|f\|_{L^q_{t}} \lesssim e^{-\frac{(1-4\beta)(t-s)}{4(t-s)}} \|f\|_{L^q_{t}}.
\]

Hence we have $\|e^{\beta(6d_E-x_2)^2/t}I_2\|_{L^p_{t}(\{x_2 \leq 6d_E\})} \lesssim (1 - 4\beta)^{-1/2(2p)}(t-s)^{-1/2(1/q-1/p)} \|f\|_{L^q_{t}}$. The proof is complete.
7.2 Kernel for the heat-transport equations

Lemma 7.2 Let $P^{(\nu)}(t, s)$ be the evolution operator associated with (HT), and let $P^{(\nu)}(t, x; s, y)$ be the kernel of $P^{(\nu)}(t, s)$. Then for $1 \leq q \leq p \leq \infty$,\
\[ \|P^{(\nu)}(t, s)f\|_{L^p} \lesssim (\nu(t - s))^{-\frac{1}{q} + \frac{1}{p}}\|f\|_{L^q} \quad 0 \leq s < t < \infty, \quad (7.4) \]
and if $F = (F_1, F_2)$ satisfies $F_2 = 0$ on $\partial \mathbb{R}^2_+$ then\
\[ \|\int_0^t P^{(\nu)}(t, s)\nabla \cdot F ds\|_{L^2} \lesssim \nu^{-\frac{1}{2}}\|F\|_{L^2(0, t; L^2)} \quad 0 \leq s < t < \infty. \quad (7.5) \]
Moreover, we have\
\[ 0 \leq P^{(\nu)}(t, x; s, y) \leq \frac{1}{2\pi \nu(t - s)} \exp\left(-\frac{1}{4\nu(t - s)}(\|x - y| - \int_s^t \|u(\tau)\|_{L^\infty} d\tau)^2\right), \quad (\alpha)_+ = \max\{\alpha, 0\}. \quad (7.6) \]

Proof. The estimate (7.5) is a simple application of the energy calculations based on the integration by parts, so we omit the details here. Let $H$ be the solution of (HT). Then by setting $\tilde{H}(t, x) = H(t/\nu, x)$ if $x_2 \geq 0$ and $\tilde{H}(t, x) = H(t/\nu, x^*)$ if $x_2 < 0$ with $x^* = (x_1, -x_2)$ the problem (HT) is reduced to the equation in the whole plane\
\[ \left\{ \begin{array}{ll}
\partial_t \tilde{H} - \Delta \tilde{H} + \tilde{u} \cdot \nabla \tilde{H} = \tilde{f} & t > 0, \quad x \in \mathbb{R}^2, \\
\tilde{H}|_{t=0} = 0 & x \in \mathbb{R}^2. 
\end{array} \right. \quad (7.7) \]
Here $\tilde{u} = (\tilde{u}_1, \tilde{u}_2)$ is defined by\
\[ \tilde{u}_1(t, x) = \left\{ \begin{array}{ll}
\nu^{-1}u_1(t/\nu, x) & \text{if } x_2 \geq 0 \\
v^{-1}u_1(t/\nu, x^*) & \text{if } x_2 < 0
\end{array} \right. \]
and $f(t, x) = \nu^{-1}f(t/\nu, x)$ if $x_2 \geq 0$ and $\tilde{f}(t, x) = \nu^{-1}\tilde{f}(t/\nu, x^*)$ if $x_2 < 0$. Clearly $\tilde{u}$ satisfies div $\tilde{u} = 0$ in $\mathbb{R}^2$ since $u_2 = 0$ on $\partial \mathbb{R}^2_+$. Let $P_u(t, s)$ be the evolution operator associated with (7.7). Then we have\
\[ \tilde{H}(\nu t) = \int_0^{\nu t} P_u(\nu t, \nu \tau)\nu \tilde{f}(\nu \tau) d\tau. \quad (7.9) \]
To show (7.4) we take $\nu \tilde{f}(\nu t, x) = \nu \tilde{f}(x)\delta_{t=\nu s}$, where $\tilde{f}$ is the extension of the time-independent function $f$ in $\mathbb{R}^2_+$ by the above reflection. Then we have $\tilde{H}(\nu t) = P_u(\nu t, \nu s)\nu \tilde{f}$ and the $L^p - L^q$ estimate in [5, Theorem 1] implies $\|\tilde{H}(\nu t)\|_{L^p(\mathbb{R}^2)} \lesssim (\nu(t - s))^{-1/q + 1/p}\|\nu \tilde{f}\|_{L^q(\mathbb{R}^2)} \lesssim (\nu(t - s))^{-1/q + 1/p}\|f\|_{L^q(\mathbb{R}^2)}$. The estimate (7.4) then follows from the relation $H(t) = \tilde{H}(\nu t)\chi_{\{x_2 \geq 0\}}$. Let $P_u(t, x; s, y)$ be the kernel of $P_u(t, s)$. It is well-known that $P_u(t, x; s, y)$ is positive. From (7.9) we have\
\[ \tilde{H}(\nu t, x) = \int_0^{\nu t} \int_{\mathbb{R}^2} P_u(\nu t, x; \nu \tau, z)\nu \tilde{f}(\nu \tau, z) d\tau dz d\tau, \]
which yields, by taking $f(t, x) = \delta_{t=x} \delta_{t=s}$,\
\[ P^{(\nu)}(t, x; s, y) = P_u(\nu t, x; \nu s, y) + P_u(\nu t, x; \nu s, y^*) \quad (7.10) \]
for $x, y \in \mathbb{R}^2_+$. Now we recall the pointwise estimate by [5, Theorem 3] as follows.\
\[ P_u(\nu t, x; \nu s, y) \leq \frac{1}{4\pi \nu(t - s)} \exp\left(-\frac{1}{\nu(t - s)}|x - y| - \int_{\nu s}^{\nu t} \|\tilde{u}(\tau)\|_{L^\infty} d\tau\right)^2. \quad (7.11) \]
Hence (7.6) holds by (7.10) and (7.11). The proof is complete.
7.3 Lemma for Theorem 4.12

Lemma 7.3 Assume that $0 < s < t < T_0$, $d_E/8 \leq \mu - \mu' < \mu \leq d_E$, $2^{-7} < \rho - \rho' < \rho \leq 2^{-4}$, $0 < \nu < d_E^3$, and $j = 1, 2$. Then the following estimates hold.

\begin{align}
\|e^{(t-s)A}B^{(0)}(R_0\omega_E, h) + \Phi^{(\nu)}_{B, 1}(R_0\omega_E, h)(t-s)\|_{X^{(\mu', \xi)}_{1, 2}} &\lesssim \frac{\nu^\frac{1}{2} \gamma}{d_E(t-s)^{\frac{1}{2}}} \|\omega_E\|_{L^1_t} \|h\|_{X^{(\mu', \xi)}_1}, \\
\|e^{(t-s)A}B^{(0)}(f, h) + \Phi^{(\nu)}_{B, 1}(f, h)(t-s)\|_{X^{(\mu', \xi)}_{1, 2}} &\lesssim \frac{\nu^\frac{1}{2} \gamma}{d_E(t-s)^{\frac{1}{2}}} \|f\|_{X^{(\mu', \xi)}_1} \|h\|_{X^{(\mu', \xi)}_1}, \\
\|e^{(t-s)A}(N^{(0)}(R_0\omega_E, h)H^1_{X_2=0}) + \Phi^{(\nu)}_{B, 2}(R_0\omega_E, h)(t-s)\|_{X^{(\mu', \xi)}_{1, 2}} &\lesssim \frac{\nu^\frac{1}{2} \gamma}{d_E} \|\omega_E\|_{L^1_t} \|h\|_{X^{(\mu', \xi)}_1}, \\
\|e^{(t-s)A}(N^{(0)}(f, h)H^1_{X_2=0}) + \Phi^{(\nu)}_{B, 2}(f, h)(t-s)\|_{X^{(\mu', \xi)}_{1, 2}} &\lesssim \frac{\nu^\frac{1}{2} \gamma}{d_E} \|f\|_{X^{(\mu', \xi)}_1} \|h\|_{X^{(\mu', \xi)}_1}.
\end{align}

Proof. We give the proof only for (7.12) and (7.13), the other two are estimated in the same manner. We recall that $\omega_E = \omega_E(t, s)$, $0 < s < T_0$, satisfies supp $R_0\omega_E \subset \{X_2 \geq 32d_E\nu^{-1/2}\}$. The arguments as in the proof of Lemma 3.3 lead to the estimate for the case $Y_2 \leq \nu^{-1/2}\mu$ such as

\begin{align}
|F(B^{(0)}(R_0\omega_E, h) - B^{(\nu)}(R_0\omega_E, h))(\xi, Y_2)| &\lesssim \int_{\mathbb{R}} \|X[Z_2 \geq \frac{32d_E\nu^{1/2}}{\nu}]e^{-\nu^\frac{1}{2} |\mu| + \nu^\frac{1}{2} |\nu|}R_0\omega E\|_{L^2_{x_2}} |(\xi - \eta)\hat{h}(\xi - \eta, Y_2)| d\eta, \\
\|F(B^{(0)}(R_0\omega_E, h) - B^{(\nu)}(R_0\omega_E, h))(\xi, Y_2)| &\lesssim \int_{\mathbb{R}} \|X[Z_2 \geq \frac{32d_E\nu^{1/2}}{\nu}]e^{-\nu^\frac{1}{2} |\mu| + \nu^\frac{1}{2} |\nu|}R_0\omega E\|_{L^2_{x_2}} |(\eta - \rho)\hat{h}(\xi - \eta, Y_2)| d\eta.
\end{align}

Thus, if $Y_2 \leq \nu^{-1/2}\mu$ then $I(s, \xi, Y_2) := F(B^{(0)}(R_0\omega_E, h) - B^{(\nu)}(R_0\omega_E, h))(\xi, Y_2)$ satisfies

\begin{align}
|I(s, \xi, Y_2)| &\lesssim \int_{\mathbb{R}} e^{\nu^\frac{1}{2} Y_2e^{-\nu^\frac{1}{2} |\xi| - \nu^\frac{1}{2} Y_2^2}} |(\xi - \eta)|^{-\nu^\frac{1}{2} |\nu|} |(\mu - \mu')|^{-\nu^\frac{1}{2} |\nu|} \|X[Z_2 \geq \frac{32d_E\nu^{1/2}}{\nu}]e^{-\nu^\frac{1}{2} |\mu| + \nu^\frac{1}{2} |\nu|}R_0\omega E\|_{L^2_{x_2}} |(\xi - \eta)\hat{h}(\xi - \eta, Y_2)| d\eta \\
&+ \int_{\mathbb{R}} e^{\nu^\frac{1}{2} Y_2e^{-\nu^\frac{1}{2} |\xi| - \nu^\frac{1}{2} Y_2^2}} |(\xi - \eta)|^{-\nu^\frac{1}{2} |\nu|} |(\mu - \mu')|^{-\nu^\frac{1}{2} |\nu|} \|X[Z_2 \geq \frac{32d_E\nu^{1/2}}{\nu}]e^{-\nu^\frac{1}{2} |\mu| + \nu^\frac{1}{2} |\nu|}R_0\omega E\|_{L^2_{x_2}} |(\eta - \rho)\hat{h}(\xi - \eta, Y_2)| d\eta.
\end{align}

Here we have set $\hat{f}(\mu, \rho, s) = \varphi^{(\mu, \rho, s)} \hat{f}$. Thus we get for $k = 0, 1$,

\begin{align}
\|\varphi^{(\mu', \xi)}_{R_{2'}}(\xi)^2 Y_2^{\frac{1}{2}} X[Z_2 \geq \frac{32d_E\nu^{1/2}}{\nu}]e^{-\nu^\frac{1}{2} |\mu| - \nu^\frac{1}{2} Y_2^2} (s, Y_2 \leq \frac{\nu}{\nu^{1/2}}) \|_{L^2_{t}} \|X^{1+k}_{L^2_{x_2}} \|_{X^{(\mu', \xi)}_1} \|\omega_E\|_{L^1_t} \|h\|_{X^{(\mu', \xi)}_1} \lesssim \frac{\nu^\frac{1}{2} s^{\frac{1}{2}}}{(\mu - \mu')(\rho - \rho')^\frac{1}{2}} \|\omega_E\|_{L^1_t} \|h\|_{X^{(\mu', \xi)}_1}.
\end{align}

If $Y_2 \geq \nu^{-1/2}\mu$ then we use the estimate

\begin{align}
|F(B^{(0)}(R_0\omega_E, h))(\xi, Y_2)| &\lesssim \int_{\mathbb{R}} \|X[Z_2 \geq \frac{32d_E\nu^{1/2}}{\nu}]e^{-\nu^\frac{1}{2} |\mu| - \nu^\frac{1}{2} Y_2^2} R_0\omega E\|_{L^2_{x_2}} |(\xi - \eta)\hat{h}(\xi - \eta, Y_2)| d\eta \\
&\lesssim \int_{\mathbb{R}} \|X[Z_2 \geq \frac{32d_E\nu^{1/2}}{\nu}]e^{-\nu^\frac{1}{2} |\mu| - \nu^\frac{1}{2} Y_2^2} \|\hat{h}(\mu, \xi)\|_{L^2_{x_2}} |(\xi - \eta, Y_2)| d\eta,
\end{align}
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and

\[ |\mathcal{F}(B^{(\nu)}(R_0 \omega_E, h))(\xi_1, \eta)| \lesssim \int_{\mathbb{R}} \frac{e^{-\frac{\nu}{2} |\xi_1 - \eta|^2}}{(1 + |\xi_1 - \eta|)(\mu - \mu')^\frac{1}{2}} \eta_1^{\frac{1}{2}} \omega_E |L_{\eta_2}^{\frac{1}{2}} Y_2| (\partial_Y \hat{h})(\xi_1 - \eta_1, \eta_2) \, d\eta_1, \]

which yields for \( k = 0, 1, \)

\[ \|\varphi_{B^{(\nu)}}^{(\mu', \nu')} \langle \xi_1 \rangle^2 Y_2^\frac{1}{2} X_1 \{\xi_1 \geq \frac{\nu}{\mu_0^2} I(s)\} \|_{L_{\xi_1}^{\frac{1}{2}} L_{\eta_2}^{1+k}} \lesssim \frac{\nu s}{\mu^2 (\mu - \mu')(\rho - \rho')} \omega_E \|Z_E\| \|h\|_{X_{\mu}^{(\nu', \nu)}}. \]  

(7.17)

On the other hand, from (3.21) and (3.22) it is not difficult to show

\[ \|\varphi_{B^{(\nu)}}^{(\mu', \nu')} \langle \xi_1 \rangle^4 Y_2^\frac{1}{2} \mathcal{F}(B^{(0)}(R_0 \omega_E, h)) \|_{L_{\xi_1}^{2} L_{\eta_2}^{1+k}} \lesssim \frac{1}{(\mu - \mu')^2} \omega_E \|Z_E\| \|h\|_{X_{\mu}^{(\nu', \nu)}}. \]  

(7.18)

Recalling the notation \( g(t, X_2, Y_2) = g(t, X_2 - Y_2) + g(t, X_2 + Y_2) \), we decompose \( e^{(-s)^A}B^{(0)}(R_0 \omega_E, h) + \Phi_{B^{(0)}}^{(\nu)}[R_0 \omega_E, h](t - s) \) into \( I_1(t, s) \) and \( I_2(t, s) \), where

\[ \mathcal{F}(I_1)(t, s, \xi_1, X_2) = \int_0^\infty e^{-\nu(t-s)^2}g(t - s, X_2, Y_2) I(s, \xi_1, X_2) \, dY_2, \]

\[ \mathcal{F}(I_2)(t, s, \xi_1, X_2) = \int_0^\infty (1 - e^{-\nu(t-s)^2})g(t - s, X_2, Y_2) \mathcal{F}(B^{(0)}(R_0 \omega_E, h))(\xi_1, Y_2) \, dY_2. \]

The estimates (3.4) and (3.5) yield

\[ \|I_1(t, s)\|_{X_{\mu}^{(\nu', \nu)}} \lesssim \left(1 + \frac{s^\frac{1}{2}}{(t - s)^\frac{1}{2}(\rho - \rho')^\frac{1}{2}}\right) \sum_{k=0}^{1} \|\varphi_{B^{(\nu)}}^{(\mu', \nu')} \langle \xi_1 \rangle^2 X_2^\frac{1}{2} I(s)\|_{L_{\xi_1}^{2} L_{\eta_2}^{1+k}} \]

\[ \lesssim \frac{\nu^\frac{1}{2} s^\frac{1}{2}}{d_{E}^2} \left(1 + \frac{\nu^\frac{1}{2} s^\frac{1}{2}}{\mu^2} \right) \left(1 + \frac{s^\frac{1}{2}}{(t - s)^\frac{1}{2}}\right) \omega_E \|Z_E\| \|h\|_{X_{\mu}^{(\nu', \nu)}}. \]  

(7.19)

Here we have used (7.16), (7.17), \( \mu - \mu' > d_{E}/8 \), and \( \rho - \rho' > 2^{-7} \). On the other hand, by trivial modifications of the proofs for (3.4) and (3.5), we can derive the estimate

\[ \|e^{(-s)^A}f\|_{X_{\mu}^{(\nu', \nu)}} \lesssim \left(1 + \frac{s^\frac{1}{2}}{(t - s)^\frac{1}{2}(\rho - \rho')^\frac{1}{2}}\right) \sum_{k=0}^{1} \|\varphi_{B^{(\nu)}}^{(\mu', \nu')} \langle \xi_1 \rangle^2 X_2^\frac{1}{2} f\|_{L_{\xi_1}^{2} L_{\eta_2}^{1+k}}. \]

Hence, from \( |1 - e^{-\nu(t-s)^2}| \leq C\nu(t-s)^2 \) and by using (7.18) we have

\[ \|I_2(t, s)\|_{X_{\mu}^{(\nu', \nu)}} \lesssim \nu(t-s) \left(1 + \frac{s^\frac{1}{2}}{(t - s)^\frac{1}{2}(\rho - \rho')^\frac{1}{2}}\right) \sum_{k=0}^{1} \|\xi_1^2 \varphi_{B^{(\nu)}}^{(\mu', \nu')} \langle \xi_1 \rangle^2 X_2^\frac{1}{2} \mathcal{F}(B^{(0)}(R_0 \omega_E, h))\|_{L_{\xi_1}^{2} L_{\eta_2}^{1+k}} \]

\[ \lesssim \frac{\nu(t-s)}{d_{E}^2} \left(1 + \frac{s^\frac{1}{2}}{(t - s)^\frac{1}{2}}\right) \omega_E \|Z_E\| \|h\|_{X_{\mu}^{(\nu', \nu)}}. \]  

(7.20)

Hence (7.12) holds from (7.19), (7.20), and the assumptions on the parameters. To prove (7.12) we see from (4.52) that

\[ |\mathcal{F}(B^{(0)}(f, h) - B^{(\nu)}(f, h))(\xi_1, Y_2)| \lesssim \nu^\frac{1}{2} \int_{\mathbb{R}} \eta_1 |Z_2 f|_{L_{\eta_1}^{\frac{1}{2}} L_{\eta_2}^{\frac{1}{2}}} |(\xi_1 - \eta_1) \hat{h}(\xi_1 - \eta, Y_2)| \, d\eta_1 \]

\[ + \nu^\frac{1}{2} \int_{\mathbb{R}} \eta_1^2 |Z_2 f|_{L_{\eta_1}^{\frac{1}{2}} L_{\eta_2}^{\frac{1}{2}}} Y_2 |\partial_Y \hat{h}(\xi_1 - \eta, Y_2)| \, d\eta_1. \]
Hence for $I'(\xi_1, Y_2) = \mathcal{F}(B^{(0)}(f, h) - B^{(\nu)}(f, h))(\xi_1, Y_2)$ we have

$$
\|\varphi_{B_{\nu}}^{(\mu', \nu'^{\prime})}(\xi_1) Y_2 \frac{d}{dY_2} \mathcal{F}(B^{(0)}(f, h)) \|_{L_{\xi_1}^{1} L_{Y_2}^{1 + \epsilon}} \lesssim \frac{\nu^{\frac{1}{2}} s^\frac{1}{2}}{(\mu - \mu') \sqrt{(\rho - \rho')^2}} \|f\|_{X_p^{(\mu', \nu')}} \|h\|_{X_p^{(\mu', \nu')}} \quad j = 1, 2.
$$

(7.21)

On the other hand, from the same arguments as in the proof of (3.21) and (3.22) one can derive

$$
\|\varphi_{B_{\nu}}^{(\mu', \nu'^{\prime})}(\xi_1) Y_2^2 I'(Y_2) \mathcal{F}(B^{(0)}(f, h)) \|_{L_{\xi_1}^{1} L_{Y_2}^{1 + \epsilon}} \lesssim \frac{1}{(\mu - \mu') \sqrt{(\rho - \rho')^2}} \|f\|_{X_p^{(\mu', \nu')}} \|h\|_{X_p^{(\mu', \nu')}}.
$$

(7.22)

We decompose $e^{(t-s)A}B^{(0)}(f, h) + \Phi_{B_{1, \nu}}^{(\nu)}[f, h](t-s)$ into $II_1(t-s)$ and $II_2(t-s)$, where

$$
\mathcal{F}(II_1')(t-s, \xi_1, X_2) = \int_0^\infty e^{-\nu(t-s)}\xi_1^2 g(t-s, X_2, Y_2) I'(s, \xi_1, Y_2) dY_2,
$$

$$
\mathcal{F}(II_2')(t-s, \xi_1, X_2) = \int_0^\infty (1 - e^{-\nu(t-s)}\xi_1^2) g(t-s, X_2, Y_2) F(B^{(0)}(f, h))(\xi_1, Y_2) dY_2.
$$

Then from (3.4), (3.5), (7.21), and (7.22), it is not difficult to see

$$
\|II_1(t-s)\|_{X_p^{(\mu', \nu')}} \lesssim \left(1 + \frac{s^\frac{1}{2}}{(t-s)^{\frac{1}{2}}(\rho - \rho')^\frac{1}{2}}\right) \frac{\nu^{\frac{1}{2}} s^\frac{1}{2}}{(\mu - \mu') \sqrt{(\rho - \rho')^2}} \|f\|_{X_p^{(\mu', \nu')}} \|h\|_{X_p^{(\mu', \nu')}}.
$$

(7.23)

$$
\|II_2(t-s)\|_{X_p^{(\mu', \nu')}} \lesssim \left(1 + \frac{s^\frac{1}{2}}{(t-s)^{\frac{1}{2}}(\rho - \rho')^\frac{1}{2}}\right) \frac{\nu(t-s)}{(\mu - \mu') \sqrt{(\rho - \rho')^2}} \|f\|_{X_p^{(\mu', \nu')}} \|h\|_{X_p^{(\mu', \nu')}}.
$$

(7.24)

Here $j = 1, 2$. Thus (7.13) follows from (7.23), (7.24), and the assumptions on the parameters. By arguing as above, The estimates (7.14) and (7.15) are proved from the equality

$$
N^{(0)}(f, h) - N^{(\nu)}(f, h) = \int_0^\infty e^{-\nu \frac{1}{2} |\xi_1|^2} (B^{(0)}(f, h) - B^{(\nu)}(f, h)) dY_2 + \int_0^\infty (1 - e^{-\nu \frac{1}{2} |\xi_1|^2}) B^{(0)}(f, h) dY_2.
$$

The details are omitted. The proof is complete.

**Acknowledgment.** The author is grateful very much to Professor Yoshikazu Giga and Professor Takashi Sakajo for their helpful comments on this work. The author is partially supported by Grant-in-Aid for Young Scientists (B) 22740090.

**References**


