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SUMMARY Cloud computing, which enables users to enjoy various Internet services provided by data centers (DCs) at anytime and anywhere, has attracted much attention. In cloud computing, however, service quality degrades with user distance from the DC, which is unfair. In this study, we propose a bandwidth allocation scheme based on collectable information to improve fairness and link utilization in DC networks. We have confirmed the effectiveness of this approach through simulation evaluations.
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1. Introduction

Users can now connect to the Internet through a wide variety of access networks and communication terminals such as smart phones or PCs. This has brought a great demand for cloud computing, which allows users to enjoy various Internet services provided by data centers (DCs) [4] anytime, anywhere. In the Internet of Things (IoT), cloud computing has been more attractive and important since users can enjoy IoT services using various sensor information collected by DCs. Major services available through cloud computing include file sharing or transaction services which commonly use TCP [5] as a reliable data transmission protocol.

In cloud computing, a problem arises that a user’s quality of service in terms of transmission rate unfairly depends on the user’s distance from DCs. This problem is caused by how TCP controls congestion. TCP cannot exactly identify the conditions of other flows, so it estimates an available bandwidth based on packet losses. Since congestion control is applied according to round-trip time (RTT), the transmission rate for a user with a short RTT is effectively increased compared with that of a user having a long RTT. Fairness in terms of throughput among flows with different RTTs as well as link utilization in DC networks needs to be improved.

There are two approaches to improving fairness among flows. The first approach is to apply active queue management (AQM) technologies on routers. This approach realizes fair communication among flows by preferentially discarding packets which belong to a high-rate flow. The second approach is to use router-assisted congestion control algorithms. In this approach, routers provide the TCP sender with information about available bandwidth and the TCP sender adjusts the congestion window based on the information received from routers. These approaches enable more fairness than the original TCP. However, the fairness among competing flows will be extremely degraded if the flows do not share the same bottleneck router that uses the AQM technologies or provides the TCP sender with the information about available bandwidth.

In this study, we propose a bandwidth allocation scheme based on collectable information to improve fairness and link utilization in DC networks. This scheme collects flow information including the bandwidth of each link, the number of competing flows, the RTT of each flow, and the actual throughput of each flow from routers and servers in DC networks, and then fairly allocates transmission rates among flows based on the collected information. In addition, this scheme reallocates unutilized bandwidth to other competing flows in DC networks when bottleneck links exist outside of the DC networks. We show the effectiveness of this approach through simulation evaluations.

The rest of this paper is organized as follows. In Sect. 2, we describe related work. In Sect. 3, we propose a bandwidth allocation scheme based on collectable information to improve link utilization in DC networks as well as fairness among flows. We describe our simulation environment and results in Sects. 4 and 5, respectively. We conclude in Sect. 6.

2. Related Work

One of the important issues in DC networks is to improve fairness among flows [6]. Several studies report fairness issues in DC networks such as TCP Outcast problem [7]. For example, data center TCP (DCTCP) [8] and SAB [9] have been proposed to solve this problem. DCTCP employs a threshold on switches and informs the TCP sender about congestion condition by using a marking algorithm when the switches’ buffer size exceeds the threshold. SAB notifies the TCP sender of information about available bandwidth at switches in DC networks. Since these studies focus only on fairness among competing flows at one output port of switches in DC networks, fairness among all flows having
different RTTs existed in DC networks needs to be improved as mentioned in Sect. 1.

To improve fairness among flows, two approaches have been proposed. The first approach is to apply AQM algorithms on routers. In the past, many kinds of AQM algorithms have been proposed for use on routers to improve fairness among flows. A typical AQM algorithm is random early detection (RED) [10]. This approach sets maximum and minimum queue lengths and drops packets when the current queue length is larger than the set maximum queue length. This enables fair communication among competing flows by preferentially discarding packets which belong to a high rate flow. However, it is difficult to determine an appropriate maximum and minimum queue length because the appropriate values depend on network conditions such as the number of flows and delay time. Unlike RED, the CHOKe AQM algorithm does not require parameter settings [11]. This approach randomly selects one packet from the output queue on routers when the router receives a packet. If the source addresses of the received and selected packets are the same, both packets should be dropped. CHOKeW and CHOKeR are improved versions of the CHOKe algorithm [12],[13]. These approaches adjust the packet dropping rate of each flow based on service classes and network conditions.

The second approach is to use router-assisted congestion control algorithms. A typical router-assisted congestion control algorithm is the eXplicit Control Protocol (XCP) [14]. In XCP, routers provide TCP senders with information about available bandwidth. When a TCP sender receives this information, it adjusts a congestion window size based on the received information. Another router-assisted congestion control algorithm is proposed by L. Kalampoukas et al. [15]. This approach modifies a TCP receiver’s advertised window size in packets forwarding to TCP senders on intermediate routers. These approaches can improve fairness among competing flows. However, the fairness among flows will be extremely degraded if the flows do not share the same bottleneck router using the AQM algorithms or providing the TCP sender with the information about available bandwidth.

3. Proposed Scheme

As mentioned in Sect. 1, fairness among flows with different RTTs will be extremely degraded because TCP does not all the available bandwidth to be accurately estimated. To solve this problem, we propose a scheme that fairly allocates transmission rates among flows based on collectable information in DC networks. This scheme identifies bottleneck links based on flow information collected from routers and servers in DC networks, and then calculates the transmission rate that should be allocated to each flow by dividing the bandwidth of a bottleneck link by the number of competing flows. In addition, this scheme reallocates any unutilized bandwidth caused by congestion outside DC networks to other competing flows to improve link utilization in DC networks when bottleneck links exist outside DC networks, as shown in Fig. 1. Namely, we propose two bandwidth allocation schemes to improve fairness and link utilization in DC networks. They are the proposed (no reallocation) and (reallocation) schemes, which only allocates a fair transmission rate to each flow and additionally allocates unutilized bandwidth to competing flows, respectively. Flow information such as the bandwidth of each link, the number of competing flows, the RTT of each flow, and the actual throughput of each flow is collected by a Unified Central Congestion Control Architecture (UC3) [16], which uniformly manages the congestion information in the networks, as shown in Fig. 2. Namely, this scheme can adapt to network environment where is managed by an organization such as DC networks because it is easy to collect flow information from their routers, although it is hard to collect flow information from any routers in the Internet.

We describe here the operation of the bandwidth allocation scheme shown in Fig. 3. The server measures the RTT
and actual throughput $R_{th}$ of each flow and then calculates the exponential moving average $E_{th}$ of each flow's $R_{th}$ by $\alpha R_{th} + (1 - \alpha)E_{th}$, where $\alpha$ is a weighting factor. The RTT of each flow can be measured through normal TCP operation. If the server does not send any data to the client, it periodically sends probe packets to measure RTT. We then move onto operations of routers. Our proposal requires that routers in DC networks must have a special function that periodically informs the number of existing flows. There are many ways to enable this. For example, OpenFlow-enabled routers can receive a “read state” message that requests to send statistic information like the number of existing flows [17]. Another example is IP Flow Information Export (IPFIX), which enables to send statistic information like the number of flows [18]. The server identifies bottleneck links based on information about the number of existing flows received from the routers and the bandwidth of each link, and then it calculates the transmission rate which should be allocated to each flow by dividing the bandwidth of the bottleneck link by the number of competing flows. If $E_{th}$ of each flow multiplied by a threshold factor $\beta$ is smaller than the allocated transmission rate, the server calculates the transmission rate which should be reallocated to other competing flows. The reallocated transmission rate is calculated by dividing the total unutilized bandwidth of flows through the same edge router (ingress routers in DC networks) by the number of other competing flows which fully utilize the allocated transmission rate. Namely, the allocated transmission rate for each flow which cannot fully utilize the allocation is the available bandwidth fairly divided by the number of flows. On the other hand, the allocated transmission rate for each flow which fully utilizes the allocation is the added to the reallocated transmission rate. These bandwidth allocation procedures are periodically performed every time the flow information about the number of competing flows and the actual throughput of each flow is updated. Namely, the allocated transmission rates converge to adequate values even when network conditions change.

To allocate transmission rates to TCP flows with window-based congestion control, the bandwidth delay product (BDP) of each flow that is used as the allocated window size should be calculated based on the bandwidth which should be allocated and the RTT of each flow. When the BDP of each flow cannot be divided by the maximum segment size (MSS), the allocated transmission rate becomes a little bit lower due to the remainder. This may degrade link utilization in DC networks. To prevent this, we consider three ways to control the allocated window size: round-up, round, and round-down methods. In each method, the BDP allocated to each flow is respectively rounded up, rounded, and rounded down by the MSS units. If the BDP allocated to each flow is rounded up by the MSS units, the total allocated transmission rate will exceed the bandwidth of bottleneck links, although this effect can be sufficiently absorbed by routers’ buffer. It will also result in the convergence to the appropriate amount of allocated bandwidth.

For downwards communication from a server to a client, the server can simply allocate the calculated window size to each flow. On the other hand, for upwards communication from a client to a server, the server needs to inform the client of the allocated window size. Our scheme uses TCP’s advertised window size to notify the client of the window size. This bandwidth allocation enables fair communication among flows which have different RTTs as well as high link utilization in DC networks.

4. Simulation Model

To investigate the effectiveness of our schemes, we evaluated them through simulation using Network Simulator ns-3 [19] after their implementation. We implemented functions to measure the number of competing flows and actual throughput of each flow, to identify the bottleneck links, to calculate the transmission rates allocated to each flow, and to report the flow information in this simulator.

Our scheme allocates an adequate bandwidth to each flow based on the information including RTT obtained by end-to-end measurement and the number of flows obtained from routers. We evaluate the performance of our scheme focusing on the effect of such information in this simulation. Figure 4 shows the simulation topology. In this simulation, there are two client groups A and B, and these groups have access links with different delay times. In addition, Group A consists of two groups A’ and A”. The clients of each group continuously send data to the server using TCP NewReno. Note that our proposed scheme works independently of TCP congestion control algorithms, so we employ TCP NewReno as a simple typical TCP. We assume that Nodes R2 and R3 are edge routers in DC networks. To realize an environment where bottleneck links exist outside DC networks, two UDP clients are also located in Group A so that TCP and UDP flows coexist on the link between Nodes R2 and R5. The propagation delay time of access links is set to a uniform random number which ranges from 2 to 6 ms for Group A or from 10 to 16 ms for Group B. The propagation delay time of other links is set to 1 ms. The bandwidth of all links is set to 100 Mb/s. Other simulation parameters are summarized in Table 1.
### Table 1 Simulation parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>TCP algorithm</td>
<td>TCP NewReno</td>
</tr>
<tr>
<td>Measurement interval time for actual throughput of each flow</td>
<td>0.1 [s]</td>
</tr>
<tr>
<td>Notification interval time for flow information</td>
<td>0.005 ~ 0.5 [s]</td>
</tr>
<tr>
<td>Weighting factor $\alpha$</td>
<td>0.1 ~ 1.0</td>
</tr>
<tr>
<td>Threshold factor $\beta$</td>
<td>0.1 ~ 1.0</td>
</tr>
<tr>
<td>Buffer size on routers</td>
<td>200 [packet]</td>
</tr>
<tr>
<td>Number of TCP clients</td>
<td>4 ~ 64</td>
</tr>
<tr>
<td>Number of UDP clients</td>
<td>2</td>
</tr>
<tr>
<td>Transmission rate of UDP client</td>
<td>85 [Mb/s]</td>
</tr>
<tr>
<td>Number of trials</td>
<td>10</td>
</tr>
</tbody>
</table>

4.1 Simulation Scenario

We perform two simulation scenarios; the fixed and variable scenarios about the number of TCP clients. These scenarios are illustrated in Fig. 5. In the fixed scenario, the fixed number (4–64) of TCP clients communicate with the server after the simulation starts. In the variable scenario, 32 TCP clients communicate with the server after the simulation starts. 4 TCP clients of each group stop to communicate with the server at intervals of 2 s during the period from 7 to 11 s, and 4 TCP clients of each group start to communicate with the server at intervals of 2 s during the period from 14 to 18 s. In both scenarios, at 10 seconds after the simulation starts, one UDP client of Group A’ begins to send data to one UDP client of Group A’ and then stops sending at 15 seconds. We ignore the first 5 seconds.

4.2 Evaluation Indices

We evaluated Jain’s fairness index [20] and total throughput for the proposed scheme and conventional TCP. The fairness index is defined as Eq. (1), where $x$ is the throughput of each flow and $n$ is the number of existing flows. Fairness is higher as the index gets closer to 1.

$$f(x_1, x_2, x_3, \ldots, x_n) = \frac{\left(\sum_{i=1}^{n} x_i\right)^2}{n \sum_{i=1}^{n} x_i^2}$$

The fairness index and total throughput are calculated at intervals of 0.1 s.

4.3 Comparison Schemes

We evaluate the performance of the proposed schemes (Proposed (no reallocation) and Proposed (reallocation)) compared with that of conventional TCP (Conventional) with the averaged fairness index and total throughput. The Proposed (no reallocation) scheme allocates a fair transmission rate to each flow, while the Proposed (reallocation) scheme additionally allocates unutilized bandwidth to competing flows which fully utilizes the allocated bandwidth.

5. Simulation Results

In this section, we now show simulation results and discuss the effectiveness of the proposed schemes as compared with the conventional scheme. In the fixed scenario about the number of TCP clients, we investigate the effect of the number of TCP clients and the notification interval time for flow information in Sects. 5.1 and 5.2, respectively. In the variable scenario about the number of TCP clients, we also evaluate the effect of the weighting factor $\alpha$ and threshold factor $\beta$ in Sects. 5.3 and 5.4, respectively.

5.1 Effect of the Number of TCP Clients

Figures 6 and 7 show the fairness index and total throughput of the proposed and conventional schemes, respectively, when the number of TCP clients varies from 4 to 64. Under the proposed (reallocation) scheme with “Round-down” method, queue length on Router 1 is also shown as functions of time when the number of flows varies from 4 to 64 in Fig. 8. Here, the notification interval time for flow information is set to 0.05 s, $\alpha$ is set to 0.4, and $\beta$ is set to 0.8. In these figures, “Round-up”, “Round”, and “Round-down” represent the methods to control the allocated window size.

In Fig. 6, the proposed schemes achieve higher fairness than the conventional scheme. This is because the proposed schemes allocate an adequate window size to each flow according to its RTT in Fig. 7. The proposed (reallocation) scheme achieves higher total throughput than the proposed (no reallocation) scheme. This is because the proposed (reallocation) scheme effectively reallocates the unutilized bandwidth from flows which cannot fully utilize their allocated bandwidth to other competing flows which can fully utilize the allocated bandwidth. Moreover, the proposed schemes with the “Round” and “Round-down” methods obtain lower total throughput than the conventional scheme,
while the proposed (relocation) scheme with the “Round-up” method comprehensively achieves total throughput that is higher or almost the same as for the conventional scheme regardless of the number of TCP clients. This is because the “Round” and “Round-down” methods might not allocate transmission rates satisfactorily when the BDP of each flow cannot be divided by the MSS. When the number of flows is small (4 to 32), the total throughput of the proposed schemes with “Round” and “Round-down” methods decreases as the number of flows increases. This is because these methods allocate smaller window size to each flow than BDP and the total unallocated bandwidth of all flows increases as the number of flows increases. On the other hand, when the number of flows is large (32 to 64), the total throughput of the proposed schemes with “Round” and “Round-down” methods increases as the number of flows increases. A large number of flows will cause simultaneous receiving of packets on routers, so that it will increase the queue length on routers as shown in Fig. 8. It causes longer RTT as well as larger allocated window size of each flow. As a result, the total allocated bandwidth of all flows increases as the number of flows increases.

To analyze this phenomenon more deeply, we investigate the fairness index and total throughput performance of each group. The fairness index and total throughput for each group as functions of time are respectively shown in Figs. 9 and 10 for the proposed and conventional schemes, and those for all groups are shown in Fig. 11. Here, the proposed schemes employ the “Round-up” method, the number of TCP clients is set to 32, the notification interval time for flow information is set to 0.05s, $\alpha$ is set to 0.4, and $\beta$ is set to 0.8. In Group A”, both schemes degrade the fairness index during the period from 10 to 15s due to a heavy UDP flow as shown in Fig. 9(b), although the proposed schemes achieve a good fairness index for other groups as shown in Fig. 9(a) and 9(c). The proposed schemes thus improve fairness in all groups as shown in Fig. 11(a). On the other hand, the proposed (no reallocation) scheme degrades the total throughput during the period from 10 to 15s due to a heavy UDP flow, while the proposed (relocation) scheme improves the total throughput (to almost the same as that of the conventional scheme) as shown in Fig. 11(b). Clearly, the proposed (relocation) scheme can effectively reallocate the unutilized bandwidth in GroupA” flows to other group flows as shown in Fig. 10. Consequently, the proposed (relocation) scheme achieves fair communication among flows which have different RTTs as well as high link utilization in DC networks.
5.2 Effect of Notification Interval Time for Flow Information

Figures 12(a) and 12(b) respectively show the fairness index and total throughput of the proposed and conventional schemes when the notification interval time for flow information varies from 0.005 to 0.5 s. Here, the number of TCP clients is set to 32, $\alpha$ is set to 0.4, and $\beta$ is set to 0.8.

In Fig. 12(a), the proposed schemes achieve a higher fairness index than the conventional scheme regardless of the notification interval time for flow information. On the other hand, the total throughput of the proposed (reallocation) scheme with the “Round-up” method is lower than that of the conventional scheme in particular when the notification interval time for flow information is from 0.005 to 0.01 s,
as shown in Fig. 12(b). When the notification interval time for flow information is too short, whether the allocated bandwidth is fully utilized cannot be correctly determined since such a short notification interval time is less than the measurement interval time for the actual throughput of each flow. This causes unnecessary retransmissions as well as throughput degradation. When the notification interval time for flow information is from 0.05 to 0.5 s, the proposed (reallocation) scheme with the “Round-up” method achieves total throughput equal to that of the conventional scheme. Consequently, when the notification interval time for flow information is set to longer than 1 RTT, the proposed (reallocation) scheme achieves good fairness and total throughput.

5.3 Effect of Weighting Factor $\alpha$

Figures 13(a) and 13(b) respectively show the fairness index and total throughput for the proposed and conventional schemes when the weighting factor $\alpha$ varies from 0.1 to 1.0. Here, the notification interval time for flow information is set to 0.05 s and $\beta$ is set to 0.8.

In Fig. 13(a), as $\alpha$ approaches 0, the fairness index of the proposed (reallocation) scheme slightly decreases, while the total throughput does not change. This is because the proposed (reallocation) scheme allocates transmission rates to each flow using out-of-date flow information about the actual throughput of each flow. When the flow information is too old, the proposed (reallocation) scheme will reallocate unutilized bandwidth to other flows even if the flow can fully utilize the allocated transmission rate. This degrades fairness among flows. On the other hand, as $\alpha$ approaches 1, the fairness index and total throughput of the proposed (reallocation) scheme decreases. This is because the allocated transmission rate of each flow is not stable. Overall, the appropriate value of $\alpha$ is from 0.4 to 0.6 in this simulation.

5.4 Effect of Threshold Factor $\beta$

Figures 14(a) and 14(b) respectively show the fairness index and total throughput of the proposed and conventional schemes when the threshold factor $\beta$ varies from 0.1 to 1.0. Here, the notification interval time for flow information is set to 0.05 s and $\alpha$ is set to 0.4.

As $\beta$ increases, the total throughput of the proposed (reallocation) scheme significantly increases, while the fairness index decreases. In particular, the fairness index of the proposed (reallocation) scheme is extremely degraded when $\beta$ is larger than 0.8. This is because the allocated transmission rate for each flow is not stable when $\beta$ is set to 1.0. Consequently, the proposed (reallocation) scheme achieves a high fairness index as well as total throughput almost the same as that of the conventional scheme when $\beta$ is set from 0.6 to 0.8 in this environment.

6. Conclusion

In this study, we have proposed a bandwidth allocation scheme based on collectable information to improve fairness and link utilization in DC networks. This scheme collects flow information including the bandwidth of each link, the number of competing flows, the RTT of each flow, and the actual throughput of each flow from routers and servers in DC networks, and then it fairly allocates transmission rates among flows based on the collected information. In addition, this scheme reallocates unutilized bandwidth to other competing flows in DC networks when bottleneck links exist outside of the DC networks. Simulations indicated that the
proposed scheme enables fair communication among flows which have different RTTs as well as high link utilization in DC networks by setting appropriate parameter values.
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