
 

Instructions for use

Title The effects of non-equilibrium angle fluctuation on rotary protein motor kinetics: numerical study with a data driven
model

Author(s) 田宮, 裕治

Citation 北海道大学. 博士(理学) 甲第13263号

Issue Date 2018-06-29

DOI 10.14943/doctoral.k13263

Doc URL http://hdl.handle.net/2115/71169

Type theses (doctoral)

File Information Yuji_Tamiya.pdf

Hokkaido University Collection of Scholarly and Academic Papers : HUSCAP

https://eprints.lib.hokudai.ac.jp/dspace/about.en.jsp


博士学位論文

The effects of non-equilibrium angle fluctuation on

rotary protein motor kinetics:

numerical study with a data driven model

（回転モータータンパク質の反応動力学における角度非平衡揺

らぎの効果：データ駆動モデルによる数値解析研究）

田宮 裕治

北海道大学大学院理学院

数学専攻

2018年 6月



　

i



Abstract

F1-ATPase is a rotary protein motor whose shaft rotates step-wisely along with intermediate reactions

under thermal fluctuation. This protein is intensively studied especially with single molecule measure-

ment in order to reveal its chemo-mechanical coupling mechanism to establish remarkably high energy

conversion efficiency. Recent experiments revealed that its chemical reaction rate is modulated by the

rotation angle during rotary dwells waiting for the reactions, which suggests that the angle fluctuation

plays an important role in the reaction process. Meanwhile, effects of conformational fluctuation on en-

zyme chemical kinetics have been discussed from both experimental and theoretical view points in other

proteins and anomalous kinetics are reported such as non-exponential decay and positive correlation in

catalytic turn-over time.

The aim of this study is to scrutinize how the rotary angle fluctuation affects the chemical reaction

process of the F1-ATPase as the temperature changes. Because the single molecule observation can be

done only around the room temperature, a mathematical model used in previous works was adopted and

extended it to be applicable to a wider range of temperature than is attainable in experiments. This is

a one-dimensional model of the rotary angle described by Langevin type stochastic differential equation,

where the rotation and rotary dwells are manifested by the brownian motion in harmonic a potential

whose bottom position switches stochastically. In order to be consistent with the real data, the model

parameter inference is based on objective methods applying statistics and information theory.

As a result of the numerical simulation, the rotary angle distribution during the catalytic dwell

was found to deviate from the local-equilibrium one as the temperature increases. This diffusive non-

equilibrium property induces two effects which have not been observed in F1. First, temperature de-

pendence of the rate coefficient of Pi release, one of the fitting exponents of the dwell time distribution,

deviates from the Arrhenius law, which has been assumed to hold in experimental estimation of the

activation free energy. A modified method is also proposed to calculate the thermodynamic quantities

from the static angle dependent rate constant. Second, increasing negative correlation was found as the

temperature increases between waiting time for two successive reactions, hydrolysis and Pi release. This

breaks the premise of the conventional double-exponential fitting to estimate their rate coefficients and

is consistent with the fitting error of simulation data at 60◦C > T , which is close to the physiological

temperature of the bacteria which the protein was originally obtained from (∼75◦C). This result proposes

a caution against the conventional dwell time analysis when single molecule measurement experiment at

such a high temperature becomes possible in the future.
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Chapter 1

Introduction and Background

1.1 F1-ATPase — Kinetics and Dynamics

1.1.1 Basic Feature

F1-ATPase is a rotary protein motor and is driven by adenosine triphosphate (ATP), fuel chemical.

It consists of the ring-part and the rod part, called (αβ)3-subunit and γ-subunit, respectively. Every

biological cell has this protein and it plays a central roll in metabolism to synthesize ATP in living

systems, coupled with another ring-shaped subunit called Fo. ATP has three phosphates (Pi) bound to

adenosine and the chemical bond between neighboring phosphates stores large energy (7.3 kcal/mol),

which is released when ATP is dissociated into adenosine diphosphate (ADP) and one phosphate. Because

one water molecule is consumed during the dissociation, this process is called ATP hydrolysis. The

energy released there is used for a wide variety of chemical reactions in other biological molecules and

therefore ATP is called the currency of bioenergy. F1-Fo system is the only enzyme in a living body to

synthesize ATP. It utilizes the membrane potential to rotate γ-subunit clockwise through Fo and convert

its mechanical energy into the chemical energy to bind ADP and Pi. When F1 is isolated from Fo, it

manifests the reverse reaction; it hydrolyzes ATP into ADP + Pi and rotates γ-subunit counterclockwise

by dissociation free energy.

Since this protein has such a large significance in biochemistry, it has been intensively studied for a

long time. Especially since the landmarking work by Noji et al. to directly observe its rotation,1 it is

one of the most common biomolecules for single molecule measurement. The prominent feature revealed

through their work is that the energy conversion efficiency is close to 100%; in other words, the ATP

dissociation free energy was reported to be almost equal to the mechanical rotation energy,2,3 while only

around 30% of thermal energy can be converted into works in macroscopic engines. For this reason, this

protein also attracts the physicists’ interests.4–6

F1-ATPase has many species with basically same structure and function, among which the one derived

from thermophilic Baccillus (bacteria) is the most common to be used in rotary assay because of its
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stability. In this work, we mention only this type of F1 (often abbreviated as TF1) unless we specify the

molecular type.

1.1.2 Kinetic Pathways

In order to reveal the mechanism of the highly efficient working principle under fluctuating environ-

ment, the kinetic pathway of the catalytic reaction has been intensively studied with single-molecule

measurement.

By tethering a fluorescent actin filament or a bead to the γ-subunit, the rotation of the F1-ATPase

can be observed. It generally shows stepwise rotation but the number of the steps depends on the

experimental condition such as the time resolution of the measurement, viscosity of the solvent, and the

reaction rates. However, it is basically multiple of three because of the three-fold symmetric structure

of the (αβ)3-subunit, where chemical reactions take place to drive the rotation. In other words, the

rotary dwell time, the time interval between the steps, corresponds to the waiting time for intermediate

reactions. For this reason, the dwell time analysis provides a key to reveal the kinetic pathways, that is,

which reaction takes place at which angle. By fitting the dwell time distribution with a multi-exponential

function constructed from a kinetic scheme, the “rate constants” of the reactions during the dwell have

been obtained.

So far, the size of the step is widely known to be 80◦ + 40◦ in maximum and one ATP is consumed

every 120◦ rotation. It was found that the 80◦ step is driven by ATP binding because the distribution of

the dwell time before 80◦ step is almost single-exponential and its exponent almost linearly depends on

the ATP concentration of the solvent.2 This rotary dwell is called binding dwell. ADP release was later

found to take place also at the same angle7 but its time scale is much shorter than the observation time

resolution. On the other hand, hydrolysis (ATP cleavage into ADP + Pi on the catalytic site) and Pi

release were found to take place during the dwell before 40◦ step; the dwell time distribution was almost

a double-exponential and one of the exponents has the linear dependence on the Pi concentration of the

solvent, while the other timescale was elongated by using a similar substance named ATPγS instead of

ATP, which takes longer time to hydrolyze than ordinary ATP.8 This dwell is called catalytic dwell.

Moreover, it is also studied on which of the three catalytic sites each reaction happens and how many

degrees the γ-subunit rotates in 360◦ unit after the original ATP was bound to the catalytic site. In order

to identify the three catalytic sites, fluorescence-labelled ATP (Cy3-ATP)9 was used and the rotation

and the nucleotide (ATP or ADP) state were simultaneously observed.10 As a result, it was found that

ATP is hydrolyzed at 200◦ 10 and ADP release occurs at 240◦,7 setting the ATP binding angle as 0◦. The

timing of the Pi release is still controversial but reported to take place at 320◦ after hydrolysis by the

catch-and-release experiment later mentioned.11 According to this result, the hydrolysis and Pi release

take place at different catalytic sites during a catalytic dwell.

1.1.3 Other Recent Topics

1. Temperature sensitive step
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At the biding dwell, another reaction was found in addition to ATP binding and ADP release.12,13

This is called temperature sensitive (TS) step because the temperature dependence of its reaction rate is

larger than the other reactions. Because of this temperature dependence, it is difficult to detect at around

room temperature. However at lower temperature (around T < 10◦C), it becomes evident. According to

the Arrhenius law (later mentioned), large temperature dependence means large activation free energy

and this reaction could be related to the large conformational change and the torque generation.14

2. High speed AFM

The high speed atomic force microscopy (AFM) revealed that the rotorless F1 molecule still shows

rotation-like motion with rhythmical open and close motion of the three β subunits although the speed

of the “rotation” is slower than that of F1 with γ-subunit.15,16 This shows that corporative motion of

(αβ)3-subunit and γ-subunit also enhances the catalytic rate.

3. Small rotation after hydrolysis

During the catalytic dwell, a small rotation was found to take place after hydrolysis by means of data

mining approach.17 The linear fitting of the rotary angle time series during each catalytic dwell shows

a positive slope and this is well explained by a Langevin model incorporating a ∼20◦ rotation after

hydrolysis. This model also supports the reaction order where hydrolysis happens first and Pi release

next. In addition to the positive fitting slope, the autocorrelation of the rotary angle during the dwell

shows double exponential decay, which cannot be explained by a model without the small rotation during

the dwell. Because Pi release is much more sensitive to the rotary angle than hydrolysis, this small angle

shift brings the system where Pi is much easier to be released; in other words, hydrolysis was revealed

to play a role of a ‘key’ to ‘unlock’ Pi release to enhance the correct reaction ordering.

1.2 Rate Constants, Rate Coefficients, and Dwell Time Analysis

1.2.1 What is the Rate Constant?

As shown in the previous section, the rate constant is one of the key quantities to reveal the kinetic

pathway of biomolecules. The chemical reaction in a biomolecule in general consists of various elementary

chemical reaction processes. Such elementary reactions include the binding or detaching of the chemical

substances to catalyze (ligand), electron transfer between the biomolecule and the ligand or within the

protein, and small or large protein conformational changes, for example. The biomolecule reaction stands

on a hierarchy of various reactions with different spatio-temporal scales. In general, the waiting time of

the chemical reaction is considered to obey an exponential function. Under such a situation, the rate

constant is the exponent of this waiting time distribution.

As well as this is the measure of the timescale of the chemical reaction, we can also estimate the

minimum energy the system needs to induce the reaction, that is, the activation energy Ea. According

to the Arrhenius law, the temperature dependence of the rate constants can be expressed as follows;

k ∝ exp(−Ea/kBT ). (1.1)
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kB , T are the Boltzmann constant and the temperature, respectively. This is an empirical law and known

to hold for a wide variety of chemical reaction processes.

Based on the statistical mechanics, a microscopic understanding of this law was attained by Eyring18

and Evans & Polanyi,19 called the transition state theory. They considered that the chemical reaction

is the transition between a chemical potential well to another, climbing up the energy barrier bridging

over the two potentials. The height of this barrier corresponds to the activation energy Ea. The dividing

boundary lying between the initial state (reactant) potential and the final state (product) potential is

called the transition state. The rate constant is the escape rate from the reactant potential to the product

potential. With equilibrium statistical mechanics treatment, they calculated the ratio of the flow at the

transition state from the reactant to the product over the the probability to reside in the reactant state,

they obtained the rate constant of the reaction as follows;

k =
kBT

h
exp

(
− Ea

kBT

)
, (1.2)

where h is the Planck constant.

Later on, the thermodynamic interpretation of this relation was proposed.

k =
kBT

h
exp

(
−∆G‡

kBT

)
(1.3)

∆G‡ is the (Gibbs’) activation free energy. Because chemical reactions in general take place under the

isothermal condition and the Gibbs’ free energy is related with the enthalpy H and the entropy S as

G = H − TS, the activation free energy is expressed as ∆G‡ = ∆H‡ − T∆S‡, where ∆H‡,∆S‡ are the

activation enthalpy and entropy. Using this relationship, eqn(1.3) can be rewritten as

k =
kBT

h
exp

(
∆S‡

kB

)
exp

(
−∆H‡

kBT

)
. (1.4)

Comparing it with eqn(1.2), the activation enthalpy ∆H‡ corresponds to the barrier height and the

activation entropy ∆S‡ to the difference in the phase space volume between the reactant potential and

the transition state, which can be understood as the width of the reactant potential when the system

can be projected onto one-dimension.

1.2.2 Dwell Time Analysis to Obtain the “Rate Constants”

In the single-molecule studies of F1-ATPase, “rate constants” have been experimentally obtained from

the rotary dwell time analysis. Because the rotary dwell can be understood as the waiting time for the

intermediate reactions, the dwell time distribution is expected to have the exponents which correspond

to their rate constants. For example at catalytic dwell, a double-exponential function is often used for

simplicity based on the reaction scheme that hydrolysis and Pi release take place successively, neglecting

the backward reactions, ATP synthesis and Pi rebinding. In this case, the fitting function can be obtained

from the convolution of the two exponential functions;
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P1,2(τ) =

∫ τ

0

∫ τ

0

δ(τ − (τ1 + τ2))P1(τ1)P2(τ2)dτ1dτ2 (1.5a)

=

∫ τ

0

k1e
−k1τ1k2e

−k2(τ−τ1)dτ1 (1.5b)

=
k1k2

k1 − k2

(
e−k2τ − e−k1τ

)
, (1.5c)

Its survival distribution S(τ) = 1−
∫ τ

0
P (τ ′)dτ ′ is;

S1,2(τ) =
k1k2

k1 − k2

(
e−k2τ/k2 − e−k1τ/k1

)
. (1.6)

Although this fitting method is quite often adopted, we must remark here that there are two assumptions.

First one is that the waiting time for the waiting time distribution for each intermediate reaction is single-

exponential. The second one is that the waiting time of the two reactions are independent of each other.

So far in experiments, almost no careful attention is paid to the validities of these assumptions because

the double-exponential fitting goes well under the temperature around 15 ∼ 30◦C.

1.2.3 Angle-dependent Rate Constant

Recently, a new aspect of the rate constants was revealed by trapping experiments with magnetic

tweezers.11,20 The rate constants of the intermediate reactions were found to depend on the rotary

angle. A magnetic bead was attached to the γ-subunit and the rotation was arrested by the magnetic

field at certain angle for a while. If the reactions take place during the arrest, the γ-subunit goes on

to the equilibrium position of the next dwell after the magnetic field is cut off while it goes back to

the equilibrium position of the current dwell if the reactions are not completed. Repeating this catch-

and-release process for many times, the probability Pf(t) of whether the γ-subunit rotates forward or

backward after the arrest was measured for different arresting time t. Fitting this function with a

model function constructed by assuming a kinetic scheme during the arrest, the rate constants of the

intermediate reactions at a fixed arrested angle were estimated. This result shows that the reaction and

the rotation are intimately coupled and suggests that how the rotary angle fluctuates during a dwell also

affects the dwell time. In other words, the dwell time fitting exponents, which have been called “rate

constants”, are affected by the mechanical fluctuation of the protein conformation. Actually, the friction

dependence of the Pi release “rate constant” obtained by the dwell time analysis was well explained by this

angle-dependent rate constants and the change in the rotary angle fluctuation, utilizing a mathematical

model reflecting this chemo-mechanical coupling picture.21 In order to make a clear distinction from the

angle-dependent rate constants, from now on we call these quantities as “rate coefficients” and denote

them as k̄i.

In this research, we take a closer look at the relationship between the enzyme kinetics and the confor-

mational fluctuation.
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1.3 Brownian Motion and Fluctuating Enzymes

Because proteins work in a nano-scale world, the thermal fluctuation cannot be neglected. In modeling

their behavior, mathematical tools for Brownian motion is sometimes adopted. In this section, we give

a brief explanation of the Langevin and Fokker-Planck equation to describe Brownian dynamics and

review protein dynamics studies based on these formalisms.

1.3.1 General Description of Brownian Motion

Brownian motion was first found by Robert Brown from grains inside pollens in water.22 Its cause was

theoretically investigated by the pioneering work by Albert Einstein23,24 and experimentally verified by

Jean Perrin.25,26

A trajectory of Brownian motion is completely random; it changes the direction every time without

correlation. Consider that X(t) is a trajectory of Brownian motion. Its spatial displacement after time

∆t, that is, ∆X(t) = X(t+∆t)−X(t), is independent and identically distributed Markov process and

its average is 0. It does not depend on the time t, either. Moreover, its standard deviation increases with

square root of time displacement on average;
√
E[(∆X(t))2] ∝

√
∆t, where E[·] is the ensemble average.

Especially, the probability distribution P (∆X; ∆t) of ∆X(t) was Gaussian;

P (∆X;∆t) =
1√

πC∆t
exp

{
− (∆X)2

C∆t

}
, (1.7)

where C is a constant magnifying the speed of the motion. Later, it was summed up as Wiener process

B(t) as bellow;

E[B(t)] = 0, (1.8a)

E[B(t1)B(t2)] = min(t1, t2). (1.8b)

The second relationship includes the linear time evolution of the mean square displacement

E[B(t)2] = t, (1.9)

and the independence of the spatial displacement

E[{B(t1)−B(t2)}{B(t3)−B(t4)}] = 0 (1.10)

if the time intervals (t1, t2) and (t3, t4) have no overlap.

1.3.2 Langevin Equation for Each Brownian Trajectory

In order to describe the detailed dynamics of the Brownian motion in physics, Langevin equation27–31

was first introduced by P. Langevin.32,33

m
d2x(t)

dt2
= −η

dx(t)

dt
− dU(x)

dx
+
√
2Dξ(t). (1.11)
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This Newtonian equation of motion describes a trajectory of a Brownian particle under a potential U(x).

The first term in the right hand side −η dx
dt is the frictional force due to the surrounding media. If the ratio

of the mass m and the friction constant η is much smaller than the observation timescale m/η << τob,

the inertia can be neglected and we can omit the second derivative term;

η
dx(t)

dt
= −dU(x)

dx
+

√
2Dξ(t). (1.12)

It is called overdamped limit and in general verified in describing protein dynamics (details are in

Appendix A.1.1).

ξ(t) is a Gaussian random white noise and corresponds to the time derivative of a Wiener process

ξ(t) = dB(t)
dt although this B(t) is actually not differentiable. Because of the properties above (1.8), this

white noise has these properties

⟨ξ(t)⟩ = 0, (1.13a)

⟨ξ(0)ξ(t)⟩ = δ(t). (1.13b)

⟨·⟩ represents the ensemble average over every possible noise realization. Eqn.(1.13a) means the direction

(+ or −) and size of the noise has no bias and eqn.(1.13b) means that the noise size and direction is

independent at different time. We remark that if we write the random noise as F (t) =
√
2Dξ(t), its

correlation function is ⟨F (0)F (t)⟩ = 2Dδ(t)

It is sometimes wrongly understood that the random force term
√
2Dξ(t) is the collisional force of the

surrounding molecules to the Brownian particle. It is partly true but the frictional force term −η dx
dt also

originates from the collision. The random force is the mean force due to the molecular collision forces

averaged within a mesoscopic timescale. Because both random force and frictional force terms share the

same origin, there is an important relation between the friction constant η and the diffusion constant

D called the fluctuation dissipation relation. When the thermal equilibrium is attained between the

surrounding media and the Brownian particle, the relation below holds;

D = ηkBT. (1.14)

kB and T are the Boltzmann constant and the temperature, respectively.

1.3.3 Special Case: Ornstein-Uhlenbeck Process

When there is no potential, the underdamped Langevin equation (eqn.(1.11)) is

m
du(t)

dt
= −ηu(t) +

√
2Dξ(t), (1.15)

where u(t) = dx(t)/dt is the velocity. Meanwhile, the Brownian motion under a harmonic potential

U(x) = 1
2kx

2 in the overdamped limit is

η
dx(t)

dt
= −kx(t) +

√
2Dξ(t). (1.16)

These two elementary processes have the same mathematical structure and called the Ornstein-Uhlenbeck

(O.-U.) process. The important properties in the O.-U. process are that the average, the standard

7



deviation, and the autocorrelation function can be easily obtained in simple forms. Especially, taking

the overdamped limit with a harmonic potential as an example the autocorrelation function is as follows;

⟨x(t)x(t′)⟩ = kBT

k
e−

k
η |t−t′|. (1.17)

Here, the thermal equilibrium and the fluctuation dissipation relation (eqn.(1.14)) are assumed at any

time instant so that k⟨x(t)2⟩/2 = k⟨x(0)2⟩/2 = kBT/2. This relation shows that the memory of the

trajectory decays with a time constant τrel = η/k. We use this relationship later in the parameter

estimation of a molecular motor model.

In addition, the average and (square of) the standard deviation are as follows;

⟨x(t)⟩ = ⟨x(0)⟩e−
k
η t t→∞−−−→ 0, (1.18a)

⟨x(t)2⟩ − ⟨x(t)⟩2 =
D

ηk

(
1− e−

2k
η t
)

t→∞−−−→ D

ηk
=

kBT

k
. (1.18b)

The mathematical details are in Appendix A.1.2.

1.3.4 Fokker-Planck Equation for Ensemble Behavior

While the Langevin equation describes a single trajectory of the Brownian motion, its ensemble behav-

ior is described by the Fokker-Planck equation, a time propagation equation of the distribution function.

Given a general form of the Langevin equation

dX(t) = a(X, t)dt+ b(X, t)dB(t), (1.19)

the corresponding Fokker-Planck equation is

∂P (X; t)

∂t
= − ∂

∂X
{a(X, t)P (X; t)}+ 1

2

∂2

∂X2
b(X, t)2P (X; t). (1.20)

P (X; t) is the probability distribution of X at time t. The derivation is in Appendix A.1.3. The first

term of the right hand side is the derivative of the flux, a(X, t)P (X; t), which is caused by the potential

force or the external force. The second term causes the diffusive motion induced by the random force.

Especially, the Langevin equation with overdamped limit corresponds to

∂P (x; t)

∂t
= − ∂

∂x

{
−1

η

dU(x)

dx
P (x; t)

}
+

D

η2
∂2

∂x2
P (x; t), (1.21)

which is called Smolchowski equation. In this case, the stationary solution Pst(x) can be easily obtained

with boundary conditions Pst(x)
x→±∞−−−−−→ 0 and ∂Pst(x)

∂t

x→±∞−−−−−→ 0;

Pst(x) =
1

Z
exp

{
− η

D
U(x)

}
where Z =

∫ ∞

−∞
exp

{
− η

D
U(x′)

}
dx′.

(1.22)

It coincides with the Maxwell-Boltzmann equilibrium distribution ∝ exp
{
−U(x)

kBT

}
if we assume the

fluctuation dissipation relation (eqn.(1.14)).
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Now we consider the relaxation process toward the equilibrium distribution with a fixed initial condition

x(0) = x0, which means P (x; t = 0) = δ(x− x0). Its time evolution can be relatively easily obtained in

the Ornstein-Uhlenbeck process. The Fokker-Planck equation of the Ornstein-Uhlenbeck process is

∂P (x; t)

∂t
= − ∂

∂x

{
−k

η
xP (x; t)

}
+

kBT

η

∂2

∂x2
P (x; t). (1.23)

Solving this equation, we obtain;27

P (x; t) =

√
k

2kBT (1− e−
2k
η t)

exp

{
− k(x− x0e

− k
η t)2

2kBT (1− e−
2k
η t)

}
t→∞−−−→

√
k

2kBT
exp

(
−kx2/2

kBT

)
(1.24)

It shows that the probability distribution asymptotically approaches the Maxwell-Boltzmann distribution

for any initial distribution. Moreover, its characteristic timescale is τrel = η/k.

1.3.5 Reaction-Diffusion Formalism for Enzyme Kinetics: Disperse Kinetics and Dynamic

Disorder

Using the mathematical formalism described in the previous subsections, the relation between the

enzyme conformation fluctuation and the chemical reactions has been discussed since 1980’s. The ini-

tiative work would be Agmon and Hopfield’s theoretical study on CO rebinding to Heme-protein.34,35

In experiments, the CO bound to Heme was dissociated by laser pulse and the rebinding process was

measured, showing that the decay rate of the unbound Heme is non-exponential and that this decaying

dynamics is affected by the viscosity of the media.36 In order to explain this anomalous kinetics and

viscosity dependence deviating from the Kramers’ theory,37 they added a phenomenological coordinate

X manifesting the protein conformational fluctuation perpendicular to the intrinsic reaction coordinate

and introduced a one-component rate equation of the unbound Heme concentration C(X) whose rate

constant k(X) depends on the enzyme conformation fluctuation described by a Brownian motion in a

harmonic potential (O.-U. process);

dC(X)

dt
= −k(X)C(X), (1.25a)

dX(t)

dt
= −λX(t) +

√
2λkBTξ(t). (1.25b)

X(t) corresponds to the conformational motion of the protein which is continuously opening and closing

and λ is the equilibrium relaxation rate of the protein conformation. Considering that the rate constant

of the reaction changes with the conformation, the rate constant depends on X(t); especially in their

study, they assumed an exponential dependence

k(X) = A exp(−αX), (1.26)

where A and α are constants. If α ∝ 1/kBT , this dependence can be interpreted as due to the linearly-

X-dependent activation free energy. The formal solution of this equation is as follows;

C(t) = C(0) exp

{
−
∫ t

0

k(X(s))ds

}
. (1.27)
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While it becomes single exponential decay C(t) = e−kt if the rate constant k(X) does not depend on X,

the actual decaying process depends on the Brownian motion ofX. In order to understand it more clearly,

we transform eqn.(1.25) into an equivalent partial differential equation of the concentration C̄(X; t) at

conformational coordinate X;

∂C̄(X; t)

∂t
= −k(X)C̄(X; t)− ∂

∂X

{
−λXC̄(X; t)

}
+ λkBT

∂2

∂X2
C̄(X; t). (1.28)

This is called Agmon-Hopfield equation and can be easily understood as adding the reaction term

−k(X)C̄(X; t) to the Fokker-Planck equation of the O.-U. process (eqn.(1.23)) and we can say that

this system is within a reaction-diffusion formalism. While the conformation X(t) approaches the equi-

librium distribution P (X) ∝ exp(−X2/2kBT ) with the characteristic timescale τrel = 1/λ in the same

way as the previous subsection, the concentration C̄(X; t) decreases at each coordinate X with a rate

−k(X)C̄(X; t).

The concentration of the unbound Heme C(t) can be obtained by integrating the solution of eqn.(1.28)

over X, that is, C(t) =
∫
C̄(X; t)dX. Because this system has two timescales for the conformational

relaxation and the chemical reaction and these two processes are coupled through the rate constant

k(X), the decaying process of the unbound Heme concentration C(t) =
∫
C̄(X; t)dX is affected by the

relationship between these timescales. In order to understand it intuitively, we take two extreme cases

as examples.

• Static disorder

When the reaction timescale is shorter than the diffusion timescale of X over the potential, the

decaying dynamics only depends on the initial condition of X at t = 0 because the reaction takes

place before the relaxation process of X begins;

C(t) = C(0)

∫
exp {−k(X)t}P (X; t = 0)dX. (1.29)

• Fast diffusion limit

When the diffusion timescale is shorter than that of the reaction timescale, there is enough time

to relax into the equilibrium state in the potential before the chemical reaction takes place. In this

case, regardless of the initial condition of X, the time evolution of the concentration C(t) decays

single exponentially as
C(t) = C(0) exp(−⟨k⟩eqt), (1.30)

with the overall rate constant averaged over the equilibrium ensemble;∫ t

0

k(X(s))ds =

{
1

t

∫ t

0

k(X(s))ds

}
t ≈

{∫
k(X)Peq(X)dX

}
t. (1.31)

The point is that the kinetics changes depend on the relationship between two timescales: the chemical

reaction timescale and the diffusion (or equilibrium relaxation) timescale. When the diffusion timescale is

short enough compared with the chemical reaction, the equilibrium relaxation process of the conformation

can be neglected and the decaying of the unbound Heme concentration is single-exponential with the rate
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constant ⟨k⟩eq. On the other hand, when the diffusion is too slow compared with the reaction timescale,

the protein conformation can be regarded as “frozen” while waiting for the reaction. The time evolution

of the concentration C(t) is affected by the initial condition of the conformation and on average it has

various exponents. In the intermediate case when the reaction and diffusion timescales are comparable,

the reaction takes place before the memory of the initial condition is completely lost and we can expect

non-exponential decaying process.

Agmon and Hopfield considered that the non-exponential decaying of the unbound Heme protein is due

to the multiple reaction pathways affected by the non-equilibrium conformational fluctuation induced by

the timescale competition.

This can be generalized into the discrete kinetics case. When the protein can take multiple numbers of

conformations before the chemical reaction happens, the whole kinetics can be described by the Markov

chain network. If each conformation has a different rate constant, the waiting time for the chemical

reaction can be affected by the transition timescale among the conformations. Actually, the kinetics

with continuous conformational change in Agmon-Hopfield model can also be transformed into this

discrete kinetics by time-discretization.

This mechanism of the disperse kinetics was applied to other fields (e.g. the electron transportation

kinetics of a protein, Sumi-Marcas theory38) and called dynamic(al) disorder.39 Around 2000’s, the single

molecule measurement technology was developed and it became possible to directly observe the enzyme

turnover kinetics. Labelling cholesterol oxidase molecules by fluorescent dyes, S. Xie group succeeded in

detecting the non-exponential kinetics in the turnover time distribution.40–42 They also found that the

successive turnover time was positively correlated and tried to explain it within the similar framework as

the Agmon-Hopfield kinetics.43 They considered that the enzyme can take several different conformations

before the ligand binding and that some of them are more reactive than the others (in other words, have

larger rate constants). When the ligand concentration is high enough and the ligand binding timescale

is comparable with that of the conformation transition, the protein can continue to take the same

conformation and the turnover time does not change so much.44,45 Although their theoretical model can

not fully explain the diagonal positive correlation on the two-body correlation plot, an improved model

by Mikhaelov group succeeded in reproducing it.46

In these ways, the coupling between the conformational fluctuation and the reaction rates has been

intensively discussed to explain the anomalous kinetics of proteins. As the rate constants of the reactions

are coupled with the rotary angle of the F1-ATPase, such behaviors could also be observed in protein

motor systems. On the other hand, there are skeptical views on the dynamic disorder that such phe-

nomena could have arisen from the artifacts in analysis of the experimental data.47 The change of the

intensity of the fluorescence can be indistinguishable with the noise due to the thermal fluctuation or

diffraction in observation. In such a low signal-to-noise (S/N) ratio data, the rapid fluctuation of the

noise can be detected as the change point and many short time series segments come out successively and

regarded as turnover time, producing an artificial positive correlation. Actually, a case is reported that

the correlation disappeared by introduction of an objective change point detection method. So far the

dynamic disorder models were discussed to explain the experimental results although doubts are shed

against their reliability. Proposing the experimental verification based on the model simulation approach
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is expected to reinforce the plausibility of this phenomenon. In this sense, F1-ATPase is a good target

to study.

1.4 Purpose of this Study

In this study we focus on the effect of the fluctuation on the chemical kinetics of F1-ATPase. Because

of the chemo-mechanical coupling through the rotary-angle-dependent rate constant, we can expect the

emergence of the disperse kinetics when the rotary angle diffusion timescale gets short relative to the

reaction timescale. In order to realize such situation, there are three possible quantities to change;

• Friction

As was done by R. Watanabe et al.,21, the diffusion timescale can be changed by attaching rotation

probes with different effective friction constants (different size, material, shape) to the γ-subunit.

• Reaction rate

Some of the reaction rates can be continuously modulated to some extent. The ATP binding rate

constant is dependent on its concentration in the solvent linearly. The Pi release rate constant

itself is difficult to manipulate but by changing the its concentration the net rate can be changed

through the rebinding.7

• Temperature

Both diffusion and reaction timescales are affected by temperature. Based on the Arrhenius

picture, the chemical reaction is accelerated by increasing the temperature. The viscosity of the

solvent also decreases at high temperature in general and the mobility of the γ-subunit can be

enhanced.

Among them, we take a look at the effect of the temperature in this work.

As to the temperature, the F1-ATPase widely studied in experiments are derived from thermophilic

Bacillus (bacteria), whose physiological temperature is around 75◦C although single molecule measure-

ments are usually done at room temperature. The highest temperature reported so far is 40◦C48 and it

is difficult to observe the molecule at temperature higher than that because of the experimental settings

(e.g. the durability of the camera lens and the molecular attachment to the cover glass surface). From the

temperature dependence of the rate coefficient, the activation free energy of the intermediate reactions

are estimated assuming the Arrhenius law.14,49 However, the rate coefficient obtained from the dwell time

analysis not only depends on the activation free energy but also on the rotary angle fluctuation because

of the chemo-mechanical coupling. Due to the disperse kinetics, non-obvious temperature dependence

could appear and affect the result of the experiments. Actually, the breakdown of the Arrhenius relation

is expected from theoretical view points.34,50

In order to elucidate how the rotary angle fluctuation changes with temperature and affects the kinetics

of the F1-ATPase, especially the temperature dependence of the rate coefficients and the correlation in the

time waiting for the reaction. Because the essential factor to induce the disperse kinetics is the intimate
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coupling of the conformation and the reactivity, we focus on the catalytic dwell, where the angle-sensitive

Pi release takes place. We adopted a potential switching model used in the experiment-based studies17,21

and extended it so as to be applicable to a wide range of temperature. In order to be faithful to the

reality, we tuned the model parameters from the time series analysis of the experimental data, the single

molecule rotary assay around room temperature. From the extrapolative simulation study with the

model, we investigated the rate coefficients and the reaction time correlation of the hydrolysis and Pi

release steps at higher and lower temperature than room temperature, which is unaccessible within the

current technology of the single molecule observation.
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Chapter 2

Model Settings and Data Analysis

2.1 Experimental Data

2.1.1 Details of the Data

First of all, the experimental data we analyze to make a mathematical model is provided by Prof. Noji

and Dr. Watanabe in the University of Tokyo, the same data as was investigated in R. Watanabe et al.

(2013).21 The data sets are obtained under the condition below;

- A gold nano particle with 80nm diameter is attached to the γ-subunit as a rotary probe

- High time resolution with 27000 frames per second (fps)

In this condition, the catalytic dwell can be detected with the wild type F1 molecule.

- High ATP concentration (200µM)

In this condition, the ATP binding dwell is too short to observe with the time resolution above.

- Four different temperature at 16, 20, 25, 33◦C

From the temperature difference of the analysis result, we extract a physical quantity which corresponds

to the activation free energy (Sec.2.4.2).

Due to the first and second conditions, we can concentrate only on the catalytic dwells at T ≥ 20◦C.

Because the catalytic dwell contains the angle sensitive Pi release step, it meets with our motivation to

elucidate the chemo-mechanical coupling effect. For 16◦C data, however, the ATP binding dwells are

also detected because of the temperature sensitive step and so we have to select out catalytic dwells and

binding dwells (see Sec.2.3.3)

The experimental time series data we received are as below (see also Fig.2.1);

• the rotary trace (the (X,Y ) coordinate of the probe bead detected above by microscopy)

• the rotary angle (two types : the one with 360◦ unit and the accumulative one)
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Fig.2.1: A sample of the experimental data (25◦C). (a) The rotary trace of the probe bead attached to

the γ-subunit observed from above. The rotation center is set as the origin of the coordinate. (b) The

accumulative rotary angle of the γ-subunit obtained from the rotary trace. Because of the experimental

conditions mentioned above, it is 120◦ stepwise with catalytic dwells.

The rotary angle is given in advance from the rotation center (X0, Y0) ((0, 0) in Fig2.1(a)) assigned by

the experimentalists. However, when the rotary center seemed to shift during the rotation, we reassigned

the rotation center for short time intervals and applied polynomial fitting to obtain the time-dependent

rotation center.

We made a mathematical model based on this experimental setting and tuned the physical parameters.

2.2 Potential Switching Model

2.2.1 General Description

In order to theoretically investigate the dynamics and kinetics of the F1-ATPase, a one-dimensional

potential switching model51,52 is often adopted, taking the rotary angle θ of the γ shaft as the coordinate.

The basic properties of the model are as below;

• the rotary dwell waiting for a chemical reaction is described as the Brownian motion in a potential

• the rotation is described by the stochastic shift of the potential

The harmonic potential reflects the elastic force exerted to the γ-subunit due to the conformational

deformation of the (αβ)3-subunit. The switching of the potential corresponds to the conformational

change of the (αβ)3-subunit induced by chemical reactions. A simple mathematical manifestation of this

setting is as follows;52

∂Pi(θ; t)

∂t
= − ∂

∂θ

{
− 1

Γ

dUi(θ)

dθ
Pi(θ; t)

}
+

kBT

Γ

∂2

∂θ2
Pi(θ; t) +

N∑
j

{kj→iPj(θ; t)− ki→jPi(θ; t)} . (2.1)
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Γ is the effective friction constant of the revolving rotation probe. The number of dwells is assumed

to be N and Pi(θ; t) is the rotary angle distribution in the ith dwell at time t. Quite similarly to

the Agmon-Hopfield model (eqn.(1.28)), the term representing the discrete transition between states

(the third term of the right hand side of eqn(2.1)) is added to the Smolchowski equation. ki→j is the

rate constant of the transition from the ith state (dwell) to the jth state (dwell). The remarkable

differences from the Agmon-Hopfield model are that it can take multiple states (i = 1, 2, ..., N) and that

the incoming transition kj→iPj(θ; t) is also taken into account. Because of these properties, the total

probability Psum(θ; t) =
∑N

i Pi(θ; t) can be conserved contrary to the Agmon-Hopfield model, where the

concentration C̄(x; t) decays with time. In this case, the probability distribution Pi(θ; t) approaches the

steady state distribution P st
i (θ) with time, which is the solution of eqn.(2.1) with zero time-derivative

∂Pi(θ;t)
∂t = 0.

2.2.2 Simple Example of Non-equilibrium State

Here, we take a simple example to consider the effect of the incoming transition term;

θO

U(�)

-θb

k(θ)

Fig.2.2: The schematic picture of the single potential switching model. A trajectory in Brownian motion

escapes from a potential U(θ) with an angle-dependent rate constant k(θ) and returns to the same

potential with θb angle shift. The grey broken line shows the angle-dependent activation free energy

barrier, which corresponds to ∆G‡(θ) = −kBT log {hk(θ)/kBT}.

∂P (θ; t)

∂t
= − ∂

∂θ

{
− 1

Γ

dU(θ)

dθ
P (θ; t)

}
+

kBT

Γ

∂2

∂θ2
P (θ; t)− k(θ)P (θ; t) + k(θ + θb)P (θ + θb; t). (2.2)

This exactly coincides with the Agmon-Hopfield model (1.28) except for the last term +k(θ + θb)P (θ +

θb; t). Because of this term, the trajectory escaped from the potential due to the term −k(θ)P (θ; t) comes

back with the angle shift −θb, conserving the probability P (θ; t) as is simply understood by integrating

left and right hand sides of the eqn.(2.2) with θ so that ∂
∂t

∫
P (θ; t)dθ = 0. This type of reinsertion with

angle shift is physically plausible in rotary protein motor systems because of the symmetrical structure.

For example in the F1-ATPase, moving to the next catalytic dwell can be represented by reinsertion with

120◦ if the three catalytic dwells can be regarded as exactly the same.
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The steady state distribution of this setting Pst(θ) is obtained by solving

0 = − ∂

∂θ

{
− 1

Γ

dU(θ)

dθ
Pst(θ; t)

}
+

kBT

Γ

∂2

∂θ2
Pst(θ)− k(θ)Pst(θ) + k(θ + θb)Pst(θ + θb). (2.3)

When the effect of diffusion is dominant and the reaction k(θ + θb)Pst(θ + θb) can be neglected, this

equation coincides with an ordinary Smolchowski equation (eqn.(1.21)) and Pst(θ) is almost close to

the equilibrium distribution Peq(θ) ∝ exp
{
−U(θ)

kBT

}
as is discussed in Sec.1.3.4. This is called quasi-

equilibrium state. On the other hand, Pst(θ) generally deviates from Peq(θ) when the reaction cannot

be neglected. This deviation is brought about because the reaction takes place before the equilibrium

relaxation is completed. Here we call this non-equilibrium state. The form of the non-equilibrium steady

state distribution Pst(θ) is mainly determined by two properties; the strength of the diffusion (determined

by the diffusion constant D = kBT/Γ ) relative to the reaction (determined by the rate constant k(θ)),

and the initial angle distribution P (θ; t = 0).

In all, we can see that the competition between the diffusion timescale and the reaction timescale also

plays an important role when the incoming probability exists. When the diffusion is much more rapid

than the reaction, the system approaches the quasi-equilibrium state. If the reaction is dominant, the

equilibrium relaxation cannot catch up with the potential switching due to the reaction and the non-

equilibrium sate appears. This mechanism to produce the diffusive non-equilibrium property can also

take place when the number of states (dwells) is more than one.

2.2.3 Model Introduction of this Study

In this study, we scrutinize the chemo-mechanical coupling kinetics of the F1-ATPase during the

catalytic dwell at higher and lower temperature, where the single molecule observation cannot be done

with the current technology. The chemo-mechanical coupling model of the catalytic dwell was first

constructed by Watanabe et al. (2013)21. The number of the states (dwells) N = 2 so that Pi release

takes place after hydrolysis successively. In addition, they introduced the angle-dependent rate constant

ki(θ) ∝ ebiθ based on the stall-and-release experiment with magnet tweezers,11,20 where i represents

hydrolysis or Pi release and bi is a constant. Although the potential Ui(θ) is the same for the hydrolysis

waiting state and the Pi release waiting sate in their setting, C.-B.Li et al.(2015)17 modified it so that

a ∼20◦ angle shift takes place to manifest the small rotation after hydrolysis, making a clear distinction

between the pre-hydrolysis dwell and the post-hydrolysis dwell. We adopted this model setting and

expanded it so that we can change the temperature through the effective friction Γ (T ) and the angle-

dependent rate constant ki(θ;T ) (explained in Sec.2.2.4).

The schematic picture and the mathematical description are as follows;

∂P pre(θ; t)

∂t
= − ∂

∂θ

{
− 1

Γ (T )

dUpre(θ)

dθ
P pre(θ; t)

}
+

kBT

Γ (T )

∂2

∂θ2
P pre(θ; t)

− khyd(θ;T )P
pre(θ; t) + kPi(θ + 120◦;T )P post(θ + 120◦; t),

(2.4a)

∂P post(θ; t)

∂t
= − ∂

∂θ

{
− 1

Γ (T )

dUpost(θ)

dθ
P post(θ; t)

}
+

kBT

Γ (T )

∂2

∂θ2
P post(θ; t)

− kPi(θ;T )P
post(θ; t) + khyd(θ;T )P

pre(θ; t).

(2.4b)
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Rotary Angle θ

Fig.2.3: The schematic picture of the potential switching model (above) and and the F1 kinetic scheme

(below). The green shaped objects in the kinetic scheme picture show the F1 molecule observed from

above. The three circles show the catalytic sites of the (αβ)3-subunit and the red arrow indicates the

rotary angle of the γ-subunit.

P pre/post(θ; t) is the angle distribution in the pre- or post-hydrolysis dwell. The potential Upre/post(θ)

is basically harmonic but smoothly connects to linear forms at left and right edges so that the torque

|dUpre/post(θ)/dθ| amounts to the experimental value at maximum (the detail is described later in this

chapter).

khyd(θ;T ), kPi(θ;T ) are the rate constants of hydrolysis and Pi release, respectively. In this setting,

the backward reactions, i.e., ATP synthesis and Pi rebinding, are neglected because their rate constants

are small enough compared with those of the forward reactions according to the result of the C.-B.Li et

al.(2015).17 We consider it a plausible approximation as long as we only look at the reaction timescales

but from the view point of the energetics it is unreasonable because the zero rate constant means the

activation free energy barrier height is infinite for backward reactions. If we scrutinize the energetics

of this protein, we have to include the true values of the backward reaction rate constants after make

it clear why the rate constant of the ATP synthesis appears to be zero during free rotation although

non-negligible value is reported by the stall-and-release experiment.20

2.2.4 Temperature Dependence of the Model Setting

The temperature dependence is introduced to the angle-dependent rate constant ki(θ;T ) and the

effective friction Γ (T ).
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First, the angle-dependent rate constant is set as follows;

ki(θ) = νi exp

(
−εi − αiθ

kBT

)
. (2.5)

This is based on the interpretation that the result of the stall-and-release experiment ki(θ) ∝ ebiθ 20 is

due to the angle-dependent activation free energy. The activation free energy corresponds to εi − αiθ,

where εi is the averaged value over the rotary angle and the angle dependence coefficient αi is related

with the experimental result as αi/kBT = bi. The parameter νi is the prefactor and here it is constant.

Theoretically it linearly depends on temperature T but that dependence is usually smaller than the

exponential part and negligible. Moreover, we did not introduce θ dependence to this parameter for

simplicity (discussed in detail in Sec.3.1.3).

Next, the temperature dependence of the effective friction constant Γ (T ) is set to be the same as that

of pure water. Theoretically, the effective friction constant Γ of a sphere with radius a revolving around

a fixed axis with revolution radius xr is represented as below;48,53

Γ (T ) = (8πa3 + 6πax2
r)η(T ), (2.6)

where η(T ) is the solvent viscosity. Because we have no data on the temperature dependence of the

solvent viscosity, we introduced an artificial assumption that it shows the same temperature dependence

as pure water viscosity ηw(T ), that is, η(T ) = Cηηw(T ) with a proportionality constant Cη. This constant

is determined from the data analysis results (shown later in this chapter).

2.2.5 Calculation with Langevin Representation

In the actual calculation, we used the Langevin equation instead of the Fokker-Planck representation

in order to focus on the behavior of the single trajectory.

Γ (T )
dθ(t)

dt
= −dU (pre/post)(θ)

dθ
+
√

2Γ (T )kBTξ(t) (2.7a)

⟨ξ(t)⟩ = 0, ⟨ξ(t1)ξ(t2)⟩ = δ(t1 − t2), (2.7b)

where ξ(t) is a Gaussian white noise. The switching of the potential U (pre/post)(θ) obeys the Poissonian

process with the angle-dependent rate constant ki(θ;T ). The detail of the numerical calculation is in the

Appendix A.2.

From the simulation trajectory of this Langevin equation, we calculate the dwell time distribution and

the dwell time correlation. Although they could be calculated from the Fokker-Planck representation,

the Langevin representation is easier.

2.3 Time Series Analysis I : Rotary Dwell Detection and Data Selection

The model discussed in the previous section included some parameters such as the effective friction

Γ (T ), the prefactor and the averaged activation free energy of the angle-dependent rate constant (νi, εi).

In order to make the model consistent with reality, we tune the model parameters based on the exper-

imental data. The time series analysis for parameter tuning roughly consists of two parts; the first one
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is the rotary dwell detection and the second one is the parameter inference. In this section, we explain

the first one: the mathematical methods to select out rotary dwells from the noisy time series.

The aim of the methods is to objectively detect (catalytic) rotary dwell segments from the step-wise

time series and determine which of the three catalytic dwells those segments belong to. The dwell

segments detected in this way are used for dwell time analysis and calculating the physical quantities

for the model parameter tuning (Sec.2.4). In order to do them, we apply two methods developed by

C.-B. Li et al. (2015)17 to the experimental data. The first one is the change point analysis (CPA) to

detect at which time the trend of the time series drastically changed. The time series segment between

the detected change points ideally corresponds to either a catalytic dwell or a rotation (power stroke)

part. The second methods, the soft clustering based on information theory, assigns these segments into

the rotation and one of the three catalytic dwells.

In addition to the CPA and the clustering, we also explain the dwell time analysis in this section

because during this process we select out data sets we use throughout this research so that we can obtain

reliable statistics.

2.3.1 Data Selection before Analysis

Before we apply time series analysis to the experimental data, we first selected out the data sets which

do not contain obvious defects. By checking the rotary trace of each data, we excluded the ones which

do not rotate in a clean circle and have too strong a deformation. Such data sets could be affected

by destructive interaction with the glass surfaces where the molecule is attached or have defects in the

molecular structure.

2.3.2 Change Point Analysis and Clustering Based on Information Theory

In order to distinguish at which time instant a rotary dwell or a rotation part begins and ends, we

detect change points of the linear trend of the rotary angle time series. We first apply the least square

linear fitting to the whole time series and decide whether there is at least one change point or not from

the size of the fitting error. In order to subjectively quantify it, we calculate the difference time series

from the linear trend and its cumulative sum adopting the difference between its minimum and maximum

values as a criteria of the error. This quantity, denoted as DCUMSUM, shows large value if the time series

has some consistent trends because the time series largely deviates from the linear fitting line for longer

time than the deviation due to the random fluctuation due to the thermal noises or shot noises. We

permute the time ordering of the difference time series, where the consistent trends are destroyed, and

construct the distribution of DCUMSUM among many sets of the permuted time series. If DCUMSUM of

the original time series is larger than the 95% confident area of this distribution, we declare that there is

at least one change point. Next, we locate the position of a change point. We divide the time series into

two at an arbitrary time position and applied the linear least square fitting to both of the two segments.

The change point is the dividing position where the sum of the least square errors for both segments is

smallest. After that we repeated these procedures above to the two divided segments until no change
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point is found and collect all the change points in the time series. We also estimate the uncertainties of

the change point positions by the bootstrapping method54 because the error in dwell lengths can affect

the dwell time distribution, affecting the values of rate coefficients.

In order to assign the time series segments divided by these change points into the rotation part or

one of the three (or six) rotary dwells, we apply a soft clustering method. This methods determines the

conditional probability P (Cα|ei) for a segment labeled as ei to be assigned into a dwell labeled as Cα

by an iteration algorithm to search for an optimized evaluation function based on the rate distortion

theory in the information theory.55 As an evaluation function, we adopt the sum of two quantities; the

total sum of the angle difference among the change point segments assigned into the same cluster and

the similarity between the change point segments before and after the clustering. The latter criteria

corresponds to the data compressibility and is quantified by the mutual information.55

The details of these two methods are described in the supplemental information of C.-B. Li et

al.(2015).17

2.3.3 Dwell Assignment

Based on the resulting conditional probability P (Cα|ei), we assigned each time series segment into

dwells and rotation. If the value of P (Cα|ei) is higher than 0.95, we regarded that the ith segment

belongs to the dwell labelled as α. When successive dwell segments are assigned to the same dwell, we

remove the change point and connect them. This is due to the wrong detection of a change point, that

is, the change point analysis detected a false change point although there is actually not (it is called false

positive or type I error). This type of error often happens when an abrupt sharp noise appears during

a dwell. On the other hand, if P (Cα|ei) does not reach 95% for any α at certain i, we regard that this

segment belongs to the rotation part or contains some detection error. An example of the error is as

follows: a dwell is so short that the change point cannot be detected. In such cases one segment can

contain more than two dwells and produce an intermediate value of P (Cα|ei). In this study we only use

the segments which are definitely assigned to one of the dwells because we focus on the dwell parts and

do not investigate the rotation part.

The number of clusters NC is the number of rotary dwells and it is fixed to NC = 3 for T ≥ 20.

However, especially the temperature is not so high (T = 16◦C), the ATP binding dwells are visible due

to the temperature sensitive step so that we set NC = 6.

2.3.4 Data Selection and Dwell Time Analysis

From the dwells detected and assigned by the CPA and clustering, we constructed dwell time survival

distributions to obtain the rate coefficients of hydrolysis and Pi release. For the data at T = 20, 25, 33◦C,

the time series segments assigned as different catalytic dwells were treated separately as mentioned before.

In addition, we also checked the number of segments in each dwell set and selected out the dwell sets with

more than 100 segments. If the number of segments is less than 100, we did not use such dwell sets for

further analysis because such data is so short that it could affect the statistics. For the data at T = 16◦C,
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however, no dwell set has more than 100 segments because the length of each segment is longer than other

temperature on average. In order to construct reliable statistics for this temperature, we mixed some

dwell sets if they satisfy the two conditions. First, these dwell sets are taken from the same molecule.

Second, their dwell time distributions are statistically same based on the Kolmogorov-Smirnov test with

5% significance level.

After constructing the survival distribution, we checked its form in linear-log plotting. If its slope sud-

denly changes at much longer time region than ordinary hydrolysis or Pi release timescale, we discarded

such dwell set because it could contain strange exponents due to some unknown factor.

Finally we fit the dwell time survival distributions of the selected dwell sets with exponential functions.

In fitting the experimental data, we applied Padé-Laplace method17,56,57. This method calculates poles

of the Laplace-transformed survival distribution with Padé approximation. The merit of this method is

that it produces a fitting function based on the overall form of the data while the least square method

ordinarily used puts weight according to the density of the data points so that it underestimates the

effect of the part with small number of data points, that is, the tail part of the distribution with small

probability. The number of the exponents is not assumed a priori but we find the appropriate number

by truncating the terms with negligibly small coefficients.*1 In most cases, however, we obtained two

exponents as is expected from the conventional analysis and we regarded the larger one as the rate

coefficient of Pi release and the smaller one as that of hydrolysis.

2.4 Time Series Analysis II : Parameter Inference

In the previous section, the rotary dwell was detected by the CPA and the clustering and dwell sets

which can be used for further analysis were selected out. Based on these results, we tune the model

parameters from the experimental time series. In the following, we discuss the details of the tuning

method one by one.

2.4.1 Potential

The form of the potential is as follows;

U (pre/post)(θ) =


κ
2 (θ ± θd/2)

2 |θ ± θd/2| < θT

Tθ(θ − θT ± θd/2) +
κ
2 (θT ± θd/2)

2 θ ± θd/2 > θT

−Tθ(θ + θT ± θd/2) +
κ
2 (θT ± θd/2)

2 θ ± θd/2 < −θT

(2.8)

θd is the angle displacement after hydrolysis and set to be 20◦ in this study. The bottom of the potential

is at θ = ∓θd/2 for −: pre-hydrolysis dwell and +: post-hydrolysis dwell. The potential form is quadratic

around the center with the spring constant κ. This is based on the experimental results that the rotary

angle distribution P (θγ) in a catalytic dwell is Gaussian and the assumption of the Maxwell-Boltzmann

distribution P (θγ) ∝ exp(−G(θγ)/kBT ). However, the potential form is smoothly connected to a linear

one at the outer regions |θ ± θd| > θT = 43◦. This modification follows the model in R. Watanabe et al.

*1 More precisely, we defined area of each term as |(coefficient)/(exponent)| and truncated the terms whose area is

smaller than 1% of the largest one.
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201321 so that the torque |dG(θ)/dθ| should not exceed the experimental value Tθ = 0.70 pN nm deg.−1

(= 40 pN nm rad.−1).2,58,59

The value of the quadratic potential curvature κ = 1.62× 10−2 pN nm deg.−2 follows that of C.-B. Li

et al. 201517, in which it was tuned so that the width of the rotary angle distribution in a catalytic dwell

coincides with the experimental value. Although we have two potentials, pre and post-hydrolysis ones, in

a catalytic dwell in our setting, they assumed that the experimentally observed rotary angle distribution

is the overlap of the angle fluctuations in two sub-dwells and fixed the parameter κ to reproduce the

experimental result by simulation. For simplicity, the curvatures of the two potentials are exactly the

same. When the two potentials with the same curvatures are close together, the sum of the two Gaussian

rotary angle fluctuations is also close to the Gaussian even if we take the population ratio in each of the

sub-dwell into account.

2.4.2 Angle-Dependent Rate Constant

The switching rate of the potential (eqn.(2.5))

ki(θ) = νi exp

(
−εi − αiθ

kBT

)
(2.9)

has three parameters; νi, εi, αi. The angle-dependent parameter αi is related with the experimentally

observed coefficient bi of the stall-and-release experiment ki(θ) ∝ ebiθ as αi/kBT = bi. Because bhyd =

0.019 deg−1 and bPi = 0.12 deg−1 at T = 23◦C in the experiment20, we set αhyd and αPi as in the Table

2.1 below.

νi and εi are determined at the same time combining the simulation and the experimental data. First

of all, the angle-dependent rate constant can be rewritten as follows;

ki(θ) = Ai(T )e
αiθ/kBT , (2.10a)

Ai(T ) = νie
−εi/kBT . (2.10b)

We set arbitrary values of Ai(T ) to run the simulation and find appropriate ones to reproduce the

experimental rate coefficients at 20, 25, 33◦C obtained by the dwell time distribution fitting. Because

there are many experimental data points for each temperature (different molecules, different sub-units),

we used their average values. From the tuned values of Ai(T ) at each temperature, we obtained νi, εi by

fitting with eq.(2.10b) (see Fig.2.4). The obtained values are listed in Table2.1.

Table2.1: Simulation parameters for angle-dependent rate constants

αi [pN·nm·deg.−1] νi [1/s] εi [pN·nm] ([kJ/mol])

Hydrolysis 0.078 1.90× 1012 88.28 (53.16)

Pi release 0.47 1.18× 1015 121.8 (73.33)
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Fig.2.4: Fitting of the tuned values of the Ai(T ) with νie
−εi/kBT (eq.(2.10b)) at T = 20, 25, 33◦C.

2.4.3 Effective Friction Constant

The effective friction constant was obtained from the relaxation time of the rotary angle autocorrelation

function ⟨θ(0)θ(t)⟩. For the simplest case, the equilibrium relaxation time of the Brownian particle

coordinate in a harmonic potential is as follows;

τrel = γ/k. (2.11)

This is obtained from an overdamped Langevin equation

γ
dx(t)

dt
= −kx(t) +

√
2γkBTξ(t) (2.12a)

⟨ξ(t)⟩ = 0, ⟨ξ(0)ξ(t)⟩ = δ(t), (2.12b)

where the autocorrelation function of x(t) is

⟨x(0)x(t)⟩ = ⟨x(0)2⟩e−t/τrel . (2.13)

The detail calculation is in the Appendix A.1.2. On the other hand, the autocorrelation function of the

rotary angle during the catalytic dwell is not single-exponential but double-exponential (see Fig.2.5).

Because the result of the simulation with two quadratic potentials in a catalytic dwell also shows the

double exponential autocorrelation decay, we assum that the first exponent with the shorter time constant

(0.08[ms] at 25◦C) is the local-equilibrium relaxation time in each of the two sub-dwells Γ/κ and that

the second one with the longer time constant (0.48[ms] at 25◦C), whose timescale is closer to the those

of reactions (1.6[ms] for hydrolysis and 0.84[ms] for Pi release at 25◦C) than the other’s is, is due to the

kinetic scheme with a small angle shift.

In this way, we obtained the effective friction constant Γ from the experimental time series for each of

the molecules with different temperature. In order to run the extrapolative simulation at temperature

higher or lower than that of the data sets we have, we have to introduce the temperature dependence

into this parameter because it depends on the viscosity of the solvent. As mentioned in Sec. 2.2.4, we
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25◦C). Remark here that we subtracted the linear trend from the cumulative angle θγ for each catalytic

dwell (denoted as θ̂(t)).

have to determine the proportionality constant Cη of η(T ) = Cηηw(T ) under the assumption that the

solvent viscosity shows the same temperature dependence as pure water. Using the theoretical relation

(2.14)
Γ = (8πa3 + 6πax2

r)η(T ), (2.14)

we estimated Cη from the data. a, the radius of the probe, gold nano-particle, is 40 nm. The revolution

radius xr is obtained from the rotary trace; we calculated the mean square of the distance between the

coordinate of the probe and the revolution center for each molecule. Then we calculated the value of the

constant for each data and obtained the averaged value Cη = 3.0 (see Fig.2.6(a)), which means the probe

attached to the F1 molecule feels the viscosity three times larger than that of pure water. From the view

point of the hydrodynamical effect near the surface of the glass (∼ 10nm),60 this value is a reasonable

one. In Fig.2.6(b), we showed the experimental values of the relaxation time and most of them are

within the range of the theoretical values τrel = Γ/κ with the revolution radius xr = 0 ∼ a(=40nm). We

consider it as a good approximation and used the value of Γ at the averaged revolution radius xr = 24nm

in the simulation.
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Fig.2.6: (a) The ratio of the viscosity of the media against that of water for each time series. The values

Cη are estimated from the relaxation time and eq.(2.14), using the revolution radii xr measured from

the rotary traces. (b) The relationship between temperature T and experimentally observed relaxation

time τrel (red points) with theoretical curves using the average value of the proportionality constant

Cav
η = 3.0. While the black curve shows the theoretical values with the average revolution radius xr = 24

nm, the region within dash curves shows those of xr = 0 ∼ 40 nm (= bead radius a).
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Chapter 3

Results and Discussion

Through the numerical simulation with the data-driven potential switching model discussed

in the previous section, we obtained two results. The first one is the break of the Arrhenius

relation at Pi release, which has been assumed in estimating the activation free energy. We

also proposed a modified method to calculate the activation free energy and found positive

entropy change at Pi release contrary to the original result. The next one is the emergence of

the negative correlation between the hydrolysis and the Pi release waiting time in the same

catalytic dwell. This correlation gets more conspicuous at temperature higher than 40◦C and

contributes to the deviation of the dwell time distribution from a double-exponential form at

T > 60◦C. Both of the results are caused by the onset of the non-equilibrium feature in the

rotary angle fluctuation, induced by the competition between the reaction timescales and the

diffusion timescale of the rotary angle in the reactive potentials.

3.1 Non-Arrhenius Relation Induced by Non-Equilibrium Angle Fluctuation

3.1.1 Arrhenius Plot of the Rate Coefficients

First, we looked at the temperature dependence of the rate coefficients of hydrolysis and Pi release at

different temperature. Fig. 3.1 shows the Arrhenius plot, where log k̄i’s are plotted as a function of 1/T

so that a linear relationship appears when the Arrhenius law (ki(T ) ∝ exp(−∆G‡
i )) holds. The solid

blue and red lines are the simulation values for hydrolysis and Pi release rate coefficients, respectively.

We also plotted experimental values by blue and red circles in order to show that the model is well tuned

to reproduce real data within the range of temperature where the experiment was done. The remarkable

feature of this plotting is that the simulated rate constant of Pi release slightly deviates from a straight

line; as the temperature increases, its slope gets smaller. It suggests that the rate coefficients of the Pi

release does not obey the Arrhenius law, which was assumed in R. Watanabe et al. (2014)14 to estimate

the activation free energy by linear fitting of the plot. On the other hand, the simulated rate coefficient

of hydrolysis (blue solid line) shows a straight line and appears to obey the Arrhenius law.
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3.1.2 Cause of the Non-Arrhenius Relation
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Fig.3.2: The steady state angle distribution at 4, 33, 70◦C.

The reason of the breakdown of the Arrhenius law in Pi release is the deviation of the rotary angle

fluctuation from the local-equilibrium one, localizing toward the region where the activation free energy

is higher as temperature increases.

The solid lines in Fig. 3.2 show the steady state angle distribution during the pre-hydrolysis dwell (a)

and the post-hydrolysis dwell (b) at three different temperature, 4◦C (blue), 33◦C (green), 70◦C (red).

The steady state angle distribution is the histogram of the rotary angle resided in each sub-dwell during

one time series. As a reference, we also showed the local-equilibrium angle distributions with broken
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curves, which were calculated from the Maxwell-Boltzmann distribution with the free energy potential

of pre- and post-hydrolysis dwells, P eq
pre/post(θ;T ) ∝ exp(−Gpre/post(θ)/kBT ), under the assumption that

the relaxation of the rotary angle (indirectly, the conformational relaxation of (αβ)3-subunits) is always

attained at every dwell before the corresponding reactions take place. We can find in both of the sub-

dwells the steady state angle distributions shift toward the left side, the smaller angle region away from

the local-equilibrium distribution, as the temperature increases.

 0

 0.005

 0.01

 0.015

 0.02

 0.025

-150 -100 -50  0  50

P
(θ

)

θ [deg.]

pre-hyd.(T=60°C)

∆G‡
hyd

Peq
(pre)(θ)

Pst
(pre)(θ)

(a)

-150 -100 -50  0  50  30

 40

 50

 60

 70

 80

 90

 100

 110

∆G
‡ (θ

) 
[k

J/
m

ol
]

θ [deg.]

post-hyd.(T=60°C)

∆G‡
Pi

Peq
(post)(θ)

Pst
(post)(θ)

(b)

Fig.3.3: The steady state angle distributions in the pre- and post-hydrolysis dwells at 60◦C ((a) and (b),

respectively), with the activation free energy ∆G‡
hyd/Pi

(θ).

On the other hand, the activation free energy is higher at the smaller angle region. In Fig. 3.3, we

showed the steady state and local-equilibrium angle distributions at pre- and post-hydrolysis dwells at 60
◦C ((a) and (b), respectively), with the Gibbs’ activation free energy calculated from the angle dependent

rate constants (eq.(2.5)) as ∆G‡
i (θ) = −kBT log {hki(θ)/kBT} (blue and red solid lines, scales are the

same for both figures). We can easily find that, the slope of the activation free energy along the rotary

angle θ at the Pi release is much steeper than that at hydrolysis, which means that the rate coefficient of

the Pi release is strongly affected by the rotary angle fluctuation; because the population of the rotary

angle localizes towards the smaller angle region as the temperature increases, where the activation free

energy barrier is higher than that in the local-equilibrium case. This rotary angle localization towards

the less reactive region induces the non-Arrhenius temperature dependence in Pi release rate coefficients,

while in hydrolysis the angle dependence of the static rate constant is so weak that the rate coefficient

does not change so much even if the angle fluctuation largely deviates from the local-equilibrium in the

pre-hydrolysis dwell.

The deviation from the quasi-equilibrium state can be explained by the competition of the two

timescales mentioned above, the diffusion timescale vs the reaction timescales. As the temperature

increases, both of the timescales get shorter as explained in Sec. 2.4; the diffusion constant through the

lowering of the media viscosity (see eq.(2.5)), the reaction timescales through the Arrhenius law assumed

for the angle-dependent rate constants (see eq.(2.14)). However, the reaction timescales get even shorter
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than that of diffusion. For this reason, the rotary angle relaxation cannot catch up with the potential

switching as the temperature increases, which leads to the larger deviation from the local-equilibrium

distribution, that is, the non-equilibrium state.

In order to signify this non-equilibrium effect, we also showed the hypothetical fast diffusion limit

(FDL) lines in the Arrhenius plot (Fig. 3.1, broken lines), where the local-equilibrium is assumed to hold

always in each dwell as represented by

k̄FDL
i (T ) =

∫
ki(θ;T )P

eq.
pre/post(θ;T )dθ

= νi exp

{
− 1

kBT

(
εi −

α2
i

2κ

)}
.

(3.1)

While the simulation line of the hydrolysis almost coincides with the FDL line, the Pi release simulation

value shows larger deviation from FDL as the temperature increases. This shows that the Pi release

rate coefficient is significantly suppressed by the retarded relaxation of the rotary angle fluctuation. In
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addition, we visualized the competition of the diffusion timescale and reaction timescales in a quantified

way in Fig. 3.4, where the reaction timescales are represented by the inverse of the FDL rate constants

1/k̄FDL
i and the diffusion timescale by the relaxation time constant τrel of the angle autocorrelation

function ⟨θ(0)θ(t)⟩ ∝ e−t/τrel (see more details in the Appendix). We can find that both of the timescales

get the close values as the temperature increases. Especially for Pi release, the reaction timescale even

exceeds the diffusion timescale.

Meanwhile, the deviation of the steady state angle distribution from the local-equilibrium one is larger

for hydrolysis than Pi release. This is explained by the size of the angle shift after the potential switching

and the angle dependence of the rate constants. While the equilibrium position of the potential shifts only

20◦ after the hydrolysis, there is a 100◦ shift after Pi release before landing on the following pre-hydrolysis
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dwell to reach its equilibrium position. Moreover, due to the weak angle dependence of the hydrolysis

rate constant, the probability to land onto the next post-hydrolysis dwell is almost independent of the

rotary angle, which means that the switching can easily happen even during the rolling down toward the

equilibrium position of the pre-hydrolysis dwell. On the other hand in the post-hydrolysis dwell, there is

only 20◦ shift after the hydrolysis and the rate constant of Pi release is so sensitive to the angle that the

angle where the reaction happens is almost limited to the large angle region. To make this mechanism

simple, we can roughly say that the reaction window is narrower in Pi release than hydrolysis. In Fig. 3.5,
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Fig.3.5: Three types of the rotary angle distributions for pre- and post-hydrolysis dwells ((a) and (b),

respectively) at 70◦C; the landing angle distribution, the escape angle distribution, and the steady state

angle distribution (black solid curve). The local-equilibrium angle distribution is also shown (grey curve).

we showed the three types of the rotary angle distributions for the pre- and post-hydrolysis dwells; the

steady state angle distribution, the landing angle distribution, and the escape angle distribution. The

landing angle is where a pre- or post-hydrolysis dwell begins, that is, the initial angle of the dwell. The

escape angle is the angle where the reaction happens and the system moves onto the next sub-dwell. The

escape angle distribution is sharper at Pi release although the landing angle distribution is wider. This

escape angle distribution width corresponds to the reaction window.

Here we have to remark one thing about the steady state angle distribution. We can find that the

steady state angle distribution of the pre-hydrolysis dwell has two peaks at higher temperature especially

around 60 ∼ 70◦C. However, the second peak, the left one, is only the artifact due to the potential cut-off.

As explained in Sec. 2.4, the potential form is not exactly quadratic, we introduced linear slope at the

edges (|θ− θc| > 43.1◦) so that the torque produced in the potential should not exceed the experimental

value. Especially at the pre-hydrolysis dwell, this cut-off exists in θ < −53.1◦, close to the region where

the system leaves the previous post-hydrolysis dwell and new pre-hydrolysis dwell begins (Fig. 3.6(a),

red broken curve). Because of this modification, the velocity of the rotation gets slower than would

be at the quadratic form around θ = −100 ∼ −50◦ and the rotary angle distribution is more likely to

localize around there. In order to show this, we compared the steady state angle distributions between

the two types of the potentials in Fig. 3.6; the ones with and without the straight cut-off (red and blue
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Fig.3.6: The comparison of the two types of potentials. While the red solid curves were obtained with

quadratic potentials with the straight cut-off at the edges, the same model as other results in this work,

the blue solid curves were obtained with simple quadratic potentials. The landing angle distributions

and the local-equilibrium angle distributions (grey broken curves) are also shown.

solid lines, respectively). The steady state angle distribution with simple quadratic potentials does not

show the second peak although still there is small shoulder, which is the reminiscent of the landing angle

distribution, the initial distribution, of the pre-hydrolysis dwell.

3.1.3 Correction of the Activation Free Energy for Non-Arrhenius Case

We showed that the Arrhenius law does not always hold for the “rate constants” obtained from the

dwell analysis. In some experimental works14,49, however, the activation free energy is often obtained

from the linear fitting of the Arrhenius plot. Because this way of estimation may lead to erroneous values,

we propose the modification in analysis using the experimentally tuned angle dependent rate constants

(2.5), static values, instead of the direct use of the rate coefficients.

First of all, in the original experimental work14, the activation Gibbs’ free energy ∆G‡
i , its entropy

contribution T∆S‡
i , and the activation enthalpy ∆H‡

i were calculated from the Arrhenius plot, using the

thermodynamic relation

∆G‡
i = ∆H‡

i − T∆S‡
i . (3.2)

This relation holds when the temperature is constant before and during the reaction (∆T = 0). While

∆G‡
i was calculated from the transition state theory k̄i =

kBT
h exp(−∆G‡

i/kBT ), ∆H‡
i and T∆S‡

i were

obtained from the slope and y-intercept at 1/T → 0 of the Arrhenius plot of k̄i. The problem of

this calculation is that the temperature dependence of the rate coefficient k̄i originates not only from

the activation enthalpy ∆H‡
i but also from the the rotary angle fluctuation, which is also temperature

dependent. We removed this dynamical effect due to the competition of the reaction and diffusion

timescales by looking at the angle-dependent rate constant ki(θ), to which we assumed the transition
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state theory can be applied as

ki(θ;T ) =
kBT

h
exp

(
−∆G‡

i (θ)

kBT

)

=
kBT

h
exp

(
∆S‡

i

kB

)
exp

(
−∆H‡

i (θ)

kBT

)
.

(3.3)

Here we used the thermodynamic relation (3.2) again. Although the entropy contribution ∆S‡
i also

depends on the angle in general consideration, here we neglect this dependence (explained later in detail).

Under this assumption, the angle dependent thermodynamic quantities are represented as below;

∆G‡
i (θ) = −kBT log

(
hki(θ)

kBT

)
(3.4a)

∆H‡
i (θ) = εi − αiθ (3.4b)

T∆S‡
i = kBT log

(
hνi
kBT

)
(3.4c)

Using these new relations, we showed the modified activation free energy values and compared the new

values with those in the previous result in Fig.3.7 and Table 3.1. For the sake of the comparison, we
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Fig.3.7: The modified values of the activation free energy of the hydrolysis and Pi release, taking the

non-equilibrium effect into account.

calculated the represented values of the activation Gibbs’ free energy in the same way as the original

paper, ∆G‡
i = −kBT log

(
hk̄i

kBT

)
, while ∆S‡

i was directly calculated from eq.(3.4c). The activation

enthalpy term was calculated from the thermodynamic relation (3.2) as ∆H‡
i = ∆G‡

i−T∆S‡
i . These ∆G‡

i

and ∆H‡
i , angle independent values, roughly correspond to the averaged values over the angle fluctuation,

although they cannot be directly equated with the angle dependent ones as
∫
∆G‡

i (θ)Ppre/post(θ)dθ. In

order to visualize how these quantities vary with the angle fluctuation, we showed with error bars the
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Table3.1: Comparison of thermodynamic quantities for reactions at 25◦C

units: [kJ/mol] ∆G‡
i ∆H‡

i T∆S‡
i

Watanabe et al. 201414 Hydrolysis 56 51 -5.4

Pi release 53 39 -14

Non-Arrhenius modification
Hydrolysis 57 54 -2.9

Pi release 55 68 13

values of the angle dependent values ∆G‡
i (θ),∆H‡

i (θ) within the 10%∼90% range of the rotary angle

distribution.

Comparing the new values with the previous results (Table 3.1), we can find that the activation enthalpy

∆H‡
Pi

gets larger and that the entropy contribution term T∆S‡
Pi

is modified into positive in the Pi release

while there is no qualitative difference in those of the hydrolysis. In general, the activation entropy ∆S†
i

is related to the prefactor (see eq. (3.4c)) and corresponds to the difference of the reactive potential

widths between the reactant state and the transition state, roughly speaking the mobility difference of

the reacting molecules. While the catalytic interface of the (αβ)3-subunit opens so that the entropy is

considered to increase at Pi release, the negative value of ∆S‡ in Pi release came out in the original paper

and they ascribed it to the loss of the water entropy surrounding the catalytic interface by excluding

the volume for water molecules.61 On the contrary, our modified result can be explained only by the

conformational entropy gain without taking the water molecule effect into account.

In this work, we did not include the angle dependence in the activation entropy ∆S‡
i as mentioned

above. It is natural to consider that this quantity also depends on the rotary angle because the mobility

of the reacting molecule can be changed with the opening and closing motion of the catalytic interface

along with the γ-subunit rotation. However, it is quite difficult to detect the angle dependence of both

∆S‡
i and ∆H‡

i at the same time and this is why we introduced an artificial assumption that only the

enthalpy term has the angle dependence. If both ∆S‡(θ) and ∆H‡(θ) have the angle dependence, the

angle dependence parameter b of the static rate constant ki(θ) ∝ ebθ can be expressed as below;

b =
d log ki(θ)

dθ
=

1

kB

d∆S‡
i (θ)

dθ
− 1

kBT

d∆H‡
i (θ)

dθ
. (3.5)

This suggests that we can separate the angle dependence of these two thermodynamic quantities from the

temperature dependence of the parameter b, which can be theoretically studied by the stall-and-release

experiments at different temperature. Actually, similar measurement is already done at the ATP binding

dwell for the ATP binding and the temperature sensitive steps62 but the precision is not good enough

so far. We consider that revealing the detailed angle dependence of the activation thermodynamic

will provide the key to understand the dominant cause of the reactions, for example, the mechanical

conformational change or the change in the electronic charge distribution.
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3.2 Negative Correlation between Hydrolysis and Pi Release Waiting Time

3.2.1 Negative Correlation

The second thing we looked at is the correlation between the waiting time for the successive chemical

reactions.

As the indicator of the correlation, we consider the Pearson’s linear correlation coefficient. Given

the probability density distribution of the pre- or post-hydrolysis dwell time as P (τi) and their joint

probability as P (τi, τj), the correlation coefficient Ci,j is defined as

Ci,j =
σi,j

σiσj
, (3.6)

where the covariance σi,j and the standard deviation σi is defined by using the average ⟨τi⟩ as

⟨τi⟩ =
∫ ∞

0

τiP (τi)dτi (3.7a)

σi =

(∫ ∞

0

(τi − ⟨τi⟩)2P (τi)dτi

)1/2

(3.7b)

σi,j =

∫ ∞

0

∫ ∞

0

(τi − ⟨τi⟩)(τj − ⟨τj⟩)P (τi, τj)dτidτj . (3.7c)

The indices i, j show which of the sub-dwells, pre-hydrolysis or post-hydrolysis dwell. The quantity Ci,j

takes the value between [−1, 1] and equals to 0 when τi and τj are independent, that is, P (τi, τj) =

P (τi)P (τj). In order to calculate this value from the finite number of the sub-dwell time samples

{τ (k)i }, k = 1, 2, ..., N , where τ
(k)
i is the pre- or post-hydrolysis dwell time of the kth catalytic dwell, we

used the discretized quantities below;

⟨τi⟩ =
1

N

∑
k

τ
(k)
i (3.8a)

Ci,j =
1

N−1

∑N
k (τ

(k)
i − ⟨τi⟩)(τ (k)j − ⟨τj⟩)√

1
N−1

∑N
k (τ

(k)
i − ⟨τi⟩)2

√
1

N−1

∑N
k (τ

(k)
j − ⟨τj⟩)2

. (3.8b)

We calculated the correlation coefficients (3.8b) for two types of successive sub-dwell pairs. The first

one is for the pre-hydrolysis dwell time and the post-hydrolysis dwell time in the same catalytic dwell

{τ (k)pre , τ
(k)
post}. The next one is for the POST-hydrolysis dwell time and the NEXT pre-hydrolysis dwell

time, denoted as {τ (k)post, τ
(k)
pre′}, where τ

(k)
pre′ = τ

(k+1)
pre . The difference from the first one is that these

sub-dwells are in different catalytic dwells separated by the 120◦ rotation.

In Fig. 3.8, we showed Cpre,post (blue) and Cpost,pre′ (red) at different temperature (4 ∼ 70◦C). While

Cpost,pre′ is almost 0 for all of the temperature in the simulation, Cpre,post gets more negative as the

temperature increases. The negative value of the correlation coefficient suggests that the two values,

pre- and post-hydrolysis dwell time in the same catalytic dwell {τ (k)pre , τ
(k)
post}, cannot get longer or shorter

than certain values at the same time; when the hydrolysis takes much longer time than the average, it

is more likely that the next Pi release takes much shorter time than the average, and vise versa.
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Fig.3.8: The correlation coefficients between the pre- and post-hydrolysis dwell time (T = 4 ∼ 70◦C).

In order to show this, we also show the 2D plot for the two-body correlation C(τpre, τpost) =

P (τpre, τpost)−P (τpre)P (τpost) at 4, 33, 70
◦C in Fig. 3.9. The positive (negative) value of C(τpre, τpost),

the red (blue) region in the figure, means the event of {τ (k)pre , τ
(k)
post} pair is more (less) likely to occur

than would if the two values were independent each other. Although there is no consistent structure in

the C(τpre, τpost) map at 4◦C (Fig. 3.9(a)), a clearer contrast of the positive and negative region appears

as the temperature increases. At 70◦C (Fig. 3.9(c)), we can find that the occurrence of {τ (k)pre , τ
(k)
post} pair

with both τpre and τpost shorter than 0.05 ms (blue region) is much less likely than the hypothetical

independent case. On the other hand, τpost longer than 0.1 ms is more likely to appear after τpre

shorter than 0.1 ms, the same thing is true for τpost > 0.1 ms after τpre < 0.1 ms (red region). For

comparison, we remark that the reaction time constants of the hydrolysis at the fast diffusion limit

(1/k̄FDL
hyd ), regarded as the standard reaction timescale, is about 7.4 × 10−2 ms at 70◦C, which is just

between 0.05∼0.1 ms, and comparing it with the case at 33◦C (Fig. 3.9(b)), the negative correlation

region (blue area) can be regarded as getting larger.

On the other hand, the two-body correlation between the post-hydrolysis dwell time and its successive

pre-hydrolysis dwell time C(τpost, τpre′) has no consistent pattern at 4, 33, 70◦C (Fig. 3.10), which is

consistent with the almost zero correlation coefficient (Fig. 3.8 red line). This result suggests that the

memory of the catalytic dwell time is almost completely erased during the 120◦C rotation and that we

can regard each catalytic dwell time as independent.
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Fig.3.9: The 2D graphs of the two-body correlation C(τpre, τpost) for the pre- and post-hydrolysis dwell

time in the same catalytic dwell. The two crossing broken lines are shown to indicate the standard

hydrolysis and Pi release timescales, τ̄hyd = 1/k̄FDL
hyd and τ̄Pi = 1/k̄FDL

Pi
, respectively.

3.2.2 Mechanism

The negative correlation between the pre- and post-hydrolysis dwell time in the same catalytic dwell is

also induced by the angle dependent rate constant and the non-equilibrium feature. Because of the strong

angle dependence of the Pi release rate constant, the dwell time in a post-hydrolysis potential is sensitive

to the initial angle, at which the hydrolysis takes place and the system lands onto the post-hydrolysis

potential. As the Pi release reaction is easier to take place at larger angle region (around θ > 10◦,
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Fig.3.10: The 2D graphs of the two-body correlation C(τpost, τpre′) for the post-hydrolysis dwell time and

the next pre-hydrolysis dwell time in the different catalytic dwells. The crossing broken lines indicates

the standard timescale of Pi release and hydrolysis (the same as Fig. 3.9).

roughly regarded as the reaction window, see Fig. 3.5), the closer the landing angle is to this region, the

shorter it takes to escape from the post-hydrolysis dwell. When the pre-hydrolysis dwell time is long

enough for θ to reach larger angle region, then the system is likely to jump onto the post-hydrolysis

potential at θ close to the reaction window. When the pre-hydrolysis dwell time is too short, however,

this means that the hydrolysis reaction takes place at the smaller angle region (around θ < −50◦), from

which the γ-subunit must take some time to rotate and reach the reaction window, releasing the Pi.

When the diffusion timescale is much shorter than the reaction timescales, this does not happen because
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the γ-subunit rotates quick enough to reach the reaction window so that the landing angle dependence of

the dwell time is negligible. However, as the reaction timescales get shorter and surpasses the diffusion

timescale with the increasing temperature, the weight of the diffusion time to approach the reaction

window becomes larger in the post-hydrolysis dwell time, producing larger dependence on the landing

angle. At the same time, the landing angle distribution itself shifts toward the smaller angle region,

farther from the reaction window, as the rotary angle fluctuation in the pre-hydrolysis dwell deviates

from the local-equilibrium one (Fig. 3.2). This is how the negative correlation is produced and enhanced

as the temperature increases.

On the other hand, the almost zero correlation between the post-hydrolysis dwell time and the pre-

hydrolysis dwell time in the successive different catalytic dwells is explained relatively easily. Because

the angle dependence of the hydrolysis rate constant is much weaker than the Pi release, the dwell time

in a pre-hydrolysis potential is not affected by the initial condition, at which angle the Pi is released and

the system lands onto the pre-hydrolysis potential. This is why the two dwell times are not correlated no

matter how far the system is from the quasi-equilibrium state as a result of the increasing temperature.

3.2.3 The Contribution to the Deformation of the Dwell Time Distribution

The negative correlation between pre- and post-hydrolysis dwell time in the same catalytic dwell is

one of the causes to deform the dwell time distribution from a double-exponential function and make it

unable to obtain the rate coefficients.

There are three assumptions in using the double-exponential function, P (τ) = c{exp(−khydτ) −
exp(−kPiτ)} with a constant c, to fit the (catalytic) dwell time distribution and obtain the rate constants

of the hydrolysis and Pi release;

1. The two reactions are successive.

2. The waiting time of each of the reactions obeys the single-exponential distribution.

3. The waiting time of the two reactions are independent.

As to the first one, the reaction order of the hydrolysis and Pi release in a catalytic dwell is experi-

mentally reported that the hydrolysis is the first.11,17 The validation of the second and third ones are

not reported for F1-ATPase, but usually they are considered to hold. However, as to the second one,

the multi-exponential distribution of catalytic turnover time is often discussed from the viewpoint of the

dynamic disorder39 both theoretically43,44,46 and experimentally40,42. Actually in our calculation, the

distributions of the pre- and post-hydrolysis dwell time are separately obtained and both found to deviate

from single exponential forms at temperature higher than 60◦C (Fig. 3.11). This is due to the multiple

reaction pathways caused by the non-equilibrium rotary angle fluctuation. At the same time, our result

of the negative correlation shows that the third assumption, the independence of the successive reactions,

can also be violated at high temperature. Actually, we consider this contributes to the deformation of

the dwell time distribution.

As explained in 3.2.1, the negative correlation means that the hydrolysis and Pi release waiting time

cannot be shorter than certain length at the same time. This suggests that the population of the short
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Fig.3.11: The survival distributions of sub-dwell time; pre-hydrolysis dwell time (left column) and post-

hydrolysis dwell time (right column) at T =4◦C (first row), 33◦C (second row), and 70◦C (third row).

The broken lines show the single exponential functions with fast diffusion limit rate constants k̄FDL
i .

catalytic dwell time (the sum of the pre- and post-hydrolysis dwell time τ = τpre + τpost) can be smaller

than that in the situation when the two reactions are independent. In Fig. 3.12, we showed the simulation

result of the dwell time survival distribution at 4, 33, 70◦C. The grey curves are the theoretical values

of the survival distribution S(τ) = k1k2

k2−k1
{exp(−k1τ)/k1 − exp(−k2τ)/k2)} assuming the fast diffusion

limit for both hydrolysis and Pi release, k1 = k̄FDL
hyd , k2 = k̄FDL

Pi
, as a guide to show how the dwell time

distribution deforms due to the non-equilibrium effect. At low temperature, 4◦C (Fig. 3.12(a)), the

deviation from the hypothetical fast diffusion limit curve is not so evident. However, as the temperature
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Fig.3.12: The dwell time survival distributions at 4, 33, 70◦C obtained by simulation (red). The grey

broken lines show double exponential functions assuming fast diffusion limit k̄FDL
hyd/Pi

, i.e., the steady-state

angle distributions equal to the Boltzmann distributions.

increases to 33◦C and 70◦C (Fig. 3.12(b) and (c), respectively), the deviation gets more evident. The

remarkable point is how they deform and deviate. When we look at the region around the hydrolysis

timescale, represented by 1/k̄FDL
hyd = 6.4, 0.71, 7.4×10−2ms for 4, 33, and 70◦C, respectively, the curvature

of the survival distribution gets flatter, while at the longer time region than that the slope of the simulated

curve gets close to parallel to the hypothetical one.*1 This result corresponds to the negative correlation

between the pre- and post-hydrolysis dwell time and, moreover, this effect contributes to fitting errors

with multi-exponential functions. Actually, the dwell time distribution at temperature higher than 65◦C

could not be fitted with our method and the maximum temperature of the simulated rate coefficients is

*1 It is possible that the population of the longer dwell time is also suppressed because the negative correlation appears

when both pre- and post-hydrolysis dwell time cannot be longer than average at the same time. However, the two-

body correlation of the two dwell time (Fig.3.9) shows that the negative correlation appears only for the short-short

dwell time case and the correlation is almost zero for the long-long case.
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60◦C in the Arrhenius plot in Sec. 3.1.1 (Fig. 3.1).

Although the biomolecule working at the temperature higher than 60◦C sounds to be unrealistic,

we have to remark again that the F1-ATPase we discussed in this study is derived from Thermophilic

Bacillus, whose optimal temperature is 75◦C. Our predictive result discussed above will propose a strong

remark agains the conventional dwell time analysis when the single-molecule observation becomes possible

at the temperature close to the physiological one of the protein in the future.
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Chapter 4

Conclusion

4.1 Summary

In this study, we extended a potential switching (reaction-diffusion) model of a rotary protein motor

F1-ATPase adopted in R. Watanabe et al.(2013)21 and C.-B. Li et al. (2015)17 and after tuning the

parameters based on experimental data we investigated how the rotary angle fluctuation changes with

temperature and affects the chemical kinetics.

The model is Brownian motion of the rotary angle in stochastically switching potentials, which displays

the step-wise rotation. The rate constants of the switching caused by chemical reactions (hydrolysis and

Pi release) depends on the rotary angle, reflecting the chemo-mechanical coupling mechanism. This model

has two important timescales: diffusion timescale to reach the local-equilibrium distribution in a potential

and the reaction timescale to jump onto the next potential. In this study, we incorporated temperature

dependence to the angle-dependent rate constants and the effective friction constants and numerically

investigated how the relationship between these two timescales changes and affects the waiting time for

reactions and the rate coefficients. As a result, we found that the rotary angle distributions get more

deviated from the local-equilibrium ones for both pre- and post-hydrolysis dwells as the temperature

increases. This increasing non-equilibrium property is brought about because the shortening of the

reaction timescales surpasses that of diffusion timescale so that the system moves onto the next reactive

potential before the local-equilibrium process during the dwell is accomplished.

As the steady state angle distributions during the pre- and post-hydrolysis dwells localize toward the

smaller angle region, we found two phenomena which have not been reported in experiments.

First, the Arrhenius law breaks in the temperature dependence of the Pi release rate coefficient. As

the activation free energy is higher at the smaller angle region, effective barrier height gets higher as the

temperature increases and the system gets more non-equilibrium. This is why the slope of the Arrhenius

plot gets smaller at higher temperature. Because the Arrhenius analysis has been done to estimate

the activation enthalpy and entropy under the assumption of the Arrhenius law in preceding works, we

proposed modified method to calculate the thermodynamic quantities from the static angle dependent

rate constant rather than the rate coefficient obtained from the dynamical rotary assay. As a result, we

found positive entropy change at Pi release contrary to the preceding work, which can be explained by

the opening motion of the catalytic site without calculating the water entropy effect.
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Second, increasing negative correlation was found between two successive reactions, hydrolysis and

Pi release, during each catalytic dwell. This is because the memory of the rotary angle trajectory is

carried into the next sub-dwell before it is lost by the local-equilibration. The independence of these

two reactions has been implicitly assumed when their rate coefficients were obtained by the dwell time

fitting with a double-exponential function. This result is consistent with the simulation result that the

deformation of the dwell time distribution gets more significant around short dwell time region as the

temperature increases. The double-exponential fitting becomes finally invalid at 60◦ > T , which is

close to the physiological temperature of the bacteria which the protein we used for parameter tuning is

derived from (∼75◦C). We consider that our result proposes a caution against the conventional dwell time

analysis when single molecule measurement experiment at such a high temperature becomes possible in

the future.

The significance of this research lies in proposing a possible scenario which has never observed with

current experimental technology. Our study is based on a simple one-dimensional model and it appears

to be less similar to the real protein dynamics compared with molecular dynamics (MD) simulations.

The merit of our model is, however, the number of physical parameters is much smaller and easier

to tune preserving objectivity while MD simulations generally introduce a lot of objective parameters

such as force fields between atoms. Moreover, MD simulations require so much calculation cost that

long time scale simulations close to ms order are unrealistic. It is also quite difficult to collect enough

samples to provide reliable statistics analysis. Although our results with a simple model do not guarantee

quantitative accuracy especially at lower and higher temperature than room temperature, where we

extrapolated the parameters in a rather artificial way due to the lack of information, we consider that

they are qualitatively plausible because the parameters are inferred from the time series analysis of the

real data as much as possible.

As well as our results suggest some remarks against conventional experimental analysis methods in

the future, we also consider that our scenario should have constructive meanings when it is verified

in experiments. The non-Arrhenius kinetics has been theoretically studied and considered to be due

to the fluctuation of the activation free energy,35,50,63,64 although its molecular origin has not been

extensively discussed. Because our results suggest that it is due to the coupling of the diffusive non-

equilibrium mechanical properties and the parallel reaction pathways along the rotary angle, experimental

verification will increase the understanding of the physical origin of the non-Arrhenius kinetics. The

correlation in catalytic waiting time in enzyme kinetics have also been theoretically studied40–42 to

explain the experiments40,44–46 although it is pointed out that such experimental results could be due to

the artifacts in the analysis of law S/N ratio data.47 In this sense, verifying the correlation in F1 kinetics

in experiments will guarantee the significance of these theoretical studies.

4.2 Some Remarks on the Model Construction

In constructing the mathematical model in this study, we tuned the parameters based on the time

series analysis so that the outcome is as consistent with the real data as possible. Although our results

are meaningful in a sense that we propose a possible scenario, there is still a room for improvement
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in model construction in order to increase the plausibility of our results and make more reasonable

prediction. Especially, as to the extension to higher and lower temperature experimental data do not

cover, we have to admit that the way of incorporating the temperature dependence does not have solid

physical foundation because of the lack of further information.

In this section, we discuss the model construction and parameters again to clarify the future tasks.

4.2.1 Temperature Dependence

The temperature dependence is introduced to the angle-dependent rate constants and the effective

friction.

The angle-dependent rate constants ki(θ) eqn.(2.5) are determined under the assumption that the

Arrhenius relation holds for each rotary angle θ. Although the Arrhenius law is believed to hold in

several chemical reactions, there is no solid evidence that we can apply it in this case. It is possible

that the angle-dependent rate constants also deviate from the Arrhenius law just as the rate coefficients

obtained from the dwell time analysis showed non-Arrhenius temperature dependence. In order to make

this point clear, the precise measurement with the stall-and-release experiment at different temperature

is required.

As to the effective friction Γ (T ), we assumed that it has the same temperature dependence as that of

pure water (Sec.2.4.3). This does not have evidence although the same method is applied in measuring

the torque of the rotation at 4∼49◦C after checking that the viscosity of the medium agreed with that

of water within the error range of 5% under the temperature of 3∼25◦C.48 In the actual situation, the

hydrodynamic effects near the glass surface and the internal degree of freedom can also come into the

effective friction, which are taken into the proportionality constant Cη in a temperature-independent way.

The internal degree of freedom can affect the effective friction in a form of the internal friction due to the

dissipative interaction within a protein, e.g., the contact between the γ-subunit and the (αβ)3-subunit,

and that within α and β-subunits during conformational deformation. The internal friction of a protein

has been studied for enzymes from the solvent friction dependence of the rate constants65–70 but there

is still no decisive methods to quantitatively measure it. In recent studies measuring the mechanical

response to external electric force, the internal friction of an enzyme Guanylate kinase was measured by

modeling a protein as a system in which a spring and a damper are connected in series, called Maxwell-

type viscoelastic model.71–74 They also measured the temperature dependence of the internal friction

and showed that it gets smaller as temperature increases.75 Although the quantities measured in this

method could be model-dependent and there is still a room for scrutinizing their actual physical meaning,

it may be possible to measure the internal friction of α, β-subunits and obtain some meaningful insight

because the Guanylate kinase is similar to the β-subunit in respect to the size, structure, and the way of

the conformational change. Measuring the internal friction of F1-ATPase is important not only for the

parameter determination but also from the view point of thermodynamic efficiency because so far it is

measured only from the rotary degree of freedom.2,3,76

In addition to the angle-dependent rate constants and the effective friction, the curvature of the

potential κ can also depend on temperature. Considering that the chemical bonds of a protein loosens,
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we can expect that the restoring force of the protein conformation becomes weaker as temperature

increases, resulting in lower κ. Actually in the study of the mechanical response measurement mentioned

above, the elasticity of the protein was also measured and they showed that the stiffness parameter of the

protein also decreases as temperature increases. If this expectation is true, the non-equilibrium effect is

more enhanced because the relaxation time of the rotary angle fluctuation gets longer so that the rotary

angle localizes at the region farther away from the bottom of the reactive potentials. In this study,

however, we neglected the temperature dependence of this quantity because the curvature of a potential

is difficult to measure. Although it can be inferred from the rotary angle distribution during dwells as

explained in Sec.2.4.1, we have to artificially assume that the curvatures of the two types of reactive

potentials, those of pre- and post-hydrolysis, are the same. In order to resolve them, we have to detect

when the hydrolysis takes place during each catalytic dwell. Moreover, the rotary angle distribution

itself can be easily affected by many experimental factors and it is difficult to obtain a stable value. For

example, the rotation can deviate from a clean circle due to the local heterogeneity of the (αβ)3-subunit,

although we removed some of them whose deviation are too strong. Some data also show a rotation close

to an ellipse, which suggests that the rotation plane is tilted and not parallel to the glass surface possibly

due to the asymmetric interaction between the (αβ)3-subunit and the γ-subunit or unstable attachment

of a probe bead to the γ-subunit. Actually, we calculated the dwell angle distribution from the data and

obtained the distribution width but they are so scattered that we could not judge whether they have

temperature dependence or not. In order to overcome these problems, we need much more data sets and

more strict data selection criteria.

4.2.2 Parameter Tuning of the Effective Friction

One more thing we have to take care of is the estimation of the effective friction.

In order to determine Γ (T ) from experimental data, we calculated the autocorrelation function of

the rotary angle during dwells and looked at its exponent. In the case of the Brownian motion in a

single harmonic potential, the autocorrelation decay follows a single exponential function. However, the

experimental data obeys a double exponential function. As explained in Sec.2.4.3, we considered that

the longer time constant is due to the two-step kinetics with 20◦ angle shift and that the shorter one is

the local-equilibrium relaxation timescale τrel = Γ/κ because the order of this value coincides with that

calculated from κ determined from the rotary angle distribution and Γ calculated from eqn.(2.14) with

water viscosity. If we have a mathematical relationship between the two relaxation time constants and

other physical parameters especially the relaxation time constant and the reaction time constants, we

will be able to obtain a more accurate value.

Furthermore, we have to consider whether the system can really be described by a white noise Langevin

equation. If the relaxation of the solvent or the internal degree of freedom is slower than the motion of

the bead, it is possible that the friction term becomes time-dependent and the system is described by

a generalized Langevin equation.29,77 Some theoretical cases are reported that a protein or a polymer

chain has memory and must be described by a non-Markovian generalized Langevin equation.78,79 The

result of the mechanical response experiment mentioned in the previous subsection also suggests that the
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protein has a time-dependent friction kernel.72,73 In such systems, it is shown that the autocorrelation

function does not necessarily obey a single exponential function,78 which means that we can obtain

meaningless value by linear fitting of the log-linear plot of an autocorrelation function. In order to avoid

such artifacts, we have to scrutinize the rheological property of the protein.

4.3 Future Perspectives

This study started from one question: how does fluctuation affect the behavior of biomolecules? Here

we found that in the F1-ATPase its chemical kinetics can be changed by temperature and that some of

the conventional data analysis methods could produce unexpected values.

As future studies, we propose some directions to advance this theme.

4.3.1 Experimental Verification

So far, we only proposed a theoretical prediction. Then the next step is experimental verification. The

most direct way is to observe F1 at higher temperature but it is difficult from the technological view

point. Although the maximum temperature reported for single molecule observation is 40◦C.,48 where

the negative correlation between hydrolysis and Pi release waiting time begins to appear, it is still not

enough considering the experimental error is expected to affect the result. For this reason, we have to

wait for the technological development to prove our prediction directly.

Then, we consider another way to induce non-equilibrium angle fluctuation and its effect on kinetics.

There are two ways. First, we can increase the friction on the rotary probe and make the diffusion

timescale longer by tethering a larger probe. Second, we can increase the ATP concentration and make

the reaction timescale of ATP binding shorter. If we can make the two timescales competitive by these

ways, non-equilibrium angle fluctuation is expected to emerge. It could be verified by observing how

the rotary angle distribution during a dwell changes although the change point detection of the rotary

time series may be difficult when we increase the probe friction. If we make a non-equilibrium state,

however, there is a problem in observing its effect on kinetics. Under the same temperature, the thing

we have to look at is the correlation between the waiting time for successive reactions. The problem is

that we cannot tell when each reaction happens during a dwell from a experimental time series. If we

focus on the catalytic dwell, we have to know at which time instant hydrolysis takes place during a dwell

but it is quite difficult to spot out because the ∼20◦ rotation is concealed by the thermal fluctuation.

In the binding dwell, ATP binding and the temperature sensitive (TS)12 step take place but it is even

difficult to know which reaction happens at which instant because detail of the TS step is still unknown.

One possible key to solve this problem can be the autocorrelation decay of the rotary angle during a

dwell. In the catalytic dwell, the autocorrelation function is not single exponential as expected from

simple brownian motion in a single harmonic potential, but is double exponential as shown in Sec. 2.4.

If our speculation is correct and the longer time constant originates from the two-step kinetic scheme of

hydrolysis and Pi release, this decay function may change with or without the correlation. In addition to

this indirect approach, it would be effective to consider the way to speculate when hydrolysis takes place
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during a dwell from the time series. Assuming the Langevin potential switching dynamics, the switching

angle could be speculated by Byes statistics, for example.

4.3.2 Effects of the Fluctuation on Thermodynamic Efficiency

In this work we focused only on the chemical kinetics and did not touch the relationship with en-

zyme function. Because the most remarkable point of the F1-ATPase is its high energy conversion

efficiency,76,80 we would like to work on how the fluctuation affects the energy transduction mechanism.

Because the corporation of the three (αβ)-subunit pairs intermediated by the γ-subunit enhances the

catalytic performance, it should also contribute to the energy efficiency. Especially, the correlation we

found between different reactions, which are considered to take place at different catalytic sites, can be

interpreted as follows; one of the reactions acquires the information of the chemical state of another and

the feedback-control mechanism is established. Recently, the study of the relationship between thermo-

dynamic quantities and information, called information thermodynamics, is developed and especially the

second law of thermodynamics in fluctuating system is expanded to include the information entropy. Its

application to biological system is also proceeding81 and we consider it interesting to investigate how the

corporative motion of different subunits contributes to the energy conversion efficiency in F1-ATPase.

4.3.3 Application to Other Protein Motor Systems

It is also interesting point to investigate the universality of the non-equilibrium effects on the chemical

kinetics of other protein motor systems. The key point of our work is the timescale competition between

the chemical reaction and another degree of freedom which controls the reaction. There are many kinds

of protein motor systems besides F-ATPase82 such as V-ATPase83,84 and linear motors walking on

filaments85. If these proteins also have such properties, it is possible that anomalous kinetics take place

under some circumstances and that some data analysis methods should be modified.
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Appendix

A.1 Langevin Equation and Fokker-Planck Representation

A.1.1 Overdamped Limit

The common form of the Langevin equation in physics is a second order one with a frictional force

−η dx
dt and a potential force −dU(x)/dx

m
d2x

dt2
= −η

dx

dt
− dU(x)

dx
+

√
2Dξ(t),

⟨ξ(t)⟩ = 0, ⟨ξ(0)ξ(t)⟩ = δ(t),
(A.1)

where m, η,D are the mass of the particle, the friction constant, and the diffusion constant, respectively.

ξ(t) is a Gaussian white noise and the bracket ⟨·⟩ means the ensemble average over the possible noise

realization. This is widely used in simulating the motion of nano-size matters (pollen grains, beads,

biomolecules, ...etc.) susceptible to thermal noise.

When the ratio of m and η is much smaller than the observation timescale, the second-order derivative

term can be neglected and we can reduce it into a first order equation

η
dx

dt
= −dU(x)

dx
+
√
2Dξ(t). (A.2)

This is called the overdamped limit. Apparently we can obtain it by simply taking m → 0 but we show

it in detail to discuss its scope of application.

The following discussion is based on the books by R.Zwanzig (2001)30 and K.Sekimoto (2010).86 First,

we rewrite eqn.(A.1) with the momentum p(t) as

dx(t)

dt
= p(t)/m, (A.3a)

dp(t)

dt
= −dU(x)

dx
− η

m
p(t) + Fp(t), (A.3b)

where Fp(t) =
√
2Dξ(t) is a random force of the momentum satisfying

⟨Fp(t)⟩ = 0, (A.4a)

⟨Fp(0)Fp(t)⟩ = 2Dδ(t). (A.4b)

We solve it formally as

p(t) = e−
η
m tp(−∞) +

∫ t

−∞
e−

η
m (t−s)

{
−dU(x(s))

dx
+ Fp(s)

}
ds

=

∫ 0

∞
e−

η
m s

{
−dU(x(t− s))

dx
+ Fp(t− s)

}
ds,

(A.5)
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and obtain
dx(t)

dt
= − 1

m

∫ ∞

0

e−
η
m s dU(x(t− s))

dx
ds+ F̃x(t), (A.6)

where the second term in the right hand side is the random force and represented as

F̃x(t) =
1

m

∫ ∞

0

e−
η
m sFp(t− s)ds.

Here we assume that the momentum at t → 0 is zero p(−∞) = 0. We then calculate the noise average

of this force and its autocorrelation.

⟨F̃x(t)⟩ =
⟨

1

m

∫ ∞

0

e−
η
m sFp(t− s)ds

⟩
=

1

m

∫ ∞

0

e−
η
m s⟨Fp(t− s)⟩ds = 0.

Here we used eqn.(A.4a). We calculate the autocorrelation assuming t < t′ as follows;

⟨F̃x(t)F̃x(t
′)⟩ =

⟨
1

m2

∫ ∞

0

∫ ∞

0

e−
η
m (s+s′)Fp(t− s)Fp(t

′ − s′)dsds′
⟩

=
1

m2

∫ t

−∞
ds

∫ t′

−∞
ds′e−

η
m{(t−s)+(t′−s′)}⟨Fp(s)Fp(s

′)⟩

=
2D

m2

∫ t

−∞
e−

η
m (t+t′−2s)ds (∵ eqn.(A.4b), (−∞, t′) ∋ ∀s ∈ (−∞, t))

=
D

mη
e−

η
m (t′−t).

Therefore, we can sum them up as

⟨F̃x(t)⟩ = 0, (A.7a)

⟨F̃x(t)F̃x(t
′)⟩ = D

mη
e−

η
m |t−t′|. (A.7b)

The second equation used the symmetry of t and t′. This relationship shows that the random noise

F̃x(t) is a colored noise. From the discussion above, the ratio of m and η, τp = m/η, corresponds to

the correlation decay timescale of the noise F̃x(t) or the momentum p(t). When this value is small

enough compared with the observation timescale and we can regard τp → 0, the autocorrelation function

eqn.(A.7b) becomes a delta function and we can approximate F̃x(t) as a white noise

⟨F̃x(t)F̃x(t
′)⟩ → 2D

η2
δ(t− t′)

because of the relationship

ae−a|x| a→∞−−−→ 2δ(x).

In the same way, the left hand side of eqn.(A.6), the Langevin equation of x(t), can also be represented

as

− 1

m

∫ ∞

0

e−
η
m s dU(x(t− s))

dx
ds

η/m→∞−−−−−−→− 1

η

∫ ∞

0

2δ(s)
dU(x(t− s))

dx
ds

=− 1

η

dU(x(t))

dx
.

(A.8)
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In all, when η/m → ∞, the Langevin equation eqn.(A.1) becomes

η
dx(t)

dt
= −dU(x)

dx
+ Fx(t) (A.9)

with a random noise Fx(t) satisfying

⟨Fx(t)⟩ = 0, ⟨Fx(0)Fx(t)⟩ = 2Dδ(t).

This is exactly the overdamped limit eqn.(A.2). In this limit, the momentum p(t) (eqn.(A.5)) is a

fast variable and erased from the equation. Even if the mass of the particle m has a finite value, the

overdamped limit can be verified as an approximation when the time resolution of the observation is much

longer (coarser) than τp = m/η, the relaxation time of the random noise autocorrelation eqn.(A.7b).86,87

Actually, we can safely use this limit to model the movement of a gold nano particle (ϕ=80nm) tethered

to a protein because m ≈ 5 × 10−21kg and η ≈ 7 × 10−10kg/s so that τp ≈ 7ps, which is much shorter

than 1∼ 40µs, the time resolution of the experiment.

A.1.2 Fluctuation-Dissipation Relation

In the Langevin equation eqn.(A.1), it is sometimes wrongly understood that the random force term
√
2Dξ(t) is the collisional force of the surrounding molecules to the Brownian particle. It is partly true

but the frictional force term −η dx
dt also originates from the collision. The random force is the mean

force due to the molecular collision forces averaged within a mesoscopic timescale. Because both random

force and frictional force terms share the same origin, there is an important relation between the friction

constant η and the diffusion constant D called the fluctuation dissipation relation. When the thermal

equilibrium is attained between the surrounding media and the Brownian particle, the relation below

holds;
D = ηkBT, (A.10)

where kB and T are the Boltzmann constant and the temperature, respectively.

In the case of free Brownian motion without a potential U(x), this can be easily derived by assum-

ing the equipartition of the energy between the Brownian particle and the surrounding molecules, i.e.,

m⟨u(t)2⟩/2 = kBT/2, where u(t) = dx(t)/dt is the velocity and the bracket ⟨·⟩ is the ensemble average

over possible noise realization. The Langevin equation is as follows;

m
du(t)

dt
= −ηu(t) +

√
2Dξ(t),

⟨ξ(t)⟩ = 0, ⟨ξ(0)ξ(t)⟩ = δ(t).
(A.11)

We can solve this equation in a formal way as below;

u(t) = u(0)e−
η
m t +

√
2D

m

∫ t

0

e−
η
m (t−s)ξ(s)ds. (A.12)

From this equation, the autocorrelation function of u(t) is calculated as

⟨u(t)u(t′)⟩ = ⟨u(0)2⟩e−
η
m (t+t′) +

2D

m2

∫ t

0

∫ t′

0

e−
η
m (t+t′−s−s′)⟨ξ(s)ξ(s′)⟩dsds′ · · · (∗)

= ⟨u(0)2⟩e−
η
m (t+t′) +

D

mη

{
e−

η
m |t−t′| − e−

η
m (t+t′)

}
.

(A.13)
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By setting t = t′ and substituting ⟨u(t)2⟩ = ⟨u(0)2⟩ = kBT/m, we obtain eqn.(A.10) and

⟨u(t)u(t′)⟩ = kBT

m
e−

η
m |t−t′|. (A.14)

The second term in (*) is calculated as follows; when t > t′,

2D

m2

∫ t

0

∫ t′

0

e−
η
m (t+t′−s−s′)⟨ξ(s)ξ(s′)⟩dsds′ = 2D

m2

∫ t

0

∫ t′

0

e−
η
m (t+t′−s−s′)δ(s− s′)dsds′

=
2D

m2

∫ t

0

e−
η
m (t+t′−2s)ds

=
D

mη

{
e−

η
m (t−t′) − e−

η
m (t+t′)

}
.

Taking the case t′ ≤ t into account, we obtain the equation above.

If the particle is trapped in a potential, the fluctuation dissipation relation can also be derived in the

same way if the potential is harmonic U(x) = kx2/2 and the overdamped limit is verified;

η
dx(t)

dt
= −kx(t) +

√
2Dξ(t). (A.15)

This equation is in the exactly same form as eqn.(A.11) and by assuming the equipartition of the

energy ⟨kx(t)2/2⟩ = kBT/2 we can obtain the relation D = ηkBT in the same way. In this case the

autocorrelation decay of x(t) follows

⟨x(t)x(t′)⟩ = kBT

k
e−

k
η |t−t′|. (A.16)

The Brownian motion described by a linear first-order Langevin equation such as eqn.(A.11) and (A.15) is

called Ornstein-Uhlenbeck process. Even if the overdamped limit cannot be applied, the same fluctuation

dissipation relation is obtained although the derivation is more complicated by using the Wiener-Khinchin

theorem.29,77

A.1.3 Derivation of the Fokker-Planck Equation

While the Langevin equation describes a trajectory of a Brownian motion, the Fokker-Planck equation

is the time evolution equation of its distribution. Given a general form of the one-dimensional Langevin

equation
dX(t) = a(X, t)dt+ b(X, t)dB(t), (A.17)

where B(t) is the Wiener process, its Fokker-Planck equation is;

∂P (X; t)

∂t
= − ∂

∂X
{a(X, t)P (X; t)}+ 1

2

∂2

∂X2
b(X, t)2P (X; t). (A.18)

P (X; t) is the probability distribution of X at time t. In order to derive it,88 we consider the conditional

probability P (X; t|X0; t0) with the initial condition X(t = t0) = X0. By using the Chapman-Kolmogorov

equation, we obtain

P (X; t+∆t|X0; t0) =

∫
P (X; t+∆t|Y ; t)P (Y ; t|X0; t0)dY (A.19)
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for ∆t > 0. Using it with an arbitrary function f(X),∫
f(X) {P (X; t+∆t|X0; t0)− P (X; t|X0; t0)} dX

=

∫
dXf(X)

∫
dY P (X; t+∆t|Y ; t)P (Y ; t|X0; t0)−

∫
dY f(Y )P (Y ; t|X0; t0).

(A.20)

Considering that |X − Y | is small enough when ∆t is infinitesimal, we apply the Taylor expansion to

f(X) and truncate it at the second order;

f(X) ≈ f(Y ) +
df(Y )

dY
(X − Y ) +

1

2

d2f(Y )

dY 2
(X − Y )2. (A.21)

Substituting it into the first term of the left hand side of eqn.(A.20),∫
dXf(X)

∫
dY P (X; t+∆t|Y ; t)P (Y ; t|X0; t0)

=

∫
dY f(Y )P (Y ; t|X0; t0)

∫
dXP (X; t+∆t|Y ; t)

+

∫
dY

df(Y )

dY
P (Y ; t|X0; t0)

∫
dX(X − Y )P (X; t+∆t|Y ; t)

+

∫
dY

1

2

d2f(Y )

dY 2
P (Y ; t|X0; t0)

∫
dX(X − Y )2P (X; t+∆t|Y ; t).

(A.22)

Considering that X,Y obey the Langevin equation eqn.(A.17), the spatial displacement ∆X = X − Y

during the small time interval ∆t is

∆X ≈ a(Y, t)∆t+ b(Y, t)∆B(t), (A.23)

where ∆B(t) = B(t+∆t)−B(t). Using this relation, we obtain∫
dX(X − Y )P (X; t+∆t|Y ; t) = ⟨∆X⟩ = a(Y, t)∆t, (A.24a)∫

dX(X − Y )2P (X; t+∆t|Y ; t) = ⟨(∆X)2⟩ ≈ b(Y, t)2∆t. (A.24b)

In the second equation, we truncated higher order terms than ∆t. Substituting these two into eqn.(A.22),

it becomes∫
dXf(X)

∫
dY P (X; t+∆t|Y ; t)P (Y ; t|X0; t0)

=

∫
dY f(Y )P (Y ; t|X0; t0)

∫
dXP (X; t+∆t|Y ; t)

+ ∆t

∫
dY

df(Y )

dY
a(Y, t)P (Y ; t|X0; t0) + ∆t

∫
dY

1

2

d2f(Y )

dY 2
b(Y, t)2P (Y ; t|X0; t0)

=

∫
dY f(Y )P (Y ; t|X0; t0)

+ ∆t

∫
dY f(Y )

[
− ∂

∂Y
{a(Y, t)P (Y ; t|X0; t0)}+

1

2

∂2

∂Y 2

{
b(Y, t)2P (Y ; t|X0; t0)

}]
.

(A.25)
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From the second to the third equation, we partially integrated the derivatives of f(Y ). As a result,

eqn.(A.20) becomes

1

∆t

∫
dXf(X) {P (X; t+∆t|X0; t0)− P (X; t|X0; t0)}

=

∫
dXf(X)

[
− ∂

∂X
{a(X, t)P (X; t|X0; t0)}+

1

2

∂2

∂X2

{
b(X, t)2P (X; t|X0; t0)

}]
.

(A.26)

Because f(X) is arbitrary, by taking ∆t → 0 we obtain the Fokker-Planck equation

∂P (X; t|X0; t0)

∂t
= − ∂

∂X
{a(X, t)P (X; t|X0; t0)}+

1

2

∂2

∂X2

{
b(X, t)2P (X; t|X0; t0)

}
. (A.27)

If we consider a high-dimensional case

dXi(t) = ai(X, t)dt+
∑
j

bij(X, t)dBj(t), (A.28)

its Fokker-Planck counterpart is;

∂P (X; t)

∂t
= −

∑
i

∂

∂Xi
{ai(X, t)P (X; t)}+ 1

2

∑
i,j

∂

∂Xi

∂

∂Xj
Bij(X, t)P (X; t), (A.29)

where Bij(X, t) =
∑

k bik(X, t)bjk(X, t). In the case of the physically common underdamped Langevin

equation, i.e, eqn.(A.1) and (A.3), the corresponding Fokker-Planck equation is

∂P (x, p; t)

∂t
= − ∂

∂x

{ p

m
P (x, p; t)

}
− ∂

∂p

{
−dU(x)

dx
− η

m
p

}
P (x, p; t) +D

∂2

∂p2
P (x, p; t), (A.30)

while the overdamped limit eqn.(A.2) is represented by the Smolchowski equation

∂P (x; t)

∂t
= − ∂

∂x

{
−1

η

dU(x)

dx
P (x; t)

}
+

D

η2
∂2

∂x2
P (x; t). (A.31)

A.2 Numerical Calculation Method of the Potential Switching Model

In this section, we explain the numerical method to calculate the potential switching model (eqn.(2.7a)).

The calculation consists of two parts; numerical solution of the Langevin equation and potential switch-

ing.

An overdamped Langevin equation is numerically solved by a finite difference method.89,90 Here, we

calculate it with time step ∆t. First, we rewrite the equation into a differential form as below;

dθ(t) = − 1

Γ

dGpre/post(θ(t))

dθ
dt+

√
kBT

Γ
dB(t). (A.32)

By simply integrating it with t over [t, t+∆t], we obtain

θ(t+∆t)− θ(t) = − 1

Γ

∫ t+∆t

t

dGpre/post(θ(s))

dθ
ds+

√
kBT

Γ
B(∆t), (A.33)
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where B(∆t) =
∫ t+∆t

t
dB(s) = B(t + ∆t) − B(t) obeys the Gaussian distribution with zero mean and

√
∆t standard deviation. By approximating the first term of the right hand side as

− 1

Γ

∫ t+∆t

t

dGpre/post(θ(s))

dθ
ds ≈ − 1

Γ

dGpre/post(θ(t))

dθ
∆t, (A.34)

we obtain the Euler-Maruyama scheme;

θt+∆t = θt −
∆t

Γ

dGpre/post(θt)

dθ
+

√
kBT

Γ
B(∆t). (A.35)

It is the simplest scheme to numerically solve a stochastic differential equation and its precision is the

order of (∆t)
1
2 . In this study, however, we used an improved higher order method, Heun scheme shown

below, with 1st order precision of ∆t

θ̄t = θt −
∆t

Γ

dGpre/post(θt)

dθ
+

√
kBT

Γ
B(∆t)

θt+∆t = θt −
1

2

∆t

Γ

{
dGpre/post(θt)

dθ
+

dGpre/post(θ̄t)

dθ

}
+

√
kBT

Γ
B(∆t).

(A.36)

The two Gaussian noises B(∆t) are the same ones.

For each time step, we calculate the switching probability and determine whether to switch to the next

potential or not with the Monte-Carlo method. The switching probability P
(i)
∆t , that is, the transition

probability to the next potential during the time interval [t, t+∆t], can be obtained as below in a formal

expression;

P
(i)
∆t = 1− exp

{
−
∫ t+∆t

t

ki(θ(s))ds

}
. (A.37)

i indicates the pre- or post-hydrolysis dwell. It is the probability of trajectories escaping from the dwell

during the time interval [t, t + ∆t] with the initial condition θ(t) without counting the returning ones

or newly coming ones. When ∆t is small enough, it is simply approximated as ki(θt)∆t by assuming

that the rate constant ki(θ(t)) does not change during this time interval and that ki(θt)∆t is also small

enough to approximate as 1− exp {−ki(θt)∆t} ≈ ki(θt)∆t. However, considering the case when ki(θ(t))

is sensitive to θ and its value is large, we provide a more precise method by assuming that θ(t) moves

with linear uniform motion with velocity

vt =
θt+∆t − θt

∆t
.

Thus, we obtain another approximation of the transition probability as below;

P
(i)
∆t = 1− exp

{
−
∫ t+∆t

t

ki(vts+ θt)ds

}

= 1− exp

{
−k(θt)

exp(αivt∆t)− 1

αivt

}
.

(A.38)

αi is the angle dependence parameter in eqn.(2.5). It coincides with ki(θt)∆t when αivt∆t is small

enough to consider exp(αivt∆t) ≈ 1 + αivt∆t. It may be possible that we can obtain the exact solution

of eqn.(A.37) by the path integral method.
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In the calculation, the time step ∆t must not be too large compared with the typical timescale of the

system. In this study, we set it so that τrel/100 > ∆t, which means that it takes at least 100 time steps

before the local-equilibrium relaxation time τrel = Γ/κ in the potential. Besides the numerical calculation

time step, we also set the output time step. It corresponds to the time resolution of the observation and

is set to be the same as the experiment in which the data we use were obtained for T ≦33◦C; 27000 fps

(frames per second), about 40 µs/frame.21 At higher temperature, we adopted 108000 fps (∼1µs/frame)

following the recent experiments.

A.3 Mathematical Representation of the Dwell Time Distribution

Although the numerical calculation in this study is based on the Langevin equation, the dwell time

distribution can also be described by the Fokker-Planck representation although it might be difficult to

solve directly.

A.3.1 Simpler Case: Single Potential Switching Model

First, we show it in the case of a simpler model, a single potential switching model (2.2). Because

the dwell time distribution is the escape time distribution from a potential, we first focus only on a

single escape event neglecting the returning trajectories due to the potential switching. Based on the

Agmon-Hopfield model (1.25), the dwell time distribution S(τ) can be represented as follows according

to eqn.(1.27)

S(τ) =

⟨
exp

{
−
∫ τ

0

k(θ(s))ds

}⟩
θ

. (A.39)

The bracket ⟨·⟩θ is the ensemble average over all possible trajectories escaping from the potential at time

τ .

While this is only a formal solution, which could be solved by the path-integral method, we can also

calculate the dwell time distribution from the Fokker-Planck representation (Agmon-Hopfield equation

(1.28)):
∂C(θ; t)

∂t
= − ∂

∂θ

{
− 1

Γ

dU(θ)

dθ
C(θ; t)

}
+

kBT

Γ

∂2

∂θ2
C(θ; t)− k(θ)C(θ; t). (A.40)

We have to solve it under a certain initial condition and its escape time survival distribution S(τ) can be

obtained as S(τ) =
∫
C(θ; τ)dθ. Coming back to the model with returning trajectories, the initial angle

distribution corresponds to the steady state landing angle distribution. The landing angle is the angle at

which a trajectory returns and lands on to the potential after it escaped from it. When the angle shift

after the switching is θb, the steady state landing angle distribution Pland(θ) and the steady state escape

angle distribution Pes(θ) are related as

Pland(θ) = Pes(θ + θb). (A.41)

Meanwhile, the escape angle distribution is proportional to k(θ)P (θ; t) and in the steady state it can be

obtained as

Pes(θ) =
k(θ)Pst(θ)∫

k(θ′)Pst(θ′)dθ′
, (A.42)
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where Pst(θ) is the steady state angle distribution obtained by eqn.(2.3). In all, by using C(θ; t = 0) =

Pes(θ+ θb) as the initial condition and solving eqn.(A.40), we obtain the dwell time distribution without

directly taking the ensemble average among a number of trajectories produced by the Langevin equation.

A.3.2 F1 Catalytic Dwell Model

In the case of the model with two potentials for the simulation of F1-ATPase in this study, the

catalytic dwell time distribution can be obtained in almost the same way as above from the Fokker-

Planck representation (2.4). What we have to do is to solve the equations without returning paths after

Pi release

∂Cpre(θ; t)

∂t
= − ∂

∂θ

{
− 1

Γ (T )

dUpre(θ)

dθ
Cpre(θ; t)

}
+

kBT

Γ (T )

∂2

∂θ2
Cpre(θ; t)

− khyd(θ;T )C
pre(θ; t),

(A.43a)

∂Cpost(θ; t)

∂t
= − ∂

∂θ

{
− 1

Γ (T )

dUpost(θ)

dθ
Cpost(θ; t)

}
+

kBT

Γ (T )

∂2

∂θ2
Cpost(θ; t)

− kPi(θ;T )C
post(θ; t) + khyd(θ;T )C

pre(θ; t),

(A.43b)

under the initial condition

Cpre(θ; 0) =
kPi(θ)P

post
st (θ)∫

kPi(θ
′)P post

st (θ′)dθ′
, (A.44a)

Cpost(θ; 0) = 0, (A.44b)

where P post
st (θ) is the steady state solution of the model with returning trajectories (2.4).
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