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1. Introduction

1.1 Historical background of thermal-hydraulic sakty analysis codes

Since the first nuclear power plant, Dresdefddgan commercial operation in the United
States, ensuring a high level of safety has beerimaary concern. Sophisticated analytical
methodology and system calculation codes have alWwagn explored to accurately predict thermal
hydraulic behavior within various components ofulear power plant, such as the reactor core,
steam separator, steam generator, jet pump, pides@on. Nuclear energy is attractive, compared
to other power generation methods, due to highggnéensity, low fuel costs, and suppression of
CO, emissions. However, limited public acceptancenotlear power exists due to significant
safety concerns, especially after the severe atisdecurring at TMI-2 in 1979, Chernobyl in 1986,
and the Fukushima Daiichi nuclear power plant in120 Therefore, the implementation of
thermal-hydraulic simulations in the analysis otlear power plants is crucial to ensure design
integrity, develop countermeasures to prevent oeacteltdowns in accident scenarios, and to
provide useful information for reactor operators.

In the 1960's, low computational performanestricted the selection of the analytical method
to a homogenous approach. Under the homogeneows abssumption, equal temperature and
velocity in the gas and liquid phases are assumethis approximation allows for three
fundamental equations of mass, momentum, and engrgge solved when determining the
thermal-hydraulic behavior of two-phase flow. Titlea of the drift-flux model, later proposed by
Zuber and Findlay [1-1], allowed the gas-phaseaitido be approximated by a drift velocity and
distribution parameter, which represent the difieebetween gas velocity and mixture volumetric
flux, the spatial covariance of mixture volumetiliex and void fraction, respectively. Ishii [1-2]
extended the drift-flux model to develop the dimition parameter and the drift velocity models,
which enhanced the applicability of the drift-flixodel in thermal-hydraulic simulations. In the
1970’s, thermal-hydraulic codes implemented theft-fiix model through the use of four
fundamental equations. In the 1980’s, increasesinputational performance became evident and
codes, such as RELAPS5, TRAC, etc., began to impiertiee two-fluid model. The two-fluid
model uses separate mass, momentum, and energyioequfor the gas and liquid phase,
respectively. The individual treatment of the gad dquid phase allows for the elimination of the
homogenous flow assumption. Therefore, this magerous evaluation can provide more precise
calculation results, but the complexity of the gmml increases significantly. Since the two-fluid

model solves six conservation equations, severalstitative equations representing mass,



momentum, and energy transfer terms between gaistligterface are needed to close the model.
Interfacial transport of mass, momentum, and endsggydependent on the interfacial area
concentration and flow structure of two-phase flasaich depend on flow velocity, void fraction,
geometrical condition, etc. Two-fluid analysis esddeveloped around the 2000’s introduced a
flow regime map model, which allowed for specifioat of appropriate constitutive equations in
accordance with specific two-phase flow regimeghsas the dispersed bubbly flow, churn flow,
annular flow, and droplet flow regimes.

Recently, high-performance computers havewaltb for the prediction of two-phase flow
behavior to be refined by implementing an intedharea concentration equation in two-fluid codes.
The interfacial area concentration equation caimagt the time and spatial dependent value of
interfacial area concentration by accounting fer ¢hange of interfacial structure in two-phase flow
through introducing source terms to model bubbleakup, coalescence, expansion, and phase
change. Traditionally, a flow regime map model rist necessary if the interfacial area
concentration equation is introduced in a two-fledde because the value of interfacial area
concentration is obtained through mechanisticalymiulated models representing physical
processes of bubble interfacial behavior. Howewamy experimental works must be required to
develop reliable constitutive relations for souteems and to obtain sufficient databases over the
wide range of flow conditions needed to evaluate tklations. High computational costs,
compared to the existing flow regime map based fluid- model, are associated with two-fluid
codes because additional conservation equationsesded to solve the interfacial area transport
equation.

The historical evolution of thermal-hydraulic silation codes shows that as
computational performance has increased the implerien of more rigorous methodology has
improved prediction of two-phase flow behaviors.hisTimproved accuracy has allowed us to
increased safety and economic efficiency of a rauclgower plant. However, the number of
constitutive relations required to close the covesgsn equations have increased, resulting in the
credibility of results obtained by analysis codedécome largely dependent on the fidelity of the
implemented constitutive relations. It is impottém utilize a computational code that determines
the applicability of implemented constitutive rédats to the problem of interest and selects proper
methodology to achieve the highest level of safedgsible. Relevant physical phenomena and
computational behavior should be studied and coespsn realize improved accuracy in future
safety analysis codes. The developed constituéiagions should then be carefully selected based

on the recognition of real physical mechanismsrandel sensitivity.



1.2 Application of best estimate codes and its rability

Two-fluid thermal-hydraulic codes like TRAC-BF TRACE, RELAPS5, and so on are
classified as best estimate codes and are expeztedprove code accuracy compared to codes
using the homogenous flow approach. These codes lheen utilized to simulate nuclear power
plant behavior during AOOs (Anticipated Operatio@adcurrences) or anticipated severe accident
scenarios. Such best-estimate codes solve thebadic conservation equations with many
constitutive equations, which are required to ceuthle conservation equations. Therefore, the
relationship between inputs and results of simoitetibecome quite complicated, and the effect of
each constitutive equation on simulation outputsniclear. The credibility of an analysis code, for
the simulation of an anticipated operating scenasfwuld be assessed through confirmation of
proper code design with the intended algorithmgiffeation) and the ability to simulate the
required physical phenomena through proper matheahatodels (validation).

The code validation process begins by ideimigha specific power plant and scenario. Then
the important phenomena to be considered must katifiéd and summarized in a PIRT
(Phenomena Identification and Ranking Table) [1-3{lighly ranked phenomena, determined by a
PIRT, have a significant influence on safety par@msewhen licensing criteria assessed for a
specific simulation scenario. The eligibility diet physical models to a real power plant and a
specific scenario in highly ranked phenomena detersnthe credibility of the code. Therefore, it
is necessary to validate the physical models ohljiganked phenomena based on appropriate
experimental databases. Ideally, these experithdatabases should be obtained by reproducing
practical conditions. Otherwise, the scalabilifyaodatabase should be assessed by considering
whether the experiment and physical model can ended to realistic flow conditions for the use
in the simulation of actual phenomena. Moreov@PDAP (Evaluation Model Development and
Assessment Process), ruled by the US regulatorgegli203 and V&V methodology require the
identification of model uncertainties based on itifermation about fidelity and pedigree of each
physical model, and interaction with the other mireana.

As can be seen in V&V methodology [1-4], tfedldwing confirmation process should be
performed to assure the model credibility and ifieation of model uncertainty.

1) The physical concept of the model

2) Adequacy of the experimental database

3) Model prediction ability to various experimentatala

4) Scalability of experiment and model



5) Effect of approximated and neglected phenomena

Mechanistic models of physical phenomena implenteimesimulation codes are becoming more
detailed and complicated, which necessitates isetaanalysis to determine code credibility.
Methodology such as CSAU (Code Scaling, Applicapbiand Uncertainty), EMDAP, and V&V
provide procedures to enhance overall code crégitily selecting the most important physical
phenomena that need elaboration, and allow forgmtgan of time and resource consumption caused

by reckless development.

1.3 Thesis objectives

Based on the background to enhance the réljabif a nuclear safety analysis code, it
becomes necessary to confirm the fidelity of thdecand to identify how precisely the code can
simulate the anticipated scenario. Traditionadigfety analysis codes have been developed to
simulate specific experimental data. The code itsodee not rigorous containing approximation
and compensating errors may exist if the model rpatars have been adjusted to simulate
experimental data. Additionally, if the experim@ntata with prototypic conditions are not
available to develop the codes, the scalabilitthefcode models are the problem to assure the codes
can simulate prototypic plant behavior as well be txperimental data. Eliminating the
approximation of the codes is one of an approaakdolve this problem. Therefore, it is required
to improve the reliability of a nuclear safety ayséd code by means of the proper usage of basic
equation and selection of constitutive equations.

Study of a rigorous interfacial drag model amgrovement of the momentum equation used
in one-dimensional two-fluid analysis codes areftwis of this thesis. Figure 1-1 schematically
shows the relationship between the research topithie thesis and existing research about
interfacial drag models utilized in one-dimensioad-fluid analysis codes.

A momentum transfer term between the liquidl @as phases has a significant role in
two-fluid analysis codes and is used to calculabéd Vfraction, a characteristic parameter of
two-phase flow. It is well known that void fraatiompacts nuclear thermal power feedback,
pressure loss, flow distribution within a core, tpliase water level, flow induced vibration, etcain
light water reactor. Depending on the scenariobdcsimulated, the phenomenon of interfacial
momentum transfer in a core region may be highhkea in a PIRT for many anticipated scenarios.

One-dimensional two-fluid analysis codes gpéchlly selected to perform the safety analysis

of nuclear power plants, since detailed three-dsimral codes, such as 3D-CFD codes, are



inappropriate to simulate such a large and comglitaystem due to extremely high computational
demand. In one-dimensional two-fluid analysis ydbe conservation equations are solved, to
simulate two-phase flow behavior, through use ofsptal quantities that are area-averaged over a
specific geometrical flow area. Therefore, eachre® term implemented in the area-averaged
conservation equations must account for the effeatea-averaging.

The interfacial drag term, which is an importangree term in the momentum equation, can
be formulated based on parameters such as relatieeity between gas and liquid phase, drag
coefficient, interfacial area concentration, andoso It is also necessary to consider the efféct o
void fraction and velocity spatial distribution tre area averaged value of the interfacial drag.ter
Andersen and Chu [1-5] proposed an area-averagedacial drag model based on Ishii and
Mishima[1-6]'s formulation of area-averaged relatiwelocity through the introduction of
distribution parameter and drift velocity. Nametlijs area-averaged interfacial drag model is
utilized in one-dimensional two-fluid analysis cedgy applying the idea of the drift-flux model to
consider the void fraction and mixture volumetiiexfprofiles. On the other hand, Brooks et al.
[1-7, 1-8] indicates the necessity of introducirgidviraction covariance (spatial auto-covariance of
void fraction), which is a result of the rigorousa@averaging of relative velocity. Additionally,
Hibiki and Ozaki [1-9], Ozaki and Hibiki [1-10] deloped constitutive equations of void fraction
covariance for piping and rod bundle, respectiveljhe approximation of uniform void fraction
profile, pointed out by Brooks et al. [1-7, 1-8ancbe excluded by implementing these developed
covariance models into one-dimensional two-fluidalgsis codes, which contributes to an
improvement in the rigorous treatment of safetylymi® However, the other problem still needs to
be solved. The wall shear friction term includadhie momentum equation of a current existing
one-dimensional two-fluid analysis code is deribaged on the assumption of uniform void fraction
profile. No existing knowledge has been foundardig the proper expression of the momentum
equation with consideration of the void fractiorvapance model. Additionally, the effect of the
uniform void fraction profile approximation shoulbee assessed by comparing the obtained results
with a rigorous formulation treating void fracti@ovariance. These discussions are necessary to
judge the validity and credibility of the curremide approximation.

Since the interfacial drag force term is dependenthe geometrical interfacial structure of
two-phase flow, consideration of flow regime allofes the determination of this term. Kelley
[1-11], however, pointed out that discontinuity aglculation results and numerical instability was
caused by constitutive equation transition as tivasg flow changes flow regime. In response, to

address this problem, the interfacial area conatofr transport equation (IATE) has been



developed. IATE can represent the interfacialcstme of two-phase flow without using a flow
regime map model, so Talley et al. [1-12, 1-13]lenpented IATE in the TRACE code to assess its
applicability. The usage of IATE still has thel@ling problems to overcome when accounting for
its compatibility to V&V methodology, namely,
1) Results of IATE are strongly dependent on an initialue which cannot readily be
determined.
2) Sink/source terms included in IATE require many fficients, whose validity cannot
readily be confirmed.
3) Coefficients of source terms are dependent onébengtrical condition of the flow path.
4) Constitutive relations to determine source terms maot scalable to the prototypic
operational conditions in a light water reactor (RWWbecause these correlations have
been developed based on databases obtained uredety-state air-water flow at

atmospheric pressure.

Recently, Ozar et al. [1-14], Schlegel and Hibiki1[5], and Shen and Hibiki [1-16] developed
constitutive equations for predicting interfaciaka based on the idea of a two-group model.
Bubbles in two-phase flow are categorized accortiing characteristic difference of interfacial drag
and thus spherical bubbles in dispersed bubbly fisevconsidered as group-1 bubbles. Whereas,
Taylor bubbles in slug flow, cap bubbles in capldytor cap turbulent flow, and bubbles in churn
turbulent flow regimes are considered as groupblas. The interfacial area for group-1 and
group-2 bubbles can be identified by the proposetstitutive equations and possibly by providing
an interfacial drag force term in a one-dimensiohab-fluid analysis code. Although the
introduction of these interfacial area concentratmrrelations can resolve some IATE problems,
such as the complexity of equations and increasetputational cost, the existing work is needed to
determine the adequacy of the constitutive equstiwhen implemented in a one-dimensional
two-fluid code and the effect of uncertainty on ghediction of void fraction. Discussion of how the
interfacial area concentration affects the resofita two-fluid analysis code is another goal othi
thesis. Sink/source terms implemented in IATE Ishal modeled based on physical phenomena
like coalescence and breakup of bubbles, bubblaresipn due to pressure gradient, phase change,
and so on. The existing databases are insuffidiersicale the data to the prototypic operating
conditions of a real power plant, so the datababesild be extended to a range comparable to
prototypic flow conditions, geometrical conditiatc. In general, the cost to obtain such databases

is significant. Therefore it should be carefullisalissed whether the investments for IATE



development will contribute to improved accuracgéiety analysis codes.

Based on the above mentioned existing works umresolved issues, the following studies
have been performed to determine useful knowledigeitathe importance of the interfacial drag
model in a one-dimensional two-fluid analysis code.

1) A rigorous formulation of the momentum equation f@rone-dimensional two-fluid

analysis code, considering void fraction covariance

2) A comparison between the existing model based atefsen and Chu [1-5] and the above

rigorous approach to clarify the effect of the apmnation on uniform void fraction
distribution.

3) Development of an interfacial drag model for a dimaensional two-fluid analysis code,

based on the two-group interfacial area concentratbrrelation models developed by
Ozar et al. [1-14] and Schlegel and Hibiki [1-1Bjhd confirmation of the newly
developed model’s applicability.

4) Clarify the effect of interfacial area concentratiand drag coefficient on void fraction

through uncertainty analysis of the interfacial gdnaodel, based on the two-group

interfacial area concentration correlation model.

1.4 Outline of the thesis

The following chapters discuss void fractiavariance, momentum equation development,
and the interfacial drag force term. Chapter 2eng8 existing constitutive equations applied to rod
bundle geometry in two-fluid analysis codes. TlHieot of void distribution covariance on a
one-dimensional two-fluid analysis code has beedistl for pipe and rod bundle and is discussed in
chapter 3 and chapter 4, respectively. The apa@pformulation of the momentum equation,
with consideration of a void fraction covariance deb is also discussed in these chapters.
Additionally, the interfacial drag force term maffegt transient behavior due to the difference of
characteristics in momentum coupling between phasékerefore, differences in calculation results
for transient scenarios are investigated to compases with and without consideration of
covariance.

Chapter 5 discusses the formulation of therfatial drag force term, based on the two-group
interfacial area concentration correlations. Thgthodology, a so-calledCp approach,” is
validated against several representative separif¢et gests and determination of numerical
instability, which might occur due to flow regimeansition, is discussed. Chapter 5 also

investigates the influence of uncertainties inrfateial area concentration and drag coefficiemigei



these uncertainties are normally considered toid¢peificsant. The sensitivity of interfacial area
concentration and drag coefficient is also quaedifio provide useful information to determine
further development required in safety analysisesod Lastly, the findings obtained in these studies

are summarized and concluded in chapter 6.
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2. Constitutive Equations for Vertical Upward Two-Phase Flow in Rod
Bundle

2.1 Introduction

Two-phase flows are encountered in various indstpparatuses such as chemical
reactors, boilers, heat exchangers and nucleatoreac Detailed three-dimensional two-phase flow
analyses using two-phase computational fluid dynarftivo-phase flow CFD) codes have been
advanced for design and performance analyses o$indl apparatuses [2-1]. However, the
prediction accuracy of the two-phase flow CFD doesreach sufficient level for these purposes due
to the difficulty of modeling in interfacial areamcentration, two-phase flow turbulence, non-drag
force and wall nucleation source [2-2, 2-3] as wasllack of local two-phase flow data to be used fo
validating the two-phase flow CFD [2-4].

In a practical use of two-phase flow analyses;@dineensional analyses are common.
For example, a nuclear reactor system is compadse@uay components such as reactor core, piping
and safety components which make the system coatptic In order to simulate some accident
scenario, the nuclear system behavior is the focAdlow channel in each component is
area-averaged and one-dimensional formulationdd ursa nuclear thermal-hydraulic system
analysis code. In the nuclear thermal-hydraulgtesy analysis code, the two-fluid model is often
utilized as modeled two-phase conservation equaf{@d]. The one-dimensional two-fluid model
is formulated by averaging local time-averaged flu@ model over a flow channel and is
composed of six equations, namely mass, momentdnerergy balance equations for gas and
liquid phases. The two-fluid model is considered of most accurate two-phase flow balance
equations because it can treat thermal and kinemati-equilibrium between two phases. In order
to close the mathematical system of the two-flu@tel, numerous constitutive equations should be
given. Figure 2-1 shows a typical code structue important constitutive equations.  Since
constitutive equations are often flow-regime-degengdaccurate flow regime transition boundaries
should be identified. A drift-flux type correlatios often used for calculating the area-averaged
relative velocity between phases. An interfaciabacorrelation is important for calculating an
available area for mass, momentum and energy &emsf A correlation to predict a wall friction is
indispensable in closing the momentum equation. nti@oous efforts have been made to improve
the prediction accuracy of these correlations amgiitutive correlations have been well-established
for a simple geometry such as a pipe.

Due to the requirement to use best-estimate c@®al (Code Scalability, Applicability,
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and Uncertainty) methodology has been establishedthe CSAU methodology, the scalability of
constitutive correlations in terms of channel gemyngsize and shape) and thermal-hydraulic
conditions (pressure, temperature and velocitylkshbe assessed and the uncertainty of the
correlations should be evaluated. One cornersibttee CSAU methodology is to develop the
Phenomenon Identification and Ranking Table (PIRT)]. Some PIRT evaluation suggests that
constitutive equations in a nuclear reactor coedyais may have a significant impact on the safety
measure. In view of this, important constitutivgiations for a rod bundle should be re-assessed
and be improved to enhance the prediction accuraRgcently, several improved constitutive
equations have been proposed for flow regime tiianstriteria, void fraction, void fraction
covariance and relative velocity covariance andrfatial area concentration in a rod bundle. This
chapter discusses the state-of-the-art constitetiumtions for flow regime transition criteria, goi
fraction, void fraction covariance and relativeogly covariance and interfacial area concentration
in a rod bundle and reviews the constitutive equiattor wall frictional pressure drop used in legacy
one-dimensional nuclear thermal-hydraulic systealyais codes such as TRACE, RELAP5 and
TRAC codes.

2.2 Flow regime map

In a dynamic two-phase flow, an interfacial struetavolves spatially and temporally.
Since the interaction between two phases occursighrthe interface, the interfacial structure
significantly affects the mass, momentum and entaysfers between two phases. The
dependence of the interfacial structure on flovapwaters is expressed as a flow regime map or a
flow pattern map. Typical two-phase flow regiméserved in a vertical channel are bubbly, slug,
churn and annular flow. In a large size chandey) bubbles cannot exist due to its surface
instability and the slug flow regime is replacedhagap bubbly flow and cap turbulent flow regimes
[2-8]. In a nuclear thermal-hydraulic system as&yode, a two-phase flow regime is commonly
determined by two parameters such as void fraetimhmass flux, and flow-regime-dependent
constitutive equations are used with some intetoiascheme between two different flow regimes.

Table 2-1 lists existing experimental studies isaing two-phase flow regime map in
vertical rod bundles. From the overall viewpoutiserved two-phase flow regimes in the vertical
rod bundles are bubbly, finely dispersed bubblg, lmabbly, cap turbulent, churn and annular flow
regimes. It should be noted here that Venkatesaaret al. [2-9] adopted slug flow regime instead
of cap bubbly and cap turbulent flow regimes. Thay be due to a limited understanding of

two-phase flow characteristics in a large chanunehss large bubble disintegration due to its
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surface instability as of 1982. The two-phase ftegimes observed in a relatively small bundle
such as a 3x3 rod bundle may be different frometlres large bundle such as an 8x8 rod bundle,
because slug bubbles spanning over the bundlegceamexist in the small bundle.
Venkateswararao et al. [2-9] proposed a phenomgiwalbmodel to predict the transition
boundaries between two-phase flow regimes including flow regime. As discussed above, the
slug flow regime should be replaced with cap bulallgl cap turbulent flow regimes. Liu and
Hibiki [2-15] performed extensive literature sunafyexisting experimental flow regime maps and
existing two-phase flow regime transition critemadel. They developed a phenomenological
model to predict the two-phase flow regime transitboundaries and demonstrated its validity by
comparing their model with existing data takenémtical rod bundles. The brief summary of the

Liu and Hibiki’'s model is given below.

Bubbly-to-cap bubbly flow transition

The bubbly-to-cap bubbly flow transition criterigiven by Eq. (2-1) was derived by
assuming a significant increase in the bubble soalece rate at the distance between bubbles being

smaller than the bubble diameter.

S T e () el -

0.234+ 006 pg/pf)CO G,

where jf, jg, v, CO, P, and p, are the superficial liquid velocity, superficiagvelocity,

97

drift velocity, distribution parameter, gas densityd liquid density, respectively.< > and << >>

are the area-averaged quantity and void-fractioighwted mean quantity, respectively. The
distribution parameter and drift velocity are céted by Ozaki and Hibiki’s correlation [2-16] and

Hibiki and Ishii's correlation [2-17], respectively

Cap bubbly-to-cap turbulent flow transition

The cap bubbly-to-cap turbulent flow transitiorterion considered "two-group" bubbles,
namely, small bubble (group-1) and large-cap bufipeup-2). The transition criterion given by
Eq. (2-2) was derived by assuming a significantéase in the small bubble coalescence rate at the
distance between small bubbles being smaller tismall bubble diameter as well as a significant

increase in the large bubble coalescence rate aliskance between large bubbles being smaller
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than the large bubble diameter.

O =

0

Bubbly-to-dispersed bubbly flow and dispersed bwhbicap bubbly flow transitions

Two flow transition criteria were proposed basedatical Weber number and a

maximum allowable void fraction.

Criterion based on critical Weber number:

Py

o

5/6
o 59/ \33
[—Apg] N <g> = 0.084¢ (2-3)

where o , Ap, g and ¢ are the surface tension, density difference, tatihal acceleration

and energy dissipation rate per unit mass. Tm)u'rsnumber,NM, is defined by:

N = #
uf ]/2
o (2-4)
PO
"\ Apg
where I is the liquid viscosity.
Criterion based on maximum allowable void fraction:
<acrit> = 0.52 (2_5)

where « is the void fraction.

Cap turbulent-to-churn flow transition

The cap turbulent-to-churn flow transition criterizvas derived by assuming the void
fraction averaged over the entire region beingdiatigan that averaged over the cap-bubble section

as:
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where 7, DH and v, are the mixture volumetric flux, hydraulic equisat diameter and liquid

(a,,)>1-081 (2-6)

kinematic viscosity, respectively.

Churn-to-annular flow transition

Two transition criteria were proposed based on fleversal in the liquid film section
along large bubbles and destruction of large cdjislas or large waves by entrainment or

deformation.

Criterion based on flow reversal:

)= 2 ) -oxy e

Criterion based on destruction of large cap-bubbtdarge waves by entrainment or deformation:

V4

< j > > |Apgo | 02 (2-8)
g/ — p2 wf
g

Figure 2-2 compares Liu and Hibiki's model withextical upward air-water flow regime
map observed in an 8x8 rod bundle under an atmasgressure condition [2-15]. Open square,
solid diamond, open triangular and solid triangutafig. 2-2 indicate bubbly, cap bubbly, cap
turbulent and churn flow regimes, respectively. u &hd Hibiki's model predicts the observed
two-phase flow regime transition boundaries welrhe validity of Liu and Hibiki’'s model at the
boundaries between bubbly and finely dispersed lgdtdw regimes and between churn and
annular flow regimes are also demonstrated usiagl#ta taken by Liu et al. [2-13] and
Venkateswararao et al. [2-9], respectively. Lid &hibiki's model adopts the state-of-the-art
two-phase flow regime definitions in a vertical fmehdle and has been validated by several

experimental two-phase flow regime maps. In viéshese, Liu and Hibiki's model is considered
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the state-of-the-art model to predict two-phase flegime boundaries in a vertical rod bundle.
However, since its validation has been done usatg thken under atmospheric pressure conditions,
the applicability of Liu and Hibiki's model to higbressure conditions should be examined using

data to be taken in a future study.

2.3 Void fraction

Void fraction is one of most important two-phakevf parameters in characterizing gas
fraction of a two-phase flow. The accurate prédlicof void fraction is a key to estimate actual
coolant level in a nuclear reactor core under afdaat. Void fraction is also an important design
parameter in various industrial apparatuses. Petation based on the drift-flux model [2-18],
namely a drift-flux correlation, is often used foedicting area-averaged or one-dimensional void
fraction. The drift-flux model considers the relatvelocity between phases through the drift

velocity defined by:

v_Evg—j (2-9)

97

where v, is the gas velocity. Averaging Eq. (2-9) oveloavfchannel yields one-dimensional

drift-flux model as:

({v.))|= <<i>> = Gy (i) +{(w)) (2-10)

One-dimensional nuclear thermal-hydraulic systealyais codes use a drift-flux correlation to

calculate area-averaged relative velocity betwdms@s from void-fraction-weighted mean gas and
liquid velocities, <<vg>> and <<vf>> [2-19]. The distribution parameter is modeled by

considering a scaling parameter such as a demsityand a channel geometry. The drift velocity
is modeled by a drag law for multi-particles.

Table 2-2 lists existing experimental studies gasuring void fraction in vertical rod
bundles. Based on these existing data, seveftaflds type correlations were developed. Ozaki
et al. [2-36] and Ozaki and Hibiki [2-16] performad extensive review of the existing drift-flux
type correlations including Bestion’s correlati@d7], Chexal and Lellouche’s correlation [2-38],
Inoue et al.’s correlation [2-39], Maier and Codytin’s correlation [2-40] and Julia et al.’'s

correlation [2-41]. Ozaki and Hibiki [2-16] develed a drift-flux type correlation based on
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vertical upward boiling water flow data taken in& 8 rod bundle under prototypic high pressure

and temperature conditions as:

0, =11-01]% (2-11)
Py
ng = Vg;B exp (—1.39<jg+>) + ngp {1— exp (— 1 35<j;>)} (2-12)
where
ng = <<Ua7’>>]/4 and j;r = <]y> 3/4
Apgo A Apgo (2-13)
p; p;

The subscripts of B and P denote the bubbly flod/@ool condition. The drift velocities for
bubbly flow and pool condition are calculated hiyiils correlation [2-42] and Kataoka and Ishii's
correlation [2-43].

Ozaki et al. [2-36] demonstrated no significaf¢ets of the power distribution of a rod
bundle on the distribution parameter. They alseated that the spacer grid effect on the
distribution parameter goes away within a shottiagdice from the spacer grid. Ozaki and Hibiki
[2-16] discussed the effect of an unheated rodrisdebundle on the distribution parameter and

recommended Eq. (2-14) for a rod bundle with adamheated rod.

C,=108- 008 L (2-14)
Py

Figure 2-3 compares Ozaki and Hibiki’s correlatwaith void fraction measured in a vertical 8x8
rod bundle. Blue broken and red solid lines inwidhe calculated values using Egs. (2-11) and
(2-14), respectively. Ozaki and Hibiki’s corretatiagrees with the data well. The average
relative error of Ozaki and Hibiki’s correlationdetermined to be +4.36 % based on data taken
under a wide range of test conditions such as pre$som 0.1-12 MPa, mass flux from 5-2000
kg/m’s, rod bundle casing size from 79-140 mm, hydraedigivalent diameter from 9.8-21.7 mm
and adiabatic and boiling flows.

Ozaki and Hibiki [2-44] used a bubble-layer thieks model [2-45] for deriving the

distribution parameter of a subcooled boiling flowa rod bundle as:
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(2-15)

which is applicable toDO/P0 =07~ 09 D, and P, are the rod diameter and pitch

between neighboring rods, respectively. Equat®bh) indicates that enhanced wall peaking in
void fraction distribution due to subcooled voidanéhe rod lowers the distribution parameter in a
subcooled boiling region and asymptotically apphascEq. (2-11) in a bulk boiling region.

Liu et al. [2-46] performed an experiment usingeatical upward air-water bubbly flow in
a 5x5 rod bundle under an atmospheric pressurdatmmend collected void fraction data. They
developed the following correlation to predict thistribution parameter of an adiabatic bubbly flow
in a rod bundle as:

C,=|11-0 (2-16)

where D is the bubble Sauter mean diameter. Equatior6f2ntiicates that a lift force acting
on relatively small bubbles pushes bubbles towtresod resulting in lowered distribution
parameter.

Chen et al. [2-33] and Clark et al. [2-47] perfedran experiment using a vertical upward
air-water flow in an 8x8 rod bundle under pool dtiods and low liquid flow conditions,
respectively. As shown in Fig. 2-4, Clark et &k4[7] found that the distribution parameter
increased due to a secondary flow formed in thebrodtlle at low flow conditions.  Figure 2-4
indicates that the distribution parameter asymgadly approaches Eq. (2-11) with increased
mixture volumetric flux. Clark et al. [2-47] dewgled a drift-flux type correlation applicable to
low flow conditions. Schlegel and Hibiki [2-48] @&finoshita et al. [2-49] modified the Clark et
al.’s correlation by considering a proper presseading as:

p

C,=C_—(C_ -1 p— (2-17)
!

COO'— for <j+>g<j+>cxmax
C"OH for <j+>><j+>c max

0

C:

0

(2-18)
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C,, =11+ (184e_°'1<j+>)- F[ﬁJ (2-19)

P
1
: Pq
F = min max 1.70—58{;] (2-20)
0
_ CooH (<j+>cwmax)_1 st
| Tty e
0N (V) (@ar
<J >Cwmax_m<1f>+b, m:]- acritCO, i 1_g<Ja>critC0 ,
, . (2-22)
<J+>E () e <]f+>5 (i) -
Apgo Apgo
p; p;
(@), =min(0.0284 j; )+ 0.125, 0.5 (2-23)

The notations of the symbols used in Egs. (2-182123) are given in Fig. 2-5.

2.4 \oid fraction and relative velocity covariance
Brooks et al. [2-19, 2-50] have pointed out theamance of void fraction covariance,

. . . /. . .
Ca, and relative velocity covarlancﬁa, in one-dimensional two-phase flow analyses. In

current one-dimensional nuclear thermal-hydraygtesm analysis codes, the area-averaged relative

velocity between phases is calculated by:

B TR )

Brooks et al. [2-19] pointed out that void fracticovariance or relative velocity

(2-24)

covariance is missing in Eq. (2-24) and providezldbarrect form of Eq. (2-24) as:
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O e AR IR =

p_ 1- <a>
Ca = W (2-26)
C = <a2> (2-27)

Since the interfacial drag force term in momenaguations is proportional to the square
of the area-averaged relative velocity, the corf@eh of the area-averaged relative velocity should
be used for an accurate prediction of void fractiom view of this, Ozaki and Hibiki [2-44]
developed correlations of void fraction covarianod relative velocity covariance for vertical

upward two-phase flows in a rod bundle as:

C (<a>> =max(C,,,C, ) for{a )>(a)

C, ((a)) = 110(<§“>)>> ((a)=1+1 for(a,,)<(a) (2:28)
C =1+ {9. 39(a) - 04 + 0 41%1 T Z—jz (2(a)) (2-29)
Cosp = <Z>1oigs (2-30)
(a,,)=084 (2-31)

Figure 2-6 compares Ozaki and Hibiki’s correlatiaith relative velocity covariance
measured in a vertical 8x8 rod bundle. The figlraws that the relative velocity covariance
reaches 2 at the area-averaged void fraction aftah8. Ozaki and Hibiki’s correlation agrees
with the data well. The mean absolute error (kea) standard deviation (random error) of Ozaki
and Hibiki’s correlation for the relative velocitpvariance are determined to be -0.00241 and

0.0452 based on steam-water data taken under aravide of test conditions such as pressure from
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1.0-8.6 MPa, mass flux from 280-2000 kgénand exit quality from 0.0-0.25. Ozaki et al 5P}

derived gas and liquid momentum equations by censig the void fraction distribution.

2.5 Interfacial area concentration

Interfacial area concentratiors, , is one of most important two-phase flow paranseter

characterizing available interfacial area for massmentum and energy transfer between two
phases. The inverse of the interfacial area cdret#on is one of the important length scales in a
two-phase flow characterizing a bubble size. Tdwugate prediction of the interfacial area
concentration is a key to estimate mass, momentuheaergy transfer in a two-phase flow analysis.
An interfacial area correlation is often used fordicting area-averaged interfacial area
concentration and the introduction of an interfharga transport equation into a code is also
considered for predicting the dynamic behaviohefinterfacial area concentration [2-52, 2-53].
However, limited work has been conducted on dewegpan interfacial area correlation and an
interfacial area transport equation in a rod bund[Ehe existing interfacial area correlations and
interfacial area transport equation developedifapke geometries such as a pipe has been tested for

their applicability to a two-phase flow in a vedicod bundle.

2.5.1 Interfacial area correlations

Hibiki and Ishii [2-54] simplified an interfaciarea transport equation and developed a
simple interfacial area correlation for adiabatibbly flows. The developed interfacial area
correlation predicted 459 adiabatic bubbly flowadtgtken in flow channels including pipes and
rectangular channels with an average relative tiewiaf +22.0 %. Hibiki and Ishii's correlation
was also compared with boiling bubbly flow dataetakn a vertical 3x3 rod bundle and its
agreement with the data was fairly well. Hibikiagt[2-55] extended Hibiki and Ishii’s correlation
[2-54] to boiling bubbly flows. The developed irfteial area correlation predicted 569 adiabatic
bubbly flow data and 343 boiling bubbly flow datd@waveraged relative deviations of £21.1 % and
31.0 %, respectively. The boiling database inaiudel2 data taken at 1.46 MPa, which simulated

subcooled bubbly flow under prototypic PWR conditio The correlations are given by:

a
2

n=1 for adhatic bubbly flow [2-54 (2-32)
-0.170 -
n=122(a)  N,** for boiling bubbly flow [2-55]

N, = 302N (a) NI
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where

a / o
| L N =L La= -2 (2-33)
‘ v, P, Apyg

As shown in Fig. 2-7, Hibiki et al.’s correlatiograed with the boiling bubbly flow data taken in a
vertical 3x3 rod bundle fairly well.

Ozar et al. [2-56] examined the prediction accyadnterfacial area correlations
implemented in one-dimensional nuclear thermal-aylic safety analysis codes such as RELAP5
and TRAC-P codes using three databases (air-Na®@Hbhase flow in a 25.4 mm pipe, air-water
two-phase flow in a 48.3 mm pipe, air-water twogdhfow in an annulus with the hydraulic
equivalent diameter of 19.1 mm). A total numbethef data points was 127. A comparison
between the correlations and the data demonstitatthe interfacial area correlations in RELAPS
and TRAC-P codes failed to predict the interfaar@a concentration in bubbly-to-churn flow
regimes. Ozar et al. [2-56] extended Hibiki artdis correlation [2-54, 2-55] to high void fractio
region including slug and churn flow regimes. Begof the correlation is given in Table 2-3.

The notations of the symbols used in Ozar et ebrselation are given in Fig. 2-8. Ozar et al.’s
correlation agreed with the above three datasdtsami averaged relative deviation of +30 %.

Schlegel and Hibiki [2-48] simplified an interfatiarea transport equation and developed
a simple interfacial area correlation for cap bypbhp turbulent-to-churn flow in a large diameter
pipe. The set of the correlation is given in Teblk.  Schlegel and Hibiki’'s correlation agreed
with the data taken in large diameter pipes willias and root mean square of -4.29 % and 22.6 %,
respectively. As shown in Fig. 2-9, Schlegel arbilils correlation was also compared with
adiabatic two-phase flow data taken in a vertied 80d bundle and its agreement with the data was

fairly well.

25.2 Interfacial area transport equation

A general form of one-dimensional interfacial atr@asport equation is expressed as:

o) o)), T R D R C D B C NS B Gt

ot 0z

where t, v, and z are the time, interfacial velocity and axial laoat respectively. <§55mm>

is the interfacial area concentration source teumtd bubble breakup accompanied by the increase
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of the bubble number density, Whereé@sm> is the interfacial area concentration sink terra du

to bubble coalescence accompanied by the decréése lmubble number density.<@P,m Change>

is the interfacial area concentration source dt ®8rm due to phase change including boiling and
condensation. Wall nucleation is accompanied byiribrease of the bubble number density but

bubble expansion and contraction through interfdmdat transfer are not accompanied by the

is the interfacial area concentration source

change of the bubble number densit%@ﬂww Ch(mge>

or sink term due to pressure change along a flogction, which is not accompanied by the change
of the bubble number density.

Yang et al. [2-57] assumed similarities betweeow rectangular channel and a
sub-channel in a rod bundle, and applied the marfétgerfacial area concentration sink and source
terms developed for a vertical narrow rectangutamnoel [2-58] with some modifications to a rod
bundle. Five bubble interaction mechanisms comstlan the model were bubble coalescence due
to (1) bubble-bubble random collision induced loyid turbulence and (2) due to wake entrainment
and bubble breakup due to (3) turbulent impactubbles, (4) sharing off and (5) surface instability
The bubbles were treated in two-group, namely smadibles or group-1 bubbles and large bubbles
or group-2 bubbles. Figure 2-10 compares the a@eélopment of interfacial area concentration
calculated by the interfacial area transport eguatiith adiabatic two-phase flow data taken in a
vertical 8 x 8 rod bundle and its agreement withdhta was fairly well. However, the interfacial
area transport equation may not predict accurédefatial area concentration unless the initial

condition is accurately given.

2.6 Wall friction

Wall friction is one of important key parameters iInomentum equations. In what
follows, constitutive correlations adopted in onewehsional nuclear thermal-hydraulic safety
analysis codes [2-59, 2-60, 2-61] are briefly resdd. In the codes, the pressure gradient due to
wall friction is expressed as:

e, el e

friction

_dp
dz

<<“y >>‘ <<“y >> (2-35)

where wa and ng are, respectively, the liquid and gas frictiontéas where ng =0 for a
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Pre-CHF (Critical Heat Flux) regime anﬂ’wf = 0 for a Post-CHF regime. The pressure gradient

in the Pre-CHF regime is given as:

<<Uf>>‘ <<Uf>> = ¢; %ﬂf@ (2-36)

T - wa

friction

where qbfz, f and Gf are the two-phase multiplier, Fanning frictiontéacand liquid mass flux,

respectively. The liquid friction factor is expsesl by:

Zf(l_ <0‘>)2 Py

H

C, =0 (2-37)
Constitutive correlations for a single-phase fantfactor and a two-phase multiplier are necessary

to calculate the pressure gradient.

2.6.1 Single-phasefriction factor
TRACE code adopts Churchill’'s correlation [2-62hieh is applicable to laminar, transition and

turbulent regimes as:

112
g\~ 1
f=2 (—J — (2-38)
Re (a + b)
where
_ 16
1 3.753x 10 )
a =|2.457 log o and b = (R—X] (2-39)
’ e
T i0.27 S
Re DH

Re and €, are the Reynolds number and wall roughness, régglgc Churchill’'s correlation

asymptotically approaches the theoretical lamiiragls-phase friction factor inRe < 2100 and
an empirical turbulent single-phase friction caéfnt in Re > 3000,

RELAP5/MOD3.3 code classifies the single-phasevflegime into three regions: (1)
Laminar region Re < 2200), (2) Transition region 2200< Re < 3000 and (3) Turbulent
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region (Re > 3000). The single-phase friction factor in the laminegion, fL is given by:

16
Re - ¢,

I (2-40)

where ¢ is a correction factor considering the geometritifference between a pipe and other

flow channels, which is given by a user input. Tiegle-phase friction factor in the turbulent

region, f,,is calculated by Zigrang and Sylvester’s corietaf2-63] as:

1 € 2.51 € 21 25
— =-4]o —v 4+ —"7114- 2o - 241
/fT glO[S.?DH Re { glo(DH Re%® jH ( )

The single-phase friction factor in the transitiegion, fL_T , IS given by an interpolation function

as:

8250
fL—T - [3' 75~ Re j(fT.R(:sooo N fL.Rc: 2200) + fL.Rc: 2201 (2-42)

TRAC-BF1 code classifies the single-phase flowimeginto four regions and the

single-phase friction factor in each region is gy Pfann’s correlation [2-64] as:

f= 1—6 , for Re < 230( (2-43)
Re
1 028 Y 60
= — , for 2300Re <
4\ log Re —0.82 2 1111 (2-44)
DH
2
1 0.25
f=3 ,
4 2=
(3.393- 0805,)g, - 2477 log =
" 2 (2-45)
60 0.87—log —*
for—lm Rg < 42 Ll
2 | 2,
DH DH
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1 0.2 0.87-log D
f =2 25 > , for Re> 424 > L (2-46)
0.87—log —" —
DH DH
where
2
Re - S
DH
9, = log o (2-47)
0.87—log—~
H

2.6.2 Two-phase multiplier
TRACE code gives the two-phase multiplier withpest to each flow regime. The

two-phase multiplier for adiabatic bubbly and sfloagv regimes is given by:
2 _
(;5f = (2-48)

where n is an exponent whose value is not specified iNTRACE manual but is expected to be
between 1.72 and 1.8. The two-phase multiplierdoiling flow is formulated by considering

increased “wall roughness” due to bubble nucleadisin

¢ =, (1+ ) (2-49)
where
d 0.62
I : _ -
Cop= mln{Z, 155{ D, J{<a>( 1 <a>)} } (2-50)
The bubble departure diametet,, , is calculated by Levy'’s force balance model [2-&&
d
—5 - 0.015|—Z (2-51)
DH TwDH

where T, is the wall shear stress.

The two-phase multiplier for annular flow reginsegiven by:
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2 _
qbf = (2-52)
(1={a))
The single-phase friction factor for a laminar ldjéilm in annular flow regime is given by:
1/3
Fw = (54 ) (2-63)
where
=2 for (a)< 09
R€2¢.f
(a)-0.95
16+ 8 ~—F———
0.99- Q95 (2-54)
f, = . for 0.95<a> < 09
Rezw
24
f, = Re, for (a)> 09!

The single-phase friction factor for a turbulerguid film in annular flow regime is given by

Haaland's correlation [2-66] as:

1
fT: 2

1.11
6.9 /D,
3.6-1 + | 2-55

%0 Re,, ( 3.7 j (2-58)

29,

RELAP5/MOD3.3 code uses Lockhart and Martinellicgrelation [2-67] and Chisholm’s

correlation [2-68]. The frictional pressure gradies expressed by:

op 2| Op dp 2| Op
—=| =@ and |- =47 |- (2-56)
8 friction ‘ 82: g 825 friction l 825 f
Martinelli's parameter is defined by:
op| /| Op
X= |5 2-57
o:) / 0:) = 2o (2-57)

Chisholm [2-68] proposed the following simple cdation to calculate the two-phase multiplier as:

C 1
=1+— 2-58
¢? <+t (2-58)
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The RELAPS code calculates the parametér, using the following correlation developed based o

HTFS tests [2-69].
C =-2+£(G)T,(AG) (2-59)

where

5(G)=28-a3la

(loglo A+ 2 5)2

T(AG)=expi—
(4.6) 2.4-G/10 (2-60)
0.2
A
'Of 'u.fi
G, u ; and p, are the mass flux, liquid viscosity and gas viggpeespectively.

TRAC-BF1 code calculates the two-phase multigd@sed on Lockhart-Marinelli's model.

The two-phase multiplier is given by Hancox andd\lis correlation [2-70] as:

2 1 05 0.25
¢’ = 1+{Z_ }X {1+ RX°*(1- X) } (2-61)
where
R=311-2 eXp(S 65x 1040) (2-62)
p,

D, s the critical pressure.

2.7 Conclusions

In view of CSAU methodology and code V & V (Vedétion and Validation), the
implementation of most advanced and accurate ¢otigéi equations into a code is indispensable.
This chapter reviews the state-of-the-art correfeifor predicting key two-phase flow parameters in
a vertical rod bundle. The reviewed correlationslude flow regime map, void fraction, void
fraction covariance and relative velocity covarigniaterfacial area concentration and wall friction

Important conclusions are given as follows:
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Flow regime map

The identified flow regimes in a rod bundle werélbly, finely dispersed bubbly, cap bubbly, cap
turbulent, churn and annular flows. Existing floegime maps were taken under atmospheric
pressure conditions. Liu and Hibiki [2-15] deveddpflow regime transition criteria for a rod
bundle. Liu and Hibiki's model agreed with exigtiffow regime maps but its applicability to high
pressure and temperature two-phase flow shouldxbmieed using data to be taken in a future

study.

Void fraction

Five state-of-the-art drift-flux type correlatiorare identified. They are the drift-flux type
correlations for (1) a rod bundle under prototypicclear reactor core conditions [2-16, 2-36], (2) a
rod bundle with unheated rod at the bundle ced6], (3) a rod bundle under subcooled boiling
conditions [2-44], (4) a rod bundle under adiabatibbly flow [2-46] and (5) a rod bundle at low
liquid flow under low pressure conditions [2-4742; 2-49].  All correlations agreed with existing
void fraction data but the correlation for a rodnble at low liquid flow under low pressure

conditions should be further examined using datzettaken in a future study.

Void fraction covariance and relative velocity cosace

Modeling of void fraction covariance and relativeelocity covariance is indispensable for
calculating area-averaged relative velocity acalyat Only one model of void fraction covariance
and relative velocity covariance in a rod bundielfg is identified. Ozaki and Hibiki's correlation

agreed with existing data taken in a vertical 888 bundle under prototypic nuclear reactor core

conditions.

Interfacial area concentration

Accurate modeling of interfacial area concentratioimportant for calculating interfacial drag ferc
and interfacial heat transfer. The interface $tmecof large bubbles depends on a flow channel
size. Slug bubbles spanning over a flow channal €&st in a relatively small size channel,
whereas cap bubbles created by the disintegrafidarge bubbles due to their surface instability
exist in a relatively large size channel. Two typ# interfacial area correlations for relatively
small and large size channels with simple geongetire identified [2-56, 2-48]. In bubbly flow,
Ozar et al.'s correlation becomes identical to Kikand Ishii’s correlation [2-54, 2-55]. The

applicability of Hibiki and Ishii’s correlation ta rod bundle was partly examined but the
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applicability of Ozar et al.’s correlation to a rbdndle has not been tested. Schlegel and Hibiki's
correlation agreed with existing data taken in #ic&@ 8x8 rod bundle under an atmospheric
condition but its applicability to prototypic nuelereactor core conditions should be tested by data

to be taken in a future study.

Wall friction
Key constitutive correlations to calculate waltfibn are single-phase friction factor and two-ghas
multiplier. The constitutive correlations usedoime-dimensional nuclear thermal-hydraulic system

analysis codes such as TRACE [2-59], RELAPS5 [2#@Q] TRAC-BF1 [2-61] were reviewed.

Code improvement by implementing the above statiedfart correlations is expected to enhance

the code prediction accuracy for two-phase flowys®s in a rod bundle.
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Table 2-1  Existing flow regime maps of upward pltase flow observed in vertical

rod bundles.
Investigators Flow Geometry Working Identified Flow Flow Regime
Type Py/Dg # of Length  Fluids Regimes Identification
[mm] rods [m] Method
[-]
Venkateswararao Adiabatic 17.5/12.7 24 1.83 Air-Water B,F,S,C,A Visual
et al. [2-9] Observation
Mizutani et al. Adiabatic 16/12 4x4 1.90 Air-Water B,BC,C,CAA Visual
[2-10] Observation
Paranjape etal. Adiabatic 16.7/12.7 8x8 3.00 Air-Water B,CB,CT,C Neural
[2-11] Network with
Void Fraction
Signal
Zhou et al. [2-12] Boiling 15/10 3x3 1.33 Steam-WaterB,BC,C,A Visual
Observation
Liu et al. [2-13] Adiabatic 12.6/9.5 5x5 1.52 Air-Water DB,B,CB,CT,CVisual
Observation
Lee etal. [2-14] Adiabatic 19/14 3x3 1.00 Air-Water B,CB,S,C Visual

Observation

DB: Dispersed Bubbly, B: Bubbly, F: Froth, S: Slug, CBp@®abbly, CT: Cap Turbulent, BC: Bubbly Churn, C:
Churn,

CA: Churn Annular, A: Annular
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Table 2-2

Existing void fraction database obtdimevertical rod bundles.

Experimental Length Rods Axial Power Measurement Ref.
Facility (m) (Heated) Dy Dy Distribution AT s B G q' Technique
(mm)  (mm) (K) (MPa) (kg/m?s) (KW/m?)
PERICLES 3.7 357 9.5 11 Chopped cosine 20/60 0.3-0.6 21-48 11-40 DP transducers [2-20]
(1985) (357)
NEPTUN 1.7 37 10.7 4 Chopped cosine 0.5/3 0.4 42/91 5/10 DP transducers [2-21]
(1988) 37)
BWR 4x4 3.7 16 12.3 12 Uniform 0 0.5/1 833/1390 350-743 X-ray tomography [2-22]
(1990) (16)
BWR 8x8 3.7 64 or 61 12.3 13 Uniform 9-12 1-8.6 280-2000 225-3377 X-ray tomography [2-23,
(62 or 60) /Chopped 2-24,
cosine 2-25,
/Bottom peaked 2-26]
LSTF (1990) 3.7 1104(1008) 9.5 13 Chopped cosine0 1/7.3/15 2.2-84 5-45 DP transducers [2-27]
TPTF (1994) 3.7 32(24) 9.5 10 Uniform 5-35 3/6.9/11.8 11-189 9-170 v radiation and [2-28,
DP transducer 2-29]
THTF (1982) 3.7 64(60) 9.5 11 Uniform 46-118 3.9-8.1 3.1-29 ™ - DP transducers [2-30]
Yun (2008) 1.7 9(9) 18.4 8.2 Uniform 3.5-11 0.12 250-522 2518 Conductivity [2-31]
probe, Pitot tube
Yang (2012) 3.1 64(0) 10.3 16 N/A N/A 0.1/0.3 90-1400 O(adiatyat ~ Conductivity [2-32]
probe
Chen (2012) 3 64(0) 12.7 14.8 N/A N/A 0.1 Pool O(adiabatic) kolance meter [2-33]
Lee (2017) 1 9(0) 14 18.83 N/A N/A 0.1 100-1500 O(adiabatic) Impedance meter [2-14]
Katono (2017) 3.7 25(0) 10 12/8 N/A N/A 5/7/7.5 75-500 O(adiabatic) X-ray tomograph [2-34]
Liu (2017) 1.5 25(0) 9.5 10.3 N/A N/A 0.1 500-3000 O(adiabatic) Conductivity [2-35]
probe
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Table 2-3  Interfacial area correlation developgdzar et al. [2-56].

Parameter Recommended formulation

Total interfacial area concentration <a> = <a7,1> +<a7,z>

Group-1 (small bubbles) interfacial 6<%> 1_<a>

area concentration Sm

Group-2 (slug/churn bubbles) 450, <a> _<%>

interfacial area concentration

Void fraction of small bubbles in liquid 1,<a>

(e =T
slug " 1-{a) (o)
Sauter mean diameter for Group-1v,, =199, °*N,°® or N, = 168, a) N, °*
bubbles JRCEIS
N05m1 = %217 NLH = % Np = i N, <“> Lo
H P, v,
Turbulence dissipation (2) = (eur - exp(-am,, )} + (e, )exp(-an,, )

Group-1 void fraction () (a)=(ay,.)
ot <
() (o) <o)
Transition void fraction 0.235+ 001@-» < j;> <6
(0,.) = {0,325 0004;;) (j;)> 6
Critical void fraction 0.511+ ooo({j» <]~;> <6
(o) _{0.645— 00185) (j;)> 6
Asymptotic value of void fraction 0.099- 0 oos{ j;> < ]’;> <6
<% > _{ 0.05 <7/> > 61
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Table 2-4  Interfacial area correlation developgd&chlegel and Hibiki [2-48].

Parameter Recommended formulation

Total interfacial area concentration ~ (a,) =(a,) +(a,,)

Group-1 (small bubbles) interfacial 6<a1>

area concentration Sm1

Group-2 (slug/churn bubbles) 6<a2>

a =

. . . i2
interfacial area concentration Dsz
Sauter mean diameter for Group-1 v V2(1-a)"
Coo,|1.1T0?%a N, + 0.238 1.30 2a,) "+ — -~
3.0(1-
bubbles N = 220 (L)
o {2.4431(1—05)Nw + o.oosemvg,ﬁ“[ﬂﬂ
9
1/3
ey Lo¥? 2D
]\[W:<>77 W:M7 C,=0120 C,= 23
v . g

Sauter mean diameter for Group-2
N.  Dew CiNie
bubbles Y

12

s V2(1-a )"
0.230N,, ( oy, —a)+ 0.996, 1.304a,) +— /- &
3.0(1-a,)

Turbulence dissipation

0.316 v’ )
(=) (o) » g + (1)

Group-1 void fraction 1-(a)

Group-2 void fraction (a,) =1-(a,)
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3. Effect of Void Fraction Covariance on Two-FluidModel Based Code
Calculation in Pipe Flow

3.1 Introduction

In order to evaluate the safety of nuclear powantsl that possess highly complicated and
large-scaled systems, it is essential to utilizeerical simulation codes. Accidents in nuclear eow
plants can cause severe public hazards, and maydeserious social and economic consequences.
Hence, careful safety evaluation must be conduating proper simulation method at the design
stage of the plant. Also, those in charge of safetyulatory must consider the validity of the
simulation methods upon their decision-making pssce A method to evaluate the validity of
numerical simulation is standardized in V&V (Vetdition and Validation) guideline [3-1, 3-2, 3-3].
According to the guideline, thorough understandinfshe uncertainties arise by the (1) lack of
knowledge, (2) lack of experimental database fod@halevelopment, and (3) approximation for
shortening iteration time, are crucial when nunadlycobtained results are compared to the exact
solution.

Gas-liquid two-phase flow phenomena in nuclear togaare highly linked to the safety of
nuclear power plants in terms of the plant’s thénpaaver, fuel cooling, pressure loss, flow profiles
within reactor core, flow induced vibration chaeidtics, and so on. Hence, accurate two-phase
flow simulation is indispensable for conductingedgfevaluation of nuclear power plants. Advanced
thermal-hydraulics codes such as TRACE [3-4], RERAB-5], and TRAC-BF1 [3-6] utilize
interfacial drag term in the momentum equation @¢present the interfacial momentum transfer
between two phases. Interfacial drag term is thstingportant interfacial transfer term that governs
velocity fields of two-phases, and it highly infees the void fraction prediction. Void fraction
being one of the most important parameters to conglant’s safety evaluation, it is typically
categorized as the high ranked parameter in phemomdentification and ranking table (PIRT) for
many associated evaluation events [3-7].

In general, safety evaluation of nuclear power fslas conducted by treating coolant flow
within the reactor core and piping systems as omexgsional flow, as is the case for the safety
codes including TRACE [3-4], RELAP5 [3-5], and TRA&F1 [3-6]. Capability of
three-dimensional CFD technique to simulate twospHfiow phenomena is still immature due to the
high computational cost, and lack of experimentthtase to perform benchmarking at local-level.
Hence, it is still not a practical approach to aactdplant-level three-dimensional thermal-hydraulic

analysis, despite of the recent advancement in atatipnal methodologies. In typical safety
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analysis codes, one-dimensional two-fluid modeltiized. However, the interfacial drag term,
which represents the interfacial momentum tranbitween two-phases, is typically given as the
area-averaged quantity, and such area-averagedxapption may influence the void fraction
calculation results.

In order to eliminate the influence of area-avedagpproximation, various works have been
undertaken with the advancement of two-phase flimulation capability. Covariance of the
mixture volumetric flux and phase fraction profilwas defined as the distribution parameter for the
general expression of drift-flux model, and itsateinship with respect to area-averaged void
fraction was established [3-8]. The area-averagédi fvaction can be obtained from the distribution
parameter, but it is highly dependent on channehmggry and flow conditions. Hence, various
works have been undertaken to develop the congétatjuations for the distribution parameter [3-9,
3-10, 3-11, 3-12]. Additionally, Ishii and Mishin{&-13] utilized the distribution parameter to
develop area-averaged relative velocity model, amhtributed to the advancement of
one-dimensional two-phase flow codes. Howeverii Isind Mishima [3-13] derived the
area-averaged relative velocity term without coasidy the covariance of void fraction distribution
(spatial auto-correlation of void fraction). Henadlization of the Ishii and Mishima’s model alone
will not address the dependency of void fractiomac@nce on the local relative velocity expression.
Recent advancement on measurement technique eraide® conduct local time-averaged void
fraction measurement [3-14, 3-15, 3-16, 3-17, 33:29], and the constitutive equations on void
fraction covariance were developed based on superiemental database. Brooks et al. [3-20]
developed a covariance model based on the voitidradatabase obtained in adiabatic and boiling
experiments performed in circular pipe. Hibiki a@daki [3-21] proposed the covariance model
for subcooled boiling flow. By combining the modeith the Brooks et al [3-20]'s, Hibiki and
Ozaki [3-21] extended their work to develop a newdel that is applicable for entire dispersed
bubbly flow regime. Hibiki and Ozaki [3-21] clasfd the relationship between the interfacial drag
term of one-dimensional two-fluid model and covaca term, and formulated the interfacial drag
term with covariance effect that can be embeddedysiem analysis codes such as RELAP5 and
TRACE.

In this study, constitutive equations for covariampeoposed by Hibiki and Ozaki [3-21] were
included in the one-dimensional two-fluid code, dinél effect of covariance on circular round tube
was evaluated. Based on the analysis, proper tegaitaf the interfacial drag term and formulation
of the momentum equation in two-fluid model werengidered. The interfacial drag term with

covariance effect proposed by Hibiki and Ozaki [3-2s comprehensive enough to conduct
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quantitative evaluation using one-dimensional nucaércode. On the other hand, in the original
form of momentum equation, uniform void fractiorstdbution is assumed, and it is uniformly
distributed to each phase to calculate wall shelef and viscous and turbulent shear stress. This
may create discrepancy against the interfacial teag calculated with covariance. In this chapter,
section 3.2 discusses on the inclusion of inteafadiag term with covariance in two-fluid model,
and section 3.3 discusses on the methodology ofdonensional safety code analysis and the
calculation domain nodalization. Section 3.4 disesson the cause of a discrepancy in void fraction
calculations obtained by the use of covariance teamitional drift-flux model, and propose a new

momentum equation formulation to resolve such issue

3.2 Interfacial drag term for one-dimensional twofluid model
3.2.1 Derivation of theinterfacial drag term

In order to evaluate two-phase velocity fieldsngsiwo-fluid model, proper usage of
constitutive relation for the interfacial momenturansfer, especially the interfacial drag term, is
indispensable. In one-dimensional two-fluid modeterfacial drag term must be supplied as an
area-averaged quantity over the flow channel oérest. Also, interfacial drag term should be
expressed as a function of relative velocity duigstbigh dependency. The interfacial drag terro als
has an effect to suppress numerical instabilifBesed on above considerations, modeling of the

interfacial drag term for one-dimensional two-fluiebdel will be discussed in this section.

As was mentioned in Brooks et al. [3-22], and Hilikd Ozaki [3-21], area averaged interfacial

drag force term used in one-dimensional two flumbed is expressed as follows:

() == (efe.)

Here, M£ , Ci and v are the interfacial drag force term, drag coedfitiand relative velocity,

<vr> . (3-1)

respectively. The() symbol indicates the area-averaging over the flowss section. The

area-averaged drag coefficient can be formulatddllasvs:
3
a)|1-C (a)) Apg
CIELAT)
()

Here, a, Ap, g, and <<vg].>> are void fraction, density difference between te phases,

(3-2)
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gravitational acceleration, and void fraction-weeghmean drift velocity, respectivey, is the

covariance in void fraction distribution arise g tarea-averaging, which is defined as follows:

o, ] -

Under a steady state condition, the interfaciabdmce acting on bubbles are balanced with the

buoyancy force as shown in Eq. (3-4).
(312) = ~{a(a- o)) a0 = ~{a)(1-C, ()

Substituting Eq. (3-4) into Eq. (3-1) yields theaglrcoefficient given by Eq. (3-2). Additionally,
area-averaged relative velocity can be expressadiatction of distribution paramete) and the

covariance C, defined in Eq. (3-3) as follows [3-20, 3-22]:

)y e -euf

Here, v, and v , are, respectively, the gas velocity and liquicbegl. By substituting Egs. (3-2)

and (3-5) into Eqg. (3-1), one obtains an expresi&oimterfacial drag as follows:
1 ()i () a0
T
B VR B RO

Here, C; means relative velocity covariance (represents dffiect of covarianc€C, on

area-averaged relative velocity) and is defineshasvn in Eq. (3-7).

(o) E—l_<a> (3-7)
“ 1-C <a>

o

As was shown in Eq. (3-7), in one-dimensional tludf model, constitutive equations for
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distribution parameter(, ), drift velocity (<<qu>> ), and covariance@';) are the necessary terms

to obtain area-averaged interfacial drag.

3.2.2 Constitutive equations for distribution parameter and drift velocity

Constitutive equations for distribution parameted alrift velocity utilized in TRAC-BF1
code [3-6] are tabulated in Table 1. For the distion parameter, Rouhani’'s equation [3-23] is
utilized in TRAC-BF1. However, for the distributioparameter in circular round tube, the
generalized form proposed by Ishii [3-9] is wideljlized, which is shown in Eq. (3-8).

c,=12-02/2 (3-8)

Py

Here, p,and p, are the density of gas phase and liquid phas@ecésely. Difference in
distribution parameter value using Rouhani [3-23] #shii [3-9]'s equations is shown in Fig. 3-1.
Rouhani [3-23] considered the dependence of masgityeand channel size on the distribution
parameter but the distribution parameter takes \Vegh value as the channel size increases.
TRAC-BF1 code implements the limiting value of tilistribution parameter being 1.33. On the
other hand, Ishii [3-9] assumed negligible dependeaf Reynolds number on the distribution
parameter and modeled the distribution paramettr tivé density ratio, see Eq. (3-8).

For constitutive equations for drift velocity, médd Zuber and Findlay [3-8]'s model based
on Wilson's upward bubbly flow data [3-24] is w#id. However, for churn flow in standard pipe

size, Ishii’s drift velocity expression is widelyilized [3-9].

v =42 (3-9)

Here, I/;U* is defined as,

V= <<Uw‘>>

gj 1/4
Apgo (3-10)
ps

and o represents the surface tension.
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For large diameter pipe, Hibiki and Ishii [3-25iteodel, which considered the secondary flow

due to the presence of bubbles within flow chanceat, be utilized.

v =V exp(-139(5))+ v, {1— exp(- 139 jg+>)} (3-11)

Here, j; = j, [ (Apgo | p?)** and Vy 4is the drift velocity for bubbly flow defined by Hi

[3-8].

v, =v2(1-(a)) " (3-12)

9j,B

Vg}vp is the drift velocity under pool condition propddey Kataoka and Ishii [3-10], and it is

expressed as shown in Eq. (3-13) for the low visgdisiid, such as water.

-0.157
,\0-809( O o .
0.0019 D;) (—QJ N 2% for D < 3
Py

- (3-13)

-0.157
0.0B{&J N %% for D' > 30
pf uf g

+
9, P

D, and Nﬂf are the non-dimensional hydraulic diameter andogy number, respectively.

"o (3-14)
Apg
N
uf i \/7 1/2 (3-15)
O, |[—
"\ apg

Here, D, and g, are the hydraulic diameter and liquid viscosigspectively.
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Note that covariance is not considered in the oalgT RAC-BF1 code, such that, it is

assumed to be one.

c, =C =1 (3-16)

Hibiki and Ozaki [3-21] extended the work of Broo&bsal. [3-20] using Garnier’'s void fraction

distribution data [3-14] under subcooled boilinghdition and proposed following expressions for
covariance. Brooks et al. [3-20] developed the titniive equations for covariance term using the
database obtained in 0.1 ~ 0.603 MPa pressuretamsli Additionally, the database developed by

Garnier utilizes Freon as a working fluid, whicmsiates prototypic condition of PWR at 15 MPa.

max(C’a_’SB,Ca’BB) for <a>s< mf> 001
C = (3-17)

10 2) =0 Dt o ()5 fa)- 00

([ 003

max (C ,,C. ) for (a)<(a, )- 001
C' = (3-18)

- C(< t> OO]) +1 for {(a)>(a )— 0O
e maog e o () (e 00

Here,

Cosp = <a> 2 - <a> (3-19)
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a (3-20)

Ca’BB = (3-21)
Conp =
(3-22)
1-1116-01
9
a, =||3 (3-23)
() = (3-24)

oa

Figure 3-2 shows the dependency of void fractich r@hative velocity covariances on area-averaged
void fraction using Egs. (3-17) and (3-18). Anagtly, C, :Zl/<a> is obtained under the
separated flow model, where uniform distributions assumed in liquid film and gas core. As a
result, C’a' — oois obtained. Additionally, available experimentidta shows the increase in

relative velocity covariance with respect to arearaged void fraction [3-20]. Considering the
interfacial drag model in annular flow regime, cogace shouldn’t be considered beyond the

separated flow regime. For the transition frompdised flow to separated flow, constitutive
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equations (3-17) and (3-18) from Hibiki and Oz&«2[1] are given to properly define the transition
using the system analysis code. As can be seen Figm3-2, influence of covariance becomes
significantly large near the transition to annulaw regime. From Eq. (3-6), interfacial drag term

becomes smaller when neglecting the presence afience.

3.3 Evaluation of void fraction in circular pipe using TRAC-BF1 code

To understand the effect of void fraction distribnt covariance on area-averaged void
fraction, TRAC-BF1 code was utilized to simulatemapd two-phase flow through circular tube.
TRAC-BF1, similar to TRACE and RELAPS5 codes, is thermal-hydraulic analysis code, which
utilizes mass, momentum, and energy equations étin gas and liquid phases with interfacial
transfer terms. These codes have been utilizedgiear industry for number of years to assess the
safety of nuclear power plant. In these safetyysigcodes, covariance introduced in section 3.2
is not considered. As can be seen from the reistip between relative velocity covariance and
Eq. (3-6) shown in Fig. 3-2, introducing covariankighly affects the interfacial drag term.
Especially for high void fraction condition, effeof the covariance on interfacial drag term is
relatively large, hence, it is essential to exanihm characteristics of system analysis codes when
the covariance term is introduced.

The computational domain is shown in Fig. 3-3, Whiomprised of main pipe simulated by
50 cells of primary arm of TEE component. Innemuiider was set to 25 mm for medium size pipe,
and 250 mm for large diameter at adiabatic conditidditionally, FILL components were utilized
for both liquid-phase and gas-phase inlets, anepbase inlet was placed at the second cell counting
from the bottom. The outlet pressure boundary d@wdiwas controlled by using BREAK
component connected to the outlet of the TEE compbn

Four models tabulated in Table 3-2 were utilized ctdculate interfacial drag term in
TRAC-BF1 code, and influences of the distributi@mgmeter and covariance were evaluated.

For the steady-state analysis, outlet pressuredasyrat BREAK component and inlet flow
conditions at FILL component were kept constant. the transient analysis, unsteady inlet and
boundary conditions were utilized. By conductihgge two analyses, calculated results of void
fraction values in circular round tube were evatdat

For the outlet boundary condition, 7 MPa, whichhie BWR’s normal operation condition,
was applied. It is confirmed that covariance texmesinot show pressure dependency for the ranges

of 1 to 9 MPa [3-26]. Here, 7 MPa was selectedtli@r analysis condition. Inlet superficial gas
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velocity (<jg>) was evaluated using drift flux model by supplyitaggeted void fraction value

(<a>f ,) and superficial liquid velocity value <(jf>) using following drift-flux model
target

formulation.

<J',,> _ (Co <jf> T <<vw>>)<o‘>wt

1-C, ()

(3-25)

target

Here, recommended models tabulated in Table 3-& wilized for distribution parameter and drift

velocity. Unlike drift-flux model, it is not guaréeed that area-averaged void fraction calculation

matches with <a> value in TRAC-BF1 code. However, for steady andyfueveloped

target

conditions, it is expected that calculated voidctiem matches With<oz>t t value, since
arge

interfacial drag term is calculated using distribntparameter and drift velocity in TRAC-BF1 code.

In section 3.4, comparison of the analysis resaitd <a>, , is done, and well-posedness of
target

constitutive equations and governing equationstdlee inclusion of covariance term is considered.

3.4 Results and Discussions
3.4.1 Seady-Sate Conditions

For the current analysis, change in TEE componefid fraction values in axial direction
was investigated for both medium (25 mm ID) andéa(250 mm ID) diameter pipes using four
conditions tabulated in Table 3-2. Figures 3-4 &8l depict the results of the test cases with
targeted void fraction values of 0.70 and 0.50M@&dium diameter pipe. As can be seen from the
figures, liquid superficial velocities were setGd, 1.0, and 2.0 m/s, respectively. Figures 3% an
3-7 depict the results for the cases with largendigr pipe with targeted void fraction values af0.
and 0.50.

From the trends observed in Figs 3-4 through 3sficeable difference in area-averaged void
fraction values can be confirmed using differenhstibutive relations of drift-flux model. In
particular, high sensitivity on void fraction vakudy the constitutive equations of distribution

parameter and interfacial drag term can be confitritde distribution parameter directly relates the
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area-averaged relative velocity and two-phase iutedec hence, its sensitivity on void fraction
calculation is also high for the TRAC-BF1 calcubati

As is depicted in Fig. 3-1, since Rouhani’s disttibn parameter model is dependent on flow
rate, distribution parameter tends to become smalte the flow rate increases. As a result,
area-averaged void fraction tends to be higher emetpto the low flow rate cases. In addition,
Rouhani’s model is also dependent on pipe diamatel,as can be seen from the comparison of Figs.
3-4 and 3-6, and Figs. 3-5 and 3-7, area-averagét! fraction for large diameter pipe tends to
become smaller than medium diameter pipe due tmtiiease in the distribution parameter.

From the covariance model shown in Fig. 3-2 andnterfacial drag defined in Eq. (3-6), for
the area-averaged void fraction below the anndtaw transition, inclusion of covariance term
largely affects the calculation results for thethayea-averaged void fraction conditions. It can b
confirmed from the comparison of Figs. 3-4 and @A&dium diameter pipe), and Figs. 3-6 and 3-7
(large diameter pipe) that larger covariance effecionfirmed for the analysis case of void frattio
0.70 than that of 0.50.

Furthermore, it can be also confirmed from Figd. BBrough 3-7 that the effect of covariance
becomes large for the conditions with low flow ratd-igures 3-8 and 3-9 depict the ratio between
calculated and targeted void fraction values pibtiéth mixture volumetric flux. As can be seen
from the figures, effect of the covariance ternmd noticeable, but inclusion it underestimates the
void fraction values at the low flow rate condition The current simulation condition was set to
steady-state without phase-change, and theorsficalld fraction calculated by TRAC-BF1 code
with recommended models should match with drificfaodel. The discrepancy of void fraction
values between the models with and without covadanay be caused by introducing the interfacial

drag term which may have affected the code accuwhETRAC-BF1 models.

3.4.2 Effect of covariance on drift velocity term

In case of utilizing drift velocity constitutive egtions in multi particle system, which is
derived based on the terminal velocity of bubbfean infinite medium, in a strict sense, covariance
must be considered. Drift velocity for churn fldar instance, is defined as follows [3-8]:

0.25

y = 2| Br9T (1—a)°'25 (3-26)
9]

P

Then, its one-dimensional form can be expressed as,
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(o= Ssd - 2 (e o2

Here, C: term is defined as follows:

” <Oz (1_ a)0.25>
o = (3-28)

(o)™

As shown in Fig. 3-10, Eqg. (3-28) can be numenceadliculated by assuming the presence of

the following power-law void fraction spatial disttion.

@ _q_ [LJ (3-29)
« R

0 w

where a,, r and R, are, respectively, the value @t at center, radial distance and the radius
of a pipe. Eq. (3-29) represents the approximait fraction profile which can be utilized for
dispersed flow regimen is the exponent for the void fraction profile ramgfrom 2 to 7.  In Fig.
3-10, the result was obtained based s 2, but the sensitivity ofi on Eq. (3-28) is found to be
very small.

From the results of Fig. 3-10, covariance termrasfiin Eq. (3-28) can be approximated

as a following functional form.

Cr =1+0.8807a) (3-30)

«

Here, utilizing the drift velocity with covarianagefined in Eq. (3-27), and non-dimensional drift

velocity defined in Egs. (3-9) and (3-10(i<v;.>> can be newly defined as follows:
((v,)) = (1~ <a>)°‘25(1+ 0 8807<a>2‘263) . (3-31)

Figure 3-11 shows the calculated results of Eq31(Bwith respect to area-averaged void fraction.
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As can be seen, drift velocity can be approximaie(«v;» =1,until it reaches churn flow

regime. Hence, Egs. (3-9) and (3-10) can be atllias drift velocity for churn flow regime without
considering covariance. For the constitutive equabr large diameter pipe proposed by Kataoka
and Ishii [3-10], covariance is already includedtire model since the model is based on the

area-averaged experimental database.

3.4.3 Momentum eguation in one-dimensional two-fluid model
Steady-state area-averaged momentum equation ferppase without phase-change is
expressed as follows:

)+ {aon,) - T - e+ () = 652

Here, p, z, M a,, T, arerespectively, pressure, position in axialdio®, viscous and

79"’ aqw

turbulent shear stress, void fraction at the vealtj wall shear stress.

In TRAC-BF-1 code, distribution of phase fractioor the pressure drop term due to wall
shear stressk,, is performed by calculating the area-averaged meldraction for each phase,
based on the assumption of uniform void fractiostriution. With this regard, Eq. (3-32) can be

expressed as follows.

_<a>% —(a)F, +¢,—(a)p,g+ <M?> —0 (3-33)

Here, qﬁg is expressed as follows:

6, = (o) F, ~{a) ()~ 2T (334

h

Likewise, momentum equation for liquid phase camrkgressed as follows:

_(l_ <O‘>)% - (1_ <O‘>) B, +¢ - (1— <Oé>)pf9 + <Mf> =0 (3-35)
6, = - @)~ =), ) - Ll o
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Solving for the pressure gradient of two phase mn&by summing Egs. (3-33) and (3-35), one
obtains following expression:

dp
B g, (o, 0) 00 o

where, p ~ is mixture density defined b<a> p, + (1— <a>) P -

Two-phase pressure drop can be explained dogahtributions of friction, acceleration, and
gravity. When the flow area remains same, accébgratpressure drop can be considered negligible.
Hence, by only considering the effects due to ga#ivnal and frictional pressure drop, Eq. (3-37) i

deduced as follows:

¢, +¢, =0 (3-38)

Substituting Eqg. (3-37) into Eqg. (3-33), and uiilg interfacial drag term defined in Eq. (3-4), one

obtains

(1= {a))s, — (@), = (a) (1-C, ) Apg, (3-39)

and based on the relationship defined in Eq. (34B&)following should hold.

¢, =—¢; =(a)*(1-C, ) Apg (3-40)

The variablesngg and ¢, , as defined in Egs. (3-34) and (3-36), reprefenmomentum sources
obtained by subtracting (1) void fraction-weighstress tensor in axial direction and (2) wall shear
stress, from the loss due to void fraction-weightedl frictional pressure drop.

In other words, Eq. (3-40) shows that the magnitoidhe difference between exact solution
and the momentum equation obtained based on thfremivoid fraction distribution on
wall-friction term can be expressed in terms ofivioaction covariance.

By eliminating the pressure gradient term fromn@mentum equation of two-fluid model

defined in Egs. (3-33) and (3-35), one obtainsfed:
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(M) +6, =0, (3-41)

Here, ¢, is defined as,

6= ()1 (@) 9. @42

Figure 3-12 shows the calculation results<df45>, gbg and ¢, obtained from Egs. (3-6),

(3-40) and (3-42), respectively. As was shownsibsection 3.4.1, effect of the covariance
becomes larger at high void fraction and low flogloecity conditions. Thus, void fraction and liquid
superficial velocity values of 0.7 and 0.01 m/seveelected for the analysis. The source terms are
plotted with respect to area averaged void fract@dong with the interfacial drag without
considering covariance. When covariance is notidensd in the calculationCa =1 is assumed,
which results in qﬁg = 0. Hence, momentum equation is solved when inteafatriag term is equal

to gbg . This is equivalent to saying that the intersec{joointA) between momentum source terms
<Mi3> and ¢, on Fig. 3-12 is the solution, and void fractiorluea0.7 matches with the target

void fraction value obtained using drift-flux model

When covariance is consideregy, =0 is utilized to solve momentum equation, and the
intersection (point B) satisfying Eq. (3-41) is afjito void fraction 0.68. As can be seen from Fig.
3-8, 0.68 is equivalent to the void fraction valolktained by the TRAC-BF1 calculation with
covariance. The difference in void fraction wittspect to the target void fraction of 0.7 is small
(0.02), important point here is that utilizationioferfacial drag term with covariance consideratio
on conventional momentum equation loses rigorossradsthe formulations. The discrepancy
between calculated and targeted void fraction wlagse from the fact that covariance is not
considered in the momentum equation utilized in TRBF1 code. Such discrepancy can be

eliminated by utilizing Eq. (3-40), instead.

Figure 3-12 shows the plot of the summation<dm i'3> calculated with covariance anqiig

obtained by Eq. (3-40) with respect to area-avaetagéd fraction. As can be seen from the plot,
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when the momentum equation is utilized with covareg the void fraction value that satisfy Eq.
(3-41) is intersected at the poistwhich is equivalent to the target void fractiaiue 0.70.
In summary, following conclusions were obtainedtfer steady-state analysis of
one-dimensional two-fluid model analysis, where rmatam equation and interfacial drag term with
consideration of void fraction were taken into ddegation:
® |tis recommended to utilize;bg defined in Eqg. (3-40) for momentum equation, when
considering the covariance effect in the interfladiag term.

® In the case where covariance is not considereeiinterfacial drag termg, =0 holds, and
it shouldn’t be considered in momentum equatiowels

® In the steady-state analysis, almost identicalutaiion results can be obtained for both the

models with and without covariance.

3.4.4 Transent Conditions

It was shown in the previous section that for syestdte analysis, effect of covariance on
interfacial drag term can be cancelled out <bg andg, terms, which arise by the area-averaging
of momentum equation. In the transient conditiamyéver, difference in interfacial drag term may
influence the interfacial drag term since it isagivby the phasic velocity of both phases through
coupling of gas and liquid phase momentum equatilonthe current analysis, effect of covariance
on void fraction in transient case scenario wasduated. Time-dependent inlet liquid velocity was
given using the same computational model as tlalgtstate case.

For including covariance effect in interfacial drégrm in transient analysis, usageaﬁgf
andg, terms were considered based on the momentum equdgfined in Egs. (3-33) and (3-35).
Therefore, inclusion of covariance would not affdbe calculation results obtained under
steady-state domain.

For the boundary conditions, in order to effectvassess the influence of covariance on void
fraction after the transient period, void fractamd liquid superficial velocity values were se0t@0
and 0.01 m/s, respectively. By utilizing drift-fllmodel with these values, gas superficial velocity
was set to 0.67 m/s. For the initial conditiongoprand posterior to the transient period,
area-averaged void fraction was set to 0.20, whishulted in gas and liquid superficial velocity
values as 0.67 and 2.1 m/s, respectively. Duriegtiinsient period, liquid superficial velocity was
changed linearly in the time period of 5 to 6 se&tsynas depicted in Fig. 3-13. Pressure and

temperature were set to constant.
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Figure 3-14 shows the change in area-averagedframtion with respect to time for the cell
number 10, 25, and 40 of the TEE component (cogrftiem upstream) in Fig. 3-3. Prior to the
transient period, it can be confirmed that the cevee effect is negligibly small. During the
transient period, inclusion of covariance leadh#larger overshoot in void fraction value.

It can be seen from the interfacial drag term daefiin Eqg. (3-6), covariance affects the

magnitude of velocity coupling of two-phase throughative velocity term. As can be seen from Fig.
3-2, the relative velocity covariance value is alevgreater than or equal to Cﬂ'( >1) . This

suggests that the inclusion of covariance tendgetiken the velocity coupling.

The variablegi)g and ¢f , included in momentum equation to consider covagaeffect, are
not directly related to two-phase velocity fieldsd they do not compensate the decrease in velocity
coupling when covariance is included in the inteighdrag term.

It is expected that the oscillatory behaviors obsérin the transient void fraction values in
Fig. 3-14 resulted from the decrease in two-phaseling that was enhanced with inclusion of
covariance. It can be said that the effect of damae on void fraction may not be so large for the
transient case as well, but for the reactor safedlysis, slight difference in void fraction wiffect
the parameters such as reactor stability, therrmadep output and so on. In case of the stability
analysis, the stability damping ratio plays as eatbn criteria to assess the reactor conditiomsTh
as is presented in the current study, appropriatgrhent of covariance term is significant for the

reactor safety analysis.

3.5 Conclusions

In this study, effect of drift flux parameters arwlvariance on the interfacial drag term appear
in one-dimensional two-fluid model was investigatesthg TRAC-BF1 code.

One of the most significant interfacial terms, ifdgeial drag term, is a function of relative
velocity which is directly linked to the phasic @eity calculation. Hence, accurate prediction @ th
interfacial drag term is crucial to perform corrapta-averaged volume fraction calculation.

Recently, Hibiki and Ozaki [3-21] developed a rigws interfacial drag model for
one-dimensional two-fluid model, which takes intmsideration of the void fraction covariance on
drag coefficient and relative velocity. Such cdesations were never addressed in previously

reported models.
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In this study, the model developed by Hibiki ancakiZ3-21] was embedded into TRAC-BF1.
By using the code, effect of the model on the dated void fraction results was analyzed and the

following conclusions summarize major findings:

® Large covariance is observed at high void fractiegion such as bulk boiling region. It has
an effect to reduce the interfacial drag term by hat void fraction 0.80. Sensitivity towards
the area-averaged void fraction calculated by tRAT-BF1 code was found to be small.

® Interfacial drag term is one of the most importantirce terms to evaluate void fraction.
Inclusion of covariance greatly reduced interfacéthg at high void fraction region.
Considering the fact that the analysis code idzetil for the nuclear power plant's safety
evaluation, the difference in interfacial drag teshould not be neglected, but for the current
sensitivity analysis, it was shown that the termas highly sensitive to the area-averaged void
fraction values. As was presented, it is importantonfirm the validity of the conventional
formulations without considering covariance tern®n the other hand, result of the present
work urges code users to be cautious on the fattttie conventional formulations are not
rigorous by overestimating the interfacial dragrter

® By comparing the void fraction calculation resiissed on drift-flux model and TRAC-BF1
calculation, under estimation of void fraction walserved for the case with covariance.
Inclusion of covariance in interfacial drag terneaties deviation related to covariance through
the distribution of stresses due to wall frictiamtavo-phases.

® By modelling this deviation and including it in mentum equation, it is possible to obtain
rigorous model, void fraction calculation resultg aentical to the ones calculated without
covariance, and ones calculated by drift-flux model

® When covariance is included in interfacial dragrecovariance of the momentum equation’s
source term deviation should be considered as well.

® When utilizing drift velocity constitutive relatiombtained by the force balance between
buoyancy and drag forces of multi-particle systeavariance due to area-averaging operation
should be considered. However, it was confirmed ftba the drift velocity correlation in
churn-turbulent flow in small diameter pipe, effe€the covariance was found to be negligible.

® By conducting transient analysis using the TRAC-Rietle with covariance, calculated void
fraction trend was comparable to the results witltowariance. For the model with covariance,
oscillatory behavior in void fraction output wasesedue to the decrease in phase velocity

coupling in interfacial drag term.
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Typical one-dimensional two-fluid model analysidizés momentum equation without considering
the void fraction covariance. The interfacial dtagm is obtained by expressing the area-averaged
quantity of drift-flux parameters. However, thiopedure ignores the relative velocity and buoyancy
covariance, hence, effect of covariance is not aaedy considered. In addition, covariance is
considered for the drift velocity correlation preged by Kataoka and Ishii [3-10]'s drift velocity
correlation, effect of the covariance on the catiehs proposed by Ishii [3-9] has not been
discussed. As can be seen, there hasn't been angastlized treatment on the covariance on
one-dimensional two-fluid model.

In this study, Hibiki and Ozaki [3-21] model wasopted to the modeling of interfacial drag
term including covariance effect, which hasn’t beglequately considered in traditional approach.
From the analysis conducted, (1) effect of covamaon drift velocity models, (2) covariance effect
on momentum equation, were evaluated and compreleemedel that can include covariance effect
was proposed.

The physical phenomena within nuclear reactor aoeehighly complex. Thus,
considering the important role of reactor safeiglgsis, development of the rigorous formulation for
two-phase flow analysis is crucial. In this stuitlyyas confirmed that the effect of covariance on
area-averaged void fraction was small. Howeverttertransient case, difference in dynamic
behavior of void fraction may affect the reactowpo output as well as the stability evaluation.sThi
study provided complete constitutive formulationhwéovariance term for one-dimensional
two-phase flow analysis, and compare to the comwealtset of governing equations, more rigorous

and accurate evaluations of two-phase flow are passible.

70



Table 3-1

Distribution Parameter and Drift Velgditnplemented in Original
TRAC-BF1 and recommended model.

Distribution Parameter, ) . .
Drift Velocity, V;

Original
TRAC-BF1

Recommended
Model

p VI =153+A(1-F )

g 9]

0.203
p; A=0. 73(D; )0‘12{%} <jg+>o.635 B C'O <]g+>

(a)-0.3 ’

g

05
C =1+0. 2(& gD, J F
0 G ()

¢ atmn -03
a =1+4 L) i—4 LA Q15
C, = min(1.33C, o p, 1Cy \p,
P, V.= J2 for Medium Diameter Pipe

V, = Vipe(-L39(j)) +
C =12 Vool tew(- 139)))

for Large Diameter Pipe
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Table 3-2 Evaluation cases implemented in TRAC-B&de and corresponding

constitutive models

Model Distribution =~ Parameter Covariance Model
(Case Name) Model

Drift Velocity Model ™
Original w/o Cov Original TRAC-BF1 Not Applied
Original + Cov Original TRAC-BF1 Hibiki and Ozaki [3-21]
Ishii w/o Cov Recommended Model Not Applied
Ishii + Cov Recommended Model Hibiki and Ozaki [3-21]

*1 : “Original TRAC-BF1” and “Recommended Model’eacorresponding to the
models shown in Table 3-1
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73



(I
o

(=Y
(6]

[-]

Pressure : 7 MPa
Steam-Water

Pressure : 7 MPa |
Steam-Water -

a
(o]

(=Y
o
—Trr

ol
—r—r—

0

Void Fraction CovarianceC
N
R lative Velocity CovarianceC ' [-]

00 02 04 06 08 1 00.0 02 04 06 08 10
Area-Averaged Void Fraction, o= [-] Area-Averaged Void Fraction, o [-]

Figure 3-2  \oid fraction covariance and relatwetocity covariance calculated by
Hibiki and Ozaki [3-21] model at pressure of 7 MPa.

74



BREAK 1 Pressure Boundary
A

JCT2

Pipe Diameter
D = 0.025 m for Medium Diameter Pipe
D = 0.25 m for Large Diameter Pipe

50 cells ee 2
L=5m —
JCT3
[ | <F—7T FLL3
A
JCT1 Gas Velocity Boundary
FILL 2
Liguid Velocity Boundary
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4. Development of One-Dimensional Two-Fluid Model i#h
Consideration of Void Fraction Covariance Effect

4.1 Introduction

In order to perform best-estimate safety evaluatismuclear power plants, guidelines such
as CSAU [4-1], V&V [4-2, 4-3], and EMDAP [4-4] haymeen proposed to require (1) proper model
selection, (2) reliability of the models, and (3)aqgtification of the model uncertainties utilized i
numerical simulation codes [4-5]. Since coolantevalso acts as a neutron moderator in the
light-water reactor (LWR), to properly evaluate #afety of nuclear reactor, it is essential to ttgve
thermal-hydraulic calculation models that weredatiéd under the guidelines such as V&V.

In general, prediction of void fraction is categed as one of the most important factors for
the safety evaluation of nuclear reactors at warddt scenarios and conditions. Especially for
boiling-water reactor (BWR), two-phase flow behavioghly influences critical plant parameters
such as core thermal power output, coolant pressore flow rate distribution, and so on. For
example, significant parameters for the reactoetgagévaluation such as Minimum Critical Power
Ratio (MCPR), maximum pressure value at pressutewbary, Maximum Linear Heat Generation
Rate (MLHGR), two-phase water level, and core $itgllamping ratio, are highly sensitive to void
fraction, and they are categorized as High-Ranklenomena ldentification Ranking and Table
(PIRT).

In the two-fluid model utilized in one-dimensionalstem analysis code, momentum
equation for each phase govern the phase veldeitysfand they highly influence the void fraction
prediction. Among the constitutive relations nesagg for momentum equation closure, interfacial
drag term is high sensitivity towards void fractiprediction. For the safety evaluation code for
nuclear power plants such as TRACE [4-6], RELAPY]4nd TRAC-BF1[4-8], interfacial drag
term proposed by Anderson and Chu [4-9] relatesrfiatial drag term with drift-flux parameters
such as distribution parameter and drift velocitin other words, interfacial drag expression is
obtained by adapting the similar concept to th&-fitix model, which takes into consideration of
velocity distribution and void fraction distributio Distribution parameter is defined based on
spatial distribution of flow velocity and void fraen, and it is mainly influenced by the flow
channel geometry. Ishii [4-10] developed the dstion parameter model for circular and
rectangular channels, but for thermal-hydraulic Igsia of reactor fuel assembly, the proper
constitutive relation for rod bundle geometry isessary. Ozaki and Hibiki [4-11, 4-12] developed

the drift-flux model for one-dimensional two-fluithodel code based on the void fraction
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experimental database obtained at prototypic roddleugeometry at actual range of operation
condition. Hence, for drift-flux parameters, a g@aable prediction for core thermal-hydraulics
should be possible by utilizing this model.

Interfacial drag term is derived from the force avade with respect to buoyancy force.
However, to embed the term into one-dimensionaksysanalysis code, covariance term due to void
fraction distribution is necessary [4-13, 4-14]n traditional one-dimensional two-fluid model
approach, covariance term is completely ignorethéarea-averaged relative velocity term, as was
presented by Ishii and Mishima [4-15]. Brooks kt[4-14] pointed out that the area-averaged
relative velocity without the covariance, namelshil and Mishima’s formulation, may
underestimate the area-averaged relative velodhsiderably. Due to the necessity of accurate
modeling for area-averaged relative velocity, Hikdkad Ozaki [4-16] developed the covariance
model applicable for one-dimensional two-fluid mbdede based on the void fraction measurement
data obtained at pipe flow under the scaled pressoindition based on prototypic PWR condition.
Ozaki and Hibiki [4-17] also developed the covatemodel based on the void fraction distribution
measurement within prototypic rod bundle geomet®y merging the interfacial drag term with
covariance effect into the one-dimensional twoeflonodel, it is expected that more accurate and
rigorous thermal-hydraulic analysis will be possibl However, the effect of the developed
covariance models on thermal-hydraulic parametgeh as void fraction has not been tested using a
code.

As was shown, necessary constitutive relationsfmtear thermal-hydraulic simulation have
been developed by various authors. In this chagtr modeling and modification of the
momentum equation necessary for embedding new itidngt relations (related to void fraction
covariance model proposed by Ozaki and Hibiki[4}lidilo one-dimensional two-fluid model, (2)
comparison on code simulation results between rnsog#h and without covariance effect, and (3)
evaluation of code performance in steady-statetearngient conditions will be the main scope. It
should be noted here that the covariance termpeagd to affect the interfacial drag force, which

may influence the damping of sudden flow parametange.

4.2 Momentum Equation in One-dimensional Two-fluidModel

Thermal-hydraulics in rod bundle geometry has beerchallenging issue due to its
geometrical complexity, difficulty in obtaining lat constitutive formulations and validating the
obtained experimental database. Hence, the probl@snbeen treated as one-dimensional flow

using area-averaged models and constitutive rekatioFor the numerical simulation in large-scale
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and complex flow geometry, it is necessary to cahdefficient calculation by optimizing the
computational cost. Hence, the one-dimensional emtom equation utilized in system analysis

code is obtained by area-averaging local momentumtén, and is given as follows [4-18]:

P B

0 02 doy + (4-1)
o2 (), (o () -

h
Here, subscripk denotes gas or liquid phase, and, p., V., t, z, p, M_,, g, M,,
T O andD, , respectively, are theth phase void fraction, density, velocity, timgizsd position,

pressure, viscous and turbulent shear stress,tgtiavial acceleration, interfacial drag, wall shear

stress, void fraction near the wall, and hydradi@meter. The symbo<s> and << >> are the

area-averaging and void-weighted averaging opeyator

4.2.1 Closure Relations Considering Void Fraction Distribution
In order to close Eq. (4-1), constitutive relati@me necessary for viscous and turbulent shear
stress, interfacial drag and wall shear stressderaspectively. Interfacial drag is obtained gy t

force balance with respect to buoyancy force, asvahin Eq. (4-2).
M = _M,;f = —agaprg (4-2)

9

By area-averaging Eq. (4-2), one obtains

(4, =0, =~ i )

Here, C, is the covariance arose by area averaging voidiéra and is defined as shown in Eq.

(4-4).
(4-4)

The interfacial drag term is alternatively expresse terms of the relative velocity between

two-phases ¢ ), as shown in Eq. (4-5).
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M =-M, =-C ‘U’.‘U

ig if

(4-5)

r

Here, C is the drag coefficient. Assuming uniform relativelocity profile across the flow

channel, one obtains

()=o)

From the relationship between Egs. (4-3) and (4¥®,drag coefficient is formulated as shown in

Eq. (4-7).

(4-7)

oy di-cfo
A

The area-averaged relative velocity term showrmédenominator of Eq. (4-7) can be re-expressed

using drift velocity (UW.) as follows[4-13, 4-14]:
()
(v,) = M (4-8)
1

In addition, to express momentum coupling betwaeo-thases, interfacial drag term should be
related to relative velocity. Hence, the area-ayedarelative velocity defined in Eq. (4-9) will be

substituted into the momentum equation[4-13, 4-14].

—C’LO<%> v ))—C (v (4-9)
<Ur>_ a <af> << v>> °<< f>>

(4-10)

Note that C,is the distribution parameter.

Substituting Eq. (4-8) into Eq. (4-7) leads to éxpression of the drag coefficient as follows:

<C¢> _ <Oég>(1— C, <oz:>)3 Apg _ 1/3 <O‘g><0éf>:ﬂpg
({v.)) (o))

Substituting the drag coefficient and Eq. (4-9)oirEq. (4-6), one obtains the expression for

(4-11)
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area-averaged interfacial drag term as follows:

<Mw>: = <a9><0‘f>3ﬂpg

G <<“gj>>2 (4-12)

S R ) e S R

Eq. (4-12) can be embedded into momentum equatiomgawith the constitutive relations for
distribution parameter, drift velocity, and covawia due to void fraction distribution.

Next, constitutive relations for viscous and tudmil shear stress will be discussed.
Consider, non-accelerating steady-state two-phém& €ondition, left-hand side of Eq. (4-1)
becomes zero.

'{aﬁgg+<%>@LJ‘«“39ﬂ*«”%>_f%%ﬁi:O (4-13)

h

_<af>% + <O‘f><Mrf> B <af>’0fg B <Mz;q> - 40[1’;—% =0 (4-14)

Summation of Egs. (4-13) and (4-14) yields,

4o
<ay> <Mw> N gTW

Op
o, TPt

=0 (415
9, (4-15)

Iz The two-phase pressure drop

Here, mixture density is defined as = <o¢g>pg +<af>p
(8p/8z) term is obtained by adding wall friction and gdtational components, and the

accelerational term can be assumed to be negligithen, Eq. (4-16) can be obtained which

accounts for the viscous and turbulent shear stagsbwall shear stress terms.

4o
o) 257=

h

4o
(o)) - 2uTse

h

=—F (4-16)

w

Here, F, accounts for the pressure drop component due teptvase wall frictional loss, and
typically, it is given by the constitutive relati®rof single-phase friction factor and two-phase
multiplier. On the other hand, Eq. (4-17) is ob&al by eliminating pressure gradient term in Egs.
(4-13) and (4-14).

93



(4-17)
2
<ag> Apg( —1Ca)
Here, Eq. (4-3) was used for the interfacial dragnt Based on Eqgs. (4-16) and (4-17), viscous

and turbulent shear stress, and wall shear steesstcan be derived as shown in Eqgs. (4-18) and

(4-19).

<ay><MT9> N 40&;%:—{” - _<ag> F,+ <ag>2 (1_ Ca)Apg (4-18)
TR M R P P VO FOVR A
h

Hence, closure relations for the momentum equatiercompleted by utilizing,
(1) Viscous and turbulent shear stress, and wall sk&ass terms that are obtained by
substituting Eqgs. (4-18) and (4-19) into Eq. (4k)d
(2) Interfacial drag term defined in Egs. (4-12).

Constitutive correlations in the present studydetailed in subsection 4.3.1.1.

4.2.2 Closure Relations for Uniform Void Fraction Assumption
Area averaging the interfacial drag term definedm(4-2) assuming uniform void fraction

distribution leads to the expression shown in BeR@).

<Mm> = _<Mif> = _<0‘g><04f>Apg (4-20)

As was shown in subsection 4.2.1, utilizing Eq6j4for the relationship between interfacial drag

and relative velocity, drag coefficient under unifovoid profile assumption is derived as,

C :<a"><af>Apg 4-21
- Lokt -

In contrast to Eq. (4-8), the relationship betweslative velocity and drift velocity is given as,

(v,) = M (4-22)
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The relationship between relative velocity anddieklocity, which corresponds to Eq. (4-9), is

given as,

) =Gl o w9
(=) e

Hence, for the uniform void profile assumption,aeveraged interfacial drag term defined in Eq.

(4-12) can be expressed as,

As shown in Eg. (4-23), it is obtained by glifying Eq. (4-9) with C’azl assumption.

Similarly, Co should be ideally equal to 1 for the uniform vpidfile assumption, but as is the case

for the simulation code, it is given by the constite relation. It is worthy of note that while

emphasizing the importance of void profile disttibn, setting Ca =1 largely contradicts the

problem-solving approach and lacks consistency.

For viscous and turbulent stress terms, and walishktress term, Eq. (4-15) and (4-16) still
hold for uniform void profile assumption with a nrancelerating steady-state condition. On the
other hand, for Eq. (4-17), Eq. (4-25) is obtaihgdsubstituting interfacial drag term defined in. Eq
(4-20).
=0 (4-25)

4o
(o, (o, ) - 2T |

Hence, for uniform void profile assumption, viscoasd turbulent stresses and wall shear stress

terms for gas and liquid phases are given as fatiow

BToe | (a)F (@26
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(o)1)= =50 =) .

h

As was shown, uniform void profile assumptilartks consistency, since it still utilizes
distribution parameter which put emphasis on thegive velocity and void fraction distributions.

It should be noted here that the interfacial dragd model is formulated by the drift-flux
correlation developed under steady-state conditioisnce a bubbly in water reaches its terminal
velocity within a few ten milliseconds[4-19], thaeady-state assumption is acceptable for
simulation slow transient phenomena. However,applicability of the code with the interfacial

drag force model for transient conditions should/bkdated.

4.3 Effect on Code Calculation due to Approximatias

For one-dimensional system analysis code such asCERand TRAC-BF1, momentum
equation derived under uniform void profile assump{subsection 4.2.2) is commonly utilized, and
the expression deviates from the rigorous and lddtdormulation with void fraction covariance
(subsection 4.2.1). In addition, void fraction adance has an effect on area-averaged relative
velocity term, but the current system analysis cstilbassumes uniform void distribution. When
considering the effect of void distribution, it mecessary to supply covariance term. Due to the
advancement of the instrumentations, such as cardycprobe for local void fraction
measurement [4-20, 4-21, 4-22, 4-23, 4-24], voattion distribution measurement using X-ray CT
scanner [4-25], and so on, development of the ¢avee model for the void profile is now possible
[4-13, 4-14, 4-16, 4-17]. For the safety assessmoérthe nuclear power plant, validity of the
thermal-hydraulic simulation at reactor core regi@eomes crucial. Hence, in the following chapter,
thermal-hydraulic analysis within fuel rod bundlsing TRAC-BF1 code will be demonstrated to

evaluate the effect on uniform void distributiors@sption.

4.3.1 Code Model (Constitutive Relations) and Calculation Conditions
4.3.1.1 Constitutive relations

In order to close the momentum equation, it is esagy to supply constitutive relations for
(1) distribution parameter, (2) drift velocity, arfd) void fraction covariance and wall frictional
pressure loss, are necessary. In this chapteroppgteness of fore mentioned constitutive
relations that are related to void distributionlveié assessed. They are tabulated in Table 4-1, and

each category is summarized below:
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(1) Distribution parameter model

The distribution parameter model proposed by Ozaid Hibiki [4-11, 4-12] is utilized.
This model was developed based on the void fradfiaiabase obtained at rod bundle geometry
under prototypic BWR operation condition. Additédly, Ozaki and Hibiki [4-17]'s model was
developed using bubble layer thickness model, whidcpplicable for subcooled flow boiling case.
Hence, one of the advantages to use this modehisnumerical discontinuity between subcooled
and bulk boiling can be avoided.
(2) Drift velocity model

For the drift velocity model, Hibiki-Ishii model {26] is utilized. The model was
developed based on the Ishii [4-10]'s drift velgatodel under bubbly flow condition, and Kataoka
and Ishii [4-27]'s model under pool and large-diéenepipe flow conditions. The model is
applicable for rod bundle geometry [4-11, 4-12].
(3) Covariance model for void fraction distribution

Ozaki and Hibiki's model [4-17] is utilized for wifraction distribution covariance. Since
covariance is affected by wall conditions as wallthe distribution parameter, it is necessary to
utilize model that was developed under void fratiimtabase on rod bundle geometry. Ozaki and
Hibiki [4-17] developed covariance model for bulkilng condition based on the void fraction
distribution database using X-ray CT scanner obthit NUPEC's rod bundle geometry [4-25, 4-28,
4-29]. In addition, covariance model under subedadboiling condition was also developed by
adopting bubble-layer-thickness model, hence, it caver wide range of void fraction under
subcooled to bulk boiling conditions. The relatibips between void fraction and covariance

obtained using Ozakin and Hibiki [4-17] is depictedFigure 4-1. As shown in the plot, the
condition C’(l > 1 is satisfied for entire void fraction range, btihmh void fraction value close to

churn-annular flow transition region, covarianc@m@aches to large value. Hence, it can be said
that effect of void fraction distribution becomestineable at high void fraction region close to
churn-annular flow transition region.

(4) Wall frictional pressure loss

The constitutive correlation based on Moody diadéaB80] is used for calculating single-phase wall
frictional pressure loss, whereas the constitutimeelation based on Martinelli-Nelson model[4-31]
is adopted for calculating two-phase wall frictibpaessure loss. It should be noted here that the
pressure losses due to space grids is not condidereode calculations because reference void

fraction is computed under hypothetical bundle withspace grids.
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4.3.1.2 Calculation condition

As can be seen from the derivations shown in tegipus section, the interfacial drag model
and calculated area-averaged void fraction valeehéghly related to one another. Hence, in this
chapter, an effect of void distribution treatmefwith and without covariance) on the area-averaged
void fraction in rod bundle geometry is investighte

Figure 4-2 shows the calculation domain used iInMRAC-BF1 analysis. As shown in the
figure, CHAN component which utilizes constitutikelations for rod bundle geometry was used to
simulate the 8 x 8 rod bundle two-phase flow. ®kerall length of CHAN component was set to 5
m and they were evenly divided into 50 cells. Tipstream 2.4 m segment of CHAN component
was set to uniform-heat generation cell, and twasghflow condition was simulated with vapor
generated via wall-heating. Note that the upstreamponent that acts as an inlet cell was set to
an adiabatic condition. The downstream 25 cellhvaein overall length of 2.5 m were set to
adiabatic condition, and steady-state two-phase ¢londition without phase change was simulated.

The downstream of CHAN component was connectedR&AK component, which sets a
pressure boundary value, and BWR’s operation camdiof 7 MPa was assigned. In addition,
upstream of the CHAN component was connected td. Elhmponent, which sets flow rate and
temperature boundary value, and inlet subcooling se&t to about 50 kJ/ kg. The thermal power

output for the uniform heating section was caladaby solving for the corresponding void fraction

value. By defining the void fraction value %sy}> , exit flow quality at heating section
9/ target

<a:f> can be calculated using drift-flux model [4-32ingsfollowing relation:
exit

()
aq target - = (4_28)
< ‘ > " ) < <vw>>

C'0 <x.f >@,,,;7;,/ + (1_ <:Ef >mr):j: + pG

Here, G represents mass flux. If saturation condition wasumed at the exit of heating section,

flow quality becomes identical to thermal equiliori quality. Therefore, required heat generation

value can be obtained fr(<ra1> and inlet enthalpy value. As can be seen from Eid,
9/ target

since covariance tends to be larger at high aresaged void fraction region<a > was set to

J I target

98



high value and effect of void fraction covariancaswinvestigated.

4.4 Results and Discussions
4.4.1 Seady-state Condition

For the steady-state analysis, void fraction cakboh results for rod bundle geometry was
obtained once by setting inlet and outlet boundargditions and bundle power output value as
constant. The target void fraction value was sd2.8, and 9 inlet conditions with inlet flow rate

ranging from 1.5 to 15 kg/s were considered. Fer éxit condition, the drift-flux model was

utilized to obtain exit void fraction value equigat to<ag> . Inlet and outlet boundary
J I target

conditions and bundle power output values are tdbdlin Table 4-2.

Figure 4-3 shows the area-averaged void fractidoutted at the non-heated section with
the inlet flow conditions of 5, 10, 15 kg/s (Run8/,and 9). Calculation results of two cases, with
uniform void fraction distribution (without covariae) and void fraction covariance (with
covariance), are plotted in the figure.

As can be seen from the figure, area-averaged fraidion value tends to increase with
vapor generation in the heated region. Due tovepor generation and diffusion terms, the exit
void fraction value at the heated region over estéd targeted void fraction value of 0.8, but it
approaches to targeted void fraction value neaettieof rod bundle section. Such void fraction
overestimation tends to be larger at downstrearheated region, but it quickly reaches to the
targeted void fraction value in the case of low snff@w rate condition. On the other hand, at high
mass flow rate condition, longer distance requagggroaching targeted void fraction value because
of large convection effect. In order to comparéuaated results against targeted void fraction
value, the relationship between area-averagedfvaidion and mass flux was plotted in Fig. 4-4 for
the downstream of heated-segment (cell #, 26, B5add 45). As can be seen from the plot, for
both of void distribution treatments, calculati@sults obtained by the two-fluid model code is elos
to the targeted void fraction value obtained by dhi&-flux model. Comparing the area-averaged
void fraction values for both cases, a very smifeence was confirmed (within 1%). For the
case of void fraction covariance, void fraction aimation at the exit of heated-region tendseto b
larger compared to the case with uniform void distiion. Summation of the source terms in
right-hand-side of momentum equation matches fohn lbases, and interfacial drag term tends to be
smaller for the void fraction covariance case,fas\g in Egs. (4-12) and (4-24). Hence, due to the

weak binding of phase velocity for covariance cashlitional distance is required to fully recover
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the void fraction overestimation.

4.4.2. Transient Condition

As was shown in section 4.2, the case with voidtioa covariance tends to weaken the
momentum coupling between gas-liquid two phasesr nen-accelerating steady-state condition,
the results of two cases were found to be identasalvas shown in subsection 4.4.1. However, for
a transient condition, a weakly coupled two-phasentilation may result in the difference in
area-averaged void fraction calculation. For tlamgient condition, two-phase stability problem
will be focused in the current study. It is wetidwn that two-phase instability phenomenon arises
when an external disturbance is added to the flomnoel of constant hydraulic head [4-33]. As
shown in Fig. 4-5, inlet boundary was changed tcEBR component, and both upstream and
downstream pressure values were set to create staobrhydraulic-head condition. Under such
boundary conditions, bundle power output of CHANmponent was adjusted, and change in
area-averaged void fraction and inlet flow ratehwispect to time was assessed for the two cases.
The upstream and downstream boundary conditionsrétiel conditions are tabulated in Table 4-3.
Figure 4-6 depicts the rated power behavior wittpeet to time. Here, the differential pressure
between upstream and downstream is adjusted fiDdaj/s mass flow rate in an initial state. Also,
since covariance term is highly dependent on veaédtion value, several calculation cases with
different initial void fraction condition were cadsred in this analysis. The ramp rate such as 1.4
times increase during the period from 1 to 3 sesdsdietermined to maximize the covariance effect
on the void fraction in the code calculation.

Change in an area-averaged void fraction vétipect to time at 45cell counting from the
upstream of CHAN component is plotted in Fig. 4ariid change in mass flow rate with respect to
time at the I cell from the upstream of CHAN component is pidtie Fig. 4-8, respectively.
Initial void fraction and inlet flow rate were get0.7, and 10 kg/s, respectively and it is idaitto
the steady-state condition until the perturbatisradded to the system. As shown in Fig. 4-6,
bundle power perturbation is added after 1 secyvaittifraction and two-phase pressure drop within
rod bundle tend to increase. This results in aad=e in inlet flow rate at constant differential
pressure condition. Following the decrease in powgput after 2 secs, void fraction tends to
decrease. Similarly, inlet flow rate tends to @ase, but it overshoots the initial condition, and
oscillatory behavior is initiated. As shown in thgures, similar behaviors were observed for both
cases with and without covariance, but the osmlatecays much faster for the uniform void

distribution case. The drag coefficient for theeavithout the covariance is smaller than that for
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the case with the covariance. The interfacial diage stabilizes the oscillation. Therefore the
smaller drag coefficient for the case without tlewariance results in the larger amplitude and the
longer period of the oscillation. In order to exatk such oscillatory behaviors, damping ratio (DR)

is now introduced for the analysis.

X+4 - Xstead’y
DR = % ey (4-29)
X+3 - Xstmdy

Here, X is the parameter of interest, such as void fractiod/or inlet flow rate, and subscript +4,
+3, and steady are the fourth positive peak, third positive peakd steady-state condition,
respectively. The time of positive second peaksu& 3.5 seconds shown in Figs. 4-7 and 4-8, are
close to the time of the end of power perturbati8nseconds. Therefore, this external initial
disturbance may affect the amplitude of the positecond peaks. Consequently, third and fourth
peaks are selected for the representative peakyaince these peaks are not affected by thelinitia
disturbance.

Figure 4-9 shows the calculation results from tbeditions shown in Table 4-3. For each
condition, DR was obtained at given void fractioanlet flow rate, and it was compared for both
cases with and without covariance. The dumpingabien is affected by the magnitude of

interfacial drag term expressed by Eq.(4-12). Thegderm is inversely proportional to a relative
velocity covariance,C('l , whose dependency on void fraction is shown @ &i2. As can be seen

from Fig. 4-9, DR value is underestimated at higidvfraction region for uniform void distribution
case, namely without covariance case. For thealinitoid fraction of 0.7, DR of without
covariance case is underestimated around 8% coohpa@R with covariance case. The ratio of
DR almost linearly decreases as the decrease ohba&-averaged initial void fraction. This
tendency is in accordance with the trend of retatrelocity covariance. The underestimation of
DR for the case without covariance is thus expetadak less than about 3 % compared to DR with
covariance case at the void fraction lower than 0Hor the uniform void distribution case (without
covariance case), underestimation of DR is causethé excessive drag coefficient value which
results in increased velocity coupling. For theecavith covariance, the drag coefficient under
more rigorous formulation is utilized as was shawithe previous section. Hence, for the transient

two-phase flow analysis, the methodology suggeistélis chapter is recommended.
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4.5 Conclusions

In this chapter, the effect of void fraction coeerie for momentum equation in the
one-dimensional two-fluid model was discussed. Ko system analysis code that utilizes
one-dimensional two-fluid model, such as TRACE, REL, and TRAC-BF1, interfacial drag term
in momentum equation is given by the drift-flux gameters. Purpose of such approach is to
include the void and flux distribution effect orethrea-averaged one-dimensional model. However,
uniform void fraction distribution is assumed byt covariance as a unity for the source terms in
momentum equation, which is not a consistent treatm For the complete and rigorous
formulation to assess void fraction distributiome tonstitutive relation for void fraction covarian
is essential. The covariance is affected by thasehdistribution and flow channel geometry.
Ozaki and Hibiki [4-17] developed covariance moagplicable for BWR's rod bundle geometry. By
embedding the model into the two-fluid model, aora@is and complete set of momentum equation
and constitutive relations with void distributiorffezt can be obtained. In this chapter, the
difference in two cases, void distribution with amithout covariance, was assessed using numerical
simulation. For the steady-state analysis, thiemince in these two cases can be summarized as
follows:

® Vapor generation is almost non-existence at dowasirof heated region, and the void
fraction values for two cases match with the calted results using drift-flux model.
Hence, for under non-accelerating steady-state itond both cases show same
calculation results.

® At heated region, slightly larger void fraction wal was obtained for the case with
covariance. At the downstream of heated regionresienation of void fraction value
from the drift-flux model was seen for the casehwibvariance. This arises by the
smaller drag coefficient for the case with covacgnwhich results in smaller momentum
coupling between two phases compared to the unif@ichdistribution case.

Next, for the transient condition, extern@rtprbation was added to evaluate the system
stability, by setting the constant pressure vahtaalet and outlet, and oscillatory behaviorstigo
cases were analyzed. Following results, whichligghthe difference in two cases, were obtained.

® For the oscillatory behavior arose by the extepsaturbation, damping ratio is larger for
the case with covariance compared to the unifornd \distribution assumption. A
decrease in momentum coupling between two phasekaied to the system stability.

® Underestimation of the damping ratio for uniformdrdistribution case tends to increase

with respect to void fraction value. At the initiaid fraction of 0.7, damping ratio was
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underestimated at around 8 %.

In this chapter, a new set of momentum equationcangtitutive relations on interfacial drag
term for the one-dimensional two-fluid model in rbdndle geometry was proposed. Traditional
approach ignores the covariance effect, by treatings a unity, but it still utilizes drift-flux
parameters which consider distributions of voiccfian and volumetric flux. Such approach for
the void distribution treatment is highly inconsist The newly proposed equation set resolves
such problem, and effect of void fraction distribaton momentum equation is rigorously treated.
Hence, utilization of the present set of an equaaecommended for the system analysis code that

utilizes one-dimensional two-fluid model.
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Table 4-1  Constitutive equations implemented RAC-BF1 code.

Item Model

Distribution Parameter, C, 0
C,=11-01/—*, forbulk boiling conditio
Py

11— O.]1 p”J[l ¢ 23] ]7 for subcooled boiling conditic
Py

Drift Velocity, <<vg]. >> <<Vw+' >> - <<VgXu >> eXp(_1‘39<j;>) + <<VJP>> {1 - eXP(—1-39<jj>)}

(Hibiki and Ishii, 2003)

C, =

((ve,) =+2(1- (o)™ (1shii, 1077)

when N <2.25x10°
—0.157
0809 | P,

((v.,)) = 0.0019(D;)

((v.,)) =0.030

—0.562 +
Nﬂ ; for D, <30

!
—0.157

Ly N;fo'm for D} > 30

p

!

when N >2.25x10"

(¥ = oo

P

—0.157
gJ for D)) > 30
p

f

(Kataoka and Ishii, 1987)

e
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Void Fraction Covariance,
C

a

c. :149.38«%)7 0§ + 041}@1 L
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Table 4-2  Boundary conditions of inlet flow rateitlet pressure and bundle power
conditions for steady-state simulations.

Inlet Mass Flow Mass Flux in
Outlet Pressure Bundle Power

Run No. Rate bundle

) [MPa] [MW]

[kg/s] [kg/m“s]

1 1.5 154 7.0 15
2 2.0 205 7.0 1.7
3 25 256 7.0 1.9
4 3.0 308 7.0 2.1
5 3.5 359 7.0 2.3
6 4.0 410 7.0 2.5
7 5.0 513 7.0 2.9
8 10.0 1025 7.0 4.9
9 15.0 1538 7.0 6.9
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Table 4-3  Pressure boundary conditions and imtaver and void fraction
conditions for transient simulations.

N Initial Targeted
Initial  Bundle

Inlet Pressure Outlet Pressure Outlet Void
Run No. Power _

[MPa] [MPa] Fraction

[MW]
[-]

10 7.04 7.0 1.15 0.4
11 7.04 7.0 1.50 0.5
12 7.04 7.0 2.03 0.6
13 7.05 7.0 2.95 0.7
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Figure 4-1  \oid fraction covariance and relative velocity covariance calculated by
Ozaki and Hibiki [4-17] model at a pressure of 7 MPa.
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Figure 4-2  Calculation model and nodalizatioT BfAC-BF1 for rod bundle under
two-phase flow (Steady state simulation case).
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Figure 4-3  Comparisons of axial void fractionfges for steady-state simulation
cases at targeted void fraction of 0.8 and mass ffide of (a) 5 kg/s, (b) 10 kg/s and (c)
15 kg/s.
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Figure 4-4  Comparisons of the void fraction at2@" cell, (b) 3%" cell, (c) 40" cell
and (d) 45 th cell from the inlet of CHAN componerith the conditions of mass flux.
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Figure 4-5  Calculation model and nodalizatioT BfAC-BF1 for rod bundle under
two-phase flow (transient simulation case).
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Figure 4-6  Bundle power perturbation appliedtfansient simulation case.
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5. Code Performance with Improved Two-Group Interfecial Area
Concentration for One-Dimensional Forced Convective
Two-Phase Flow Simulation

5.1 Introduction

The implementation of the interfacial area transpquation (IATE) into a one-dimensional
nuclear thermal-hydraulic system analysis codelbggen recommended to simulate dynamic nature
of two-phase interfacial structure without flow ireg transition criteria developed for steady-state,
fully developed flow and to avoid compound errarspredicting an interfacial area concentration
due to errors in flow regime identification methad a flow-regime-dependent correlation. Talley
et al. [5-1] implemented one-group (or small distdr bubble group) interfacial area transport
equation in a pilot code of TRACE (TRACE 4.291bdaompared TRACE-T (TRACE with the
interfacial area transport equation) with TRACE-RITRACE without the interfacial area transport
equation). TRACE-T calculated an interfacial drBgce using a drag coefficient, whereas
TRACE-NT calculated an interfacial drag force usmglrift velocity (Andersen approach [5-2]).
The comparison between TRACE-T and TRACE indicatessignificant difference in predicted
local pressure and void fraction between the codetmwever, the comparison also shows that
bubble velocity or gas velocity predicted by TRAGH-is higher than that by TRACE-T. Talley et
al. [5-1] explained that this difference was due different closure relations to calculate the
interfacial drag coefficient between the codes.shibuld be noted here that the gas velocity is also
expressed by the ratio of superficial gas velotityvoid fraction. The superficial gas velocity
should be the same between the codes due to massreation and the calculated void fractions
were the same between the codes. This indicatsthie calculated gas velocity should be the
same between the two codes. It is unclear whydifference in the calculated gas velocity
between the codes exists. The bubble Sauter meanettr for Run 2-7 is experimentally
measured to be 2.4 mm [5-1] and the bubbles arsider®d in a distorted particle regime.
However, Talley et al. [5-1] utilized the drag diogént in a viscous regime and thus the drag
coefficient used in TRACE-T is considered to be emedtimated. Tally et al. [5-1] also used a
correlation of the distribution parameter for andwpipe proposed by Ishii [5-3] and a correlatién o
drift velocity for a churn flow regime. Hibiki andshii [5-4] identified that the distribution
parameter in a bubbly flow is lower than that cldted by Ishii’'s correlation due to wall peaking
phenomena in a bubbly flow. The estimation ofdistribution parameter significantly affects the

predicted area-averaged relative velocity resultmimpaccurate code predictions. Tally et al. [5-1
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claimed the superiority of the interfacial areanfjgort equation over a correlation based on the
comparison between the code calculation and cantudownward bubbly flow data taken at the
superficial gas velocity of 3.11 m/s. Howeverstargument may not be appropriate in the capacity
of one-group interfacial area transport equationabse the data contains group-2 (or large cap
bubble group) bubbles at the test section inleb][5-In addition, the interfacial area transport
equation may not predict an accurate interfaciahazoncentration unless an initial value of the
interfacial area concentration is given. The redeaesults by Tally et al. [5-1] should be
re-assessed carefully.

Extensive efforts have been made to develop abfelimterfacial area transport equation
[5-6] but several shortcomings are also pointed [6tf, 5-8] such that (1) the interfacial area
transport equation may not predict an accuraterfadi&al area value unless the initial value is
accurately given, (2) the interfacial area transgguation includes too many adjustable constants
and each interfacial area transport mechanismbary validated, (3) constants for interfacialeare
sink and source terms are geometrically depen@nthe scalability of the interfacial area trangpo
equation to high-pressure system has not beenateticddue to the lack of experimental data, (5) the
applicability of the interfacial area transport atjon to transient phenomena has not been validated
due to the lack of experimental data. In additiothese, the number of field equations in a code
increases from six to ten if two-group interfac@ka transport equation is adopted. Due to the
above challenges, a simplified approach to preafichccurate interfacial area concentration may be
necessary. Recently, reliable, robust and simpfeetations of the interfacial area concentration
have been developed based on the two-group appi®a@h 5-10, 5-11]. The two-group gas
momentum equations can be also simplified to alsigas momentum equation with the aid of
Andersen approach [5-2]. If the relative velogtfer group-1 and group-2 bubbles are similar, the
single gas momentum equation can be further sifaglif The simplified gas momentum equation
may not consider the effect of the difference ilatree velocities for group-1 and group-2 bubbles
on the interfacial drag force but can simulatediigpamic change of the drag coefficient due to the
presence of group-2 bubbles.

In view of the above, the correlations of the ifdeial area concentration are implemented
in TRAC-BF1 code, and the effect of the predicteiifacial area concentration on void fraction is
discussed. This study performs four code calanatsuch as (i) comparison with existing separate
effect test data, (i) sensitivity analysis by cbemg the interfacial area concentration value
artificially, (iii) calculation at the condition vére a flow regime transition occurs and (iv) transi

calculation for an actual nuclear power plant. Thke of the interfacial area concentration is
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revealed by the four code calculation results.

5.2 One-dimensional interfacial drag model with dag coefficient and interfacial
area concentration

Various types of bubbles are present in dispersmdphase flow system such as spherical
cap bubble, cap bubble, Taylor bubble, bubblesinm flow, and so on. The interfacial drag force
term, which represents the interfacial momentumstier at the gas-liquid interface, is governed by
the product of drag coefficient and interfacialeao®ncentration that are dependent on bubble types.
Hence, in order to appropriately evaluate dispetseatphase flow dynamics, utilization of the
constitutive equations for individual bubble grougp®ssential. When modeling the interfacial drag
force term, bubbles can be grouped depending odrtg coefficient value. As was proposed by
Ishii and Hibiki [5-6], spherical bubbles and didénl bubbles are classified as Group-1, while slug,
cap, and churn-turbulent bubbles are classifie@rasip-2.

One-dimensional momentum equation keth phaseK = gas or liquid) in two-phase flow

can be expressed as follows [5-6]:

<O‘k>Pk.M + <%>F’k <<%>>M =

ot 5 0z ” (5-1)
.
) 2o o ()

H
Here, subscripk denotes gas or liquid phase, and, o, Vi, t, z, p, M., g, M,,
T oandDy, , respectively, are thieth phase volumetric fraction, density, velocitye, axial

position, pressure, viscous and turbulent sheasstigravitational acceleration, interfacial dragl|

shear stress, volumetric fraction near the walf Bpdraulic diameter. The operatoré,> and

<< >> represent area-averaged value, and void-weighesdaveraged value, respectively.

When considering two-group bubbles, interfacialgdi@ each group can be expressed as

follows:

(o)) and (31, =20 )0, ple e ) o
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Here, CD, a v and v represent drag coefficient, interfacial area catration, shape factor,
and relative velocity, respectively. The subscriptand 2 represent Group-1 and Group-2 bubbles,
respectively. The generalized interfacial drag dorerm shown on the right-hand-side of Eq. (5-1)

can be expressed as the summation of Group-1 amgp& interfacial drag [5-6].

(M) =~(M,) = (M) +(M,,) (5-3)

Now, suppose that drag coefficient for Group-1 abibup-2 are represented by the variables
C,,andC,, as shown in Eq. (5-4). In order to solve for takative velocity fields of Group-1 and

Group-2 bubbles, it is necessary to split the mdomarequation of gas-phase into two groups. To
reduce the complication, Eq. (5-3) can be expreaseshown in Eg. (5-5) using Ishii and Mishima

[5-12]'s one-dimensional relative velocity expressi

C. =

il

CD1<ai1> pfdjl and C,,= i8LCDZ <az2> pf¢2 (5-4)

I

<Mig> = _( 1‘1C12 + sz<§)

(M-l e -aded| ©

I SO (O RO U U ()
O TR T *

Co and v, represent distribution parameter and drift velgciespectively. Drift velocities of

Group-1 and Group-2 bubbles are expressed undecaigitutive equations shown in Eqgs. (5-7)

and (5-8) [5-3, 5-13].

(o)) = 2| 2222 | (1)) &
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ApgD

H

P, , for Taylor bubble

<<”gjz>>= /Apg m(l <a2 %2 (5-8)
, for Cap bubbles
~ 093/Ap9 w2 (1 (a,)) "

Here, o, Ap and Dg, represent surface tension, density difference Saater mean diameter,

0.35

respectively. The drag diameter of cap bublilg,., was determined by the approximations that it

possesses wake angle of 58nd is related to its Sauter mean diameter aswel[6-13]:
D, =296D, , (5-9)

base
Eq. (5-5) is the one-group momentum equation siieglifrom the two-group equation, and effect of
the parameters like drag coefficient, interfaci@aaconcentration, shape factor, and relative ¥gloc

on two-phase interfacial drag can be evaluated.we¥er, one cannot evaluate the effect of relative
velocity on interfacial drag force term under trsswamption of<vr> o~ <U7-1> o~ <v7,2>, Eq. (5-5)

can be further simplified to obtain Eq. (5-10).

1- C,(a)

1) (el T )l M o - o

Here,Cy, Ci;, andCj; are the distribution parameter, the drag coeflicef Group-1 and Group-2
bubbles, respectively.
As was shown, in order to utilize one-dimensionanmentum equation and interfacial
drag force term with consideration of two group r@@gh, it is necessary to supply constitutive

equations for drag coefficient, interfacial area@ntration and shape factor of each group.

5.2.1 Constitutive relation for deriving drag force coefficient
5.2.1.1 Group-1 bubbles

Suppose that Group-1 bubbles are represented kgptierically shaped small bubbles in
distorted particle regime. Then, drag coefficient Group-1 bubbles can be obtained using

following expression:
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Cp="2NN, | f(<al>)}2 (5-11)

Here, f(<al>) is a function of the Group-1 void fraction, whishgiven by Eq. (5-12).

1417671 <a1>21'3

18671~ (o))

(5-12)

Additionally, viscosity numberNﬂ and Reynolds numbeNReL are defined as follows :

N = Hy
w Y2
- (5-13)
"\ g0
v_|D
N, = Pr%solZa (5-14)
, ",

Here, D, and v are drag diameter of the bubble defined Z&Bd/ZAd where B, and A,
are, respectively, the volume and projected area tgpical particle, and terminal relative velogity

respectively.

Interfacial area concentration of Group-1 bubblgiven by,
6(a
(a,) = 8ley) (5-15)

In case of spherical bubble, shape factor can peoajmated as 1.

D e
Y, = # ~1 (5-16)

d
Substituting Egs. (5-11), (5-15), and (5-16) intp 5-4), the drag coefficient for Group-1 bublde i

expressed as follows:

€, =5 7o ()} 5-17)

Here,
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Lo= -2 (5-18)
\ Apg

5.2.1.2 Group-2 bubbles
For Group-2 bubble, large bubbles such as Taylbbleuand cap bubble are considered, which

can be found in slug flow regime or cap turbuldmivfregime.

(a) Slug flow regime

Drag coefficient for Taylor bubble is given by fmiing:
C, = 10.9%(1— (o)) = 9 1 (o)) (5-19)
H

Interfacial area concentration can be determinedhfthe model proposed by Ishii and Mishima

[5-12] as follows.

(o) = e o0

It was shown by Hibiki et al. [5-8] that shape facapproaches constant value when the cylindrical
shaped Taylor bubble length becomes much larger thag radius. When such condition is

satisfied, shape factor can be approximated by,

¢, =15 (5-21)

A drag coefficient of interfacial drag force termslug flow regime can be calculated by substitutin

Egs. (5-19) through (5-21) into Eq. (5-4), whichds to the expression shown in Eq. (5-22).

C,=8 Sg—f<a2>(1— <a2>)3 (5-22)
H

(b) Cap bubbly/ Cap turbulent flow regime
Drag coefficient for cap bubble is given by follogt

C,, = 2(1— <a2>)2 (5-23)

Similar to the Group-1 case, as was shown in Eq5{5interfacial area concentration is determined

by the Sauter mean diameter of Group-2 bubble as,
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<ai2> - 6<a2> (5-24)

Since drag diameter of cap bubble can be approgiinky Sauter mean diameter, as was shown in

Eq. (5-9), the shape factor is calculated as,

D
Sm2 ~ —1 = 0338 (5'25)
D 2.96

base

¢2:

Substituting Eqgs. (5-23) through (5-25) into Eq4{5-Eq. (5-26), which represents the drag
coefficient of interfacial drag force term in caphbibly/ cap turbulent flow regimes, can be obtained.

C, = 5.4Di<a2>(1— <a2>)2 (5-26)

Sm2

Sauter mean diameter of cap bubble can be obt&ioedSchlegel and Hibiki [5-10]'s model.

S

D= 2, 30238 (1 (o) o)

We
-1

B 74 (5-27)
vaosfo)| 1341 (o) 0art {0
1- a2>)
Here,
N = M N, = Py (5-28)
v o

and necessary parameters to solve for the setuaftiegs are shown below.

3
() ) e = S22 ).

. . (5-29)
D g+
o, =2 = (o) 1-() v, <L
1/4
v, = 3.0[@?;) J (2- <a2>)1/2 (5-30)
Py

126



(c) Churn turbulent flow regime
Similar to cap-bubbly flow case, drag coefficieat the large bubble in churn turbulent flow can be
given by Eq. (5-23). In churn-turbulent flow regimbubbles tend to break-up into smaller sizes

due to surface instability, and such condition enerally given by the critical Weber number of 8.

The critical Weber number is defined t)gvagszb/a where v, and Db are, respectively, the

drift velocity and bubble diameter. In such castgrfacial area concentration is defined as,

1 () 41— («

<a_2> :§_< 2> < 2> (5-31)
' 2Lo Y,

The shape factor appearing in the denominator o{®81) can be eliminated by substituting it into

Eq. (5-4). From Egs. (5-4), (5-23), and (5-31) ragdcoefficient of the interfacial drag force teirm

churn-turbulent flow regime is given as follows:

o= eloo (o)) o2

Lo
Table 5-1 summarizes the drag coefficient for iiatginl drag force term in each bubble group and

the constitutive equations utilized for the derivat

5.2.2 Closurerelationsto evaluate drag force term

In order to evaluate the interfacial drag forcentersing Eq. (5-4), distribution parameter, as asl|
constitutive equations for calculating volume fractof each bubble group, are necessary. These
constitutive equations which can be used with tluidf model are summarized in following

sections.

(a) Void fraction model for Group-1 and Group-2 Bubbles
In order to calculate the drag coefficient in iféefal drag force term shown in Egs. (5-17), (5;22)
(5-26), and (5-32), it is necessary to supply Grtiand Group-2 void fraction values. Void fraction

for each group is related to total void fractiorf@ows,

(a) = (a,) +(a,) (5-33)

and they can be calculated using the models prdpbgeOzar et al. [5-9] or Schlegel and Hibiki
[5-10].
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Ozar et al. model

It was shown by Ozar et al. [5-9] that the conétieiequations for interfacial area concentration
utilized in  RELAPS5 and TRAC-P cannot accurataigdict the experimental data obtained in pipe
diameter of 25.4 and 48.3 mm, and annulus chanitielhydraulic diameter of 19.1 mm. Ozar et al.
[5-9] proposed two-group interfacial area concdittramodel based on the experimental database
developed up to void fraction value of 0.85. In iddd, Ozar et al. [5-9] proposed constitutive
equation for Group-1 void fraction based on Hilakid Ishii [5-14]'s model. Void fraction models
for each bubble group reported in Ozar et al. [24@] tabulated in Table 5-2. These models can be

utilized for medium diameter pipe, but its applitidp for large diameter pipe with

D; =D, / Lo > 30 and rod-bundle flow channel hasn't been confirmgaf now.

Schlegel and Hibiki model

Schlegel and Hibiki [5-10] proposed two-group iféefal area concentration model applicable to
the large diameter pipe forD; > 30. The database utilized for the constitutive equmti

development includes bubbly flow, cap-bubbly flamd churn flow. Similar to Ozar et al. [5-9]'s
model, the constitutive equation to calculate Gréumid fraction was developed in their work, and
it is tabulated in Table 5-3. Applicability of tmeodel was confirmed for the experimental database
developed by Yan et al. [5-15] on 8 8 rod-bundle test section at the air-water systemer
atmospheric pressure condition. However, the medgplicability hasn’t been validated with the

steam-water flow with prototypic pressure and terapge conditions.

(b) Distribution parameter model
Distribution parameter proposed by Ishii [5-3] ¢@nutilized, which is defined as follows:

L} (5-34)

C,=C_-(C -1
Py

Here, C_is the asymptotic distribution parameter and itditermined depending on the flow

channel geometry, low flow rate condition, subcdobmwiling condition, and so onC_ is given

based on the channel geometry, except for the powotlition and wall-peak condition for void

fraction [5-16, 5-17, 5-18].
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c 1.2 , for round tube

~ |11 , for annulus and rod bun (5-35)

5.3 Calculation case for validating the interfacibdrag model with Cp approach

The interfacial drag model shown in the previouapthr Cp approach) was embedded
into TRAC-BF1 code [5-19], and its applicability asell as calculation performances were
evaluated. As tabulated in Table 5-4, analysis risofte two-group interfacial area concentration
models and Group-1 void fraction models were wdizModels 1 and 2 are for medium diameter
pipe and annulus test section, and Models 3 and fbathe large diameter pipe.

First, effect of the relative velocity term was essed using Eq. (5-5) and Eq. (5-10). Note
that Eqg. (5-5) assumes relative velocity differenadile Eq. (5-10) assumes constant relative
velocity. Figure 5-1 depicts the calculation nad#ized in TRAC-BF1 for the current analysis.
Pipe length and system pressure were set to 5 n7ddéa, respectively. PIPE component was
assigned to the section where void fraction evadonabkes place. FILL component was utilized as
a section to inject liquid and saturated vapor, atated height by the first cell of the PIPE
component. Pipe diameters were set to medium derpipe of 0.025 m and large diameter pipe
of 0.25 m, respectively, and Models 1 and 3 weitezed for the drag coefficient model.

Figures 5-2 and 5-3 show the void fraction resintaxial direction for both medium and
large diameter pipe using Egs. (5-5) and (5-10)c#&s be seen, no significant differences between
these two models were observed for void fractiomgarison. Superficial liquid velocity ranged
from 0.5 to 2.0 m/s in the current analysis, bt thaximum difference in void fraction was at only
2 %.

It is important to consider relative velocity foadh group separately to evaluate group
wise interfacial drag force term, but as showrhia $ensitivity analysis of Figs. 5-2 and 5-3, ireat
relative velocity as one group does not make dicanit differences. Utilization of single relative
velocity term will significantly simplify the anadys, and hence, Eq. (5-10) will be utilized for the

present analysis.
5.3.1 Experimental data as separate effect test

In order to validate the interfacial drag model @n@p approach, experimental database

tabulated in Table 5-5 was utilized to perform dmalysis.
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Jeong et al. experiment

Jeong et al. [5-20] conducted void fraction measwm of the air-water two-phase flow system in
annulus channel under atmospheric pressure condifloea-averaged void fraction values in
various axial positions were obtained. Outer amteindiameters of the annulus test section were
38.1 and 19.1 mm, respectively, and its hydraul@meéter was 19.0 mm. Experiments were

conducted up to slug flow regime.

Shen et al. experiment

Shen et al. [5-21, 5-22] conducted experimentbat and 26m long large diameter pipe with 0.2 m
diameter, and measured void fraction at varioualggsitions. The experiments were conducted
at atmospheric pressure condition, but due to age hydrostatic head, bubble expansion
phenomena can be observed as bubbles pass thmugd high 2 / D, positions. The reported

database covered from bubbly flow up to the trémsil region of cap-bubbly flow regime.

Schlegel et al. experiment

Schlegel et al. [5-23, 5-24] conducted experimesiag large diameter pipe up to the void fraction
value of 0.85 while Shen et al. [5-21, 5-22]'s evipent covered low void fraction range (less than
0.3). The experiments covered bubbly flow, cap-tullbw, and churn-turbulent flow. In addition,

three different pipe diameters, 0.152, 0.203, aB@49m, were utilized in the experiment with void

fraction measurement in 3 to 5 axial positions.

5.3.2 Sensitivity analysis accounting for an uncertainty of interfacial drag forceterm

The interfacial drag models introduced in chaptea@ be considered as more realistic and
rigorous formulation by utilizing two-group apprdadn dispersed bubbly flow condition.
However, there exist several problems with thisrapph which ultimately leads to an inaccurate
expression of interfacial drag force term. Firsgdsumes equivalent relative velocity for eachspha
as well as assuming total drag coefficient to be sikmmation of Group-1 and Group-2 drag
coefficient. In addition, bubble shape represented the shape factor is determined by
oversimplified assumption. Thirdly, a covariancevofd fraction profile must be considered for the
relative velocity and drag coefficient of interfakidrag force term [5-25, 5-26, 5-27]. Lastly,
existence of uncertainties in constitutive equatianilized to derive interfacial drag force term
cannot be neglected.

To evaluate the effect of uncertainties in intedhcdrag force term towards the
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area-averaged void fraction values numerically, ®ensitivity analysis was performed by
multiplying the factor & on interfacial drag force term for the 5 m lengthes with diameters of
0.025 and 0.25 m. The calculation domain, showfiin 5-1, was utilized in TRAC-BF1 code.
Five conditions with different values of 0.2, 0.5, 1, 2, and 5 were utilized thoe numerical

calculation.

5.3.3 Analysisof numerical stability with crossing flow regime boundary

It is known that the interfacial drag force termrmomentum equation relaxes numerical
ill-posedness of one-pressure two-fluid model. Trterfacial drag model introduced in section 5.2
utilizes different constitutive equations dependorgthe flow regime. Hence, numerical instability
issue may arise as the flow condition approacheshéoflow regime transition. In order to
investigate this issue, numerical analysis was gotadl to see whether the models are numerically
stable or not.

Analysis model depicted in Fig. 5-1 was utilizedhwiwo different pipe diameters, 0.025
and 0.25 m. It is expected that the behavior ddrfatial drag force term change as the Group-2
bubbles begin to form near the flow regime traositiSuch transition is expected to occur when the
void fraction value reaches near 0.3. To conduet nbimerical analysis covering this transition
region, pipe length was set to 150 m. This connlitidll allow gradual void fraction increase in akxia

direction due to the change in hydrostatic head.

5.3.4 Transient calculation for nuclear reactor plant

Since the interfacial drag force term in momentuqoation is a function of each phase’s
relative velocity, it will affect the void fractiobhehavior for both steady-state and transient .skate
the safety analysis of nuclear plant, change id fi@iction is directly linked to the change in meut
moderator and thermal power output.

OECD/NEA [5-28] provides the database for the tuebtrip experiment performed at
Peach Bottom Unit 2 as part of the internationatdbenark program. In this analysis, transient
numerical analysis was performed based on therterbip experimental data obtained at Peach
Bottom Unit 2 Cycle 2 (Turbine Trip Test 2). InetfTurbine Trip Test 2 experiment, reactor trip
was initiated under the scram signal which was gsely generated to simulate the turbine trip
condition. In this analysis, scram signal was bgpdsfor Turbine Trip Test 2 experimental data to
see the effect of interfacial drag model at theesewransient condition.

Analysis condition for the Turbine Trip Test 2 irdh Bottom Unit 2 is tabulated in Table
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5-6. COS3D code, which is a three-dimensional noeit code, was utilized to calculate the
reactor power output based on neutron flux [5-2805 5-31, 5-32]. The calculation was
performed by constantly exchanging the thermal-aylic conditions calculated by TRAC-BF1
code, and reactor power output obtained by COS31I2.cBigure 5-4 shows the nodalization of the
Peach Bottom Unit 2 in TRAC-BF1 code, and Fig. 8éepicts the flow channel nodalization in the

reactor core.

5.4 Results and Discussions
5.4.1 Validation results with separate effect tests data

Results obtained from the TRAC-BF1 code with irgeil drag model underCp
approach” were compared with experimental dataldseluced in subsection 5.3.1.

Figure 5-6 shows the comparison of numerical cattmh with respect to Jeong et al.
[5-20]'s database. Since Jeong et al. [5-20]'s dats obtained at annulus test section with a
hydraulic diameter of 19 mm, the calculation wagqrened using Model 1 and Model 2 tabulated
in Table 5-4. Its results are shown in Fig. 5-6.heTnean absolute errorm,, standard deviation,
s, , mean relative deviationmrel , and mean absolute relative deviati(m%l‘ab of calculated
and measured void fraction values for Model 1 wede)18, 0.044, -0.11, and 0.15, respectively.
For Model 2, it was determined as -0.021, 0.044,1-0and 0.16, respectively. Definitions of these

statistical parameters are shown as follows:

=S (o, ) (536)

Sg = \/ﬁ_i {(ai,cal. - ai,exp.) -m, }2 ' (5-37)

1 . aLcal. - aLepr
m, =) (5-38)
i=1 1,exp.
1 N aica._aieXA
mrelab :_Z - — ’ (5_39)
B N = «

1,exp.

As can be seen, very small difference was obsefgedVodel 1 (slug flow regime treated as

Group-2) and Model 2 (churn turbulent flow regimeated as Group-2).
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Figure 5-7 depicts the comparison between numedabdulation and Shen et al. [5-21,
5-22]'s experimental data. The experimental datalvess obtained at 20 cm diameter test section,
hence, Model 3 and Model 4 tabulated in Table 5etewutilized for the calculation. The mean
absolute error,m, standard deviationsd , mean relative deviationmm , and mean absolute

relative deviation,m .~ of calculated and measured void fraction valuesfodel 3 were, 0.039,

l.ab
0.049, 0.13, and 0.16, respectively. For Modeit 4yas determined as 0.014, 0.039, 0.0022, and
0.15, respectively. As can be seen, analysisteeant comparable with Shen et al. [5-21, 5-22]'s
void fraction data which were obtained at thrededént axial positions ranging from 8 m to 23 m.
Hence, it can be said that the interfacial dragdorerm with void fraction propagation due to
pressure gradient can predict the actual phenomena.

Figures 8 and 9 show the comparison between nuatexddculation and database obtained
by Schlegel et al. [5-23, 5-24]. As shown in Fg5, since the difference between Model 3 and
Model 4 was found to be small, Model 3 was utilifedthe comparison shown in Figs. 5-6 and 5-7.
The mean absolute errom,, standard deviationsd , mean relative deviationmrd , and mean

absolute relative deviatiomn, of calculated and Schlegel et al. [5-23, 5-24}sdvfraction

rel.ab
values were, 0.020, 0.053, 0.072, and 0.13, reispgct For Model 4, it was determined as 0.015,
0.052, 0.056, and 0.12, respectively. As can ke $®m Figs. 5-8 and 5-9, the model can predict
the high valued void fraction. In addition, equasm predictive capability was achieved with the

model compared with three separate experimentalwlih different pipe diameters.

5.4.2 Sensitivity of interfacial drag forceterm
In order to consider the uncertainty of interfaaishg model, void fraction values were

evaluated by multiplying uncertainty factaf to the interfacial drag force term. In this séuy

analysis model, the drag coefficient (’Cu + Ciz) in Eq.(5-10) is multiplied by the factoi£,

and replaced by¢ x (Ci1 + Ciz). Calculation domain shown in Fig. 5-1 was utitizeor the

analysis. The calculation result for pipe diam&®25 m is shown in Fig. 5-10, and the result for
pipe diameter 0.25 m is shown in Fig. 5-11. Foiffecent superficial liquid velocity values of

< jf >=0.5, 1.0, 1.5 and 2.0 m/s were selected, and #-a@reraged void fraction values ranged
from 0.1 to 0.7 for the current analysis. Model 4sveelected for the analysis performed for medium
diameter pipe, and Model 3 for the large diametge pThe interfacial drag force term multiplied by

uncertainty factor ranged from a minimum of 0.2atenaximum of 5 times the order of nominal
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value. The sensitivity of the interfacial drag ferterm with respect to uncertainty factor tendbédo

large for the condition< j, >=0.5m/s, but the change in void fraction magnitude wéhin +
5 % and the change was found to be much smaller tingertainty factor. Additionally, for the
cases with< j, >=1.0 m/s and< j, >=2.0 m/s, almost no change in void fraction values
were observed with respect to the change in inteffadrag force term. Interfacial drag term
governs the interfacial momentum transfer at the-lgaid interface, hence the term is likely to
affect void fraction calculation results. Howeweontrary to that assumption, results depicted gs Fi
5-10 and 5-11 show different tendencies.

In general, steady-state and fully developed moumnéquation for two-fluid model is

expressed as follows:

(o) G~ (e)ng+ () ~{a) £, =0 40

(- ()32~ 1 (g~ {,) - (1 () 7 = 0 (&4

Here, F,is the pressure loss term due to wall frictionnfifiating pressure gradient term in Egs.

(5-40) and (5-41) yields,

(4,) = -0 o)1 (o) 64

Eq. (5-42) represents the force balance for int@afalrag force term at the steady-state condition.
Figure 5-12 shows the dependency of the left-haae af Eq. (5-42) obtained from Model

1, on area-averaged void fraction values with doa of < j, >=2.0 m/s, < j, >=2.9 m/s

and D, = 0.025 m. At the intersection point of interfacial dragde term and buoyancy tefffg,

the force balance relationship shown in Eq. (5i4Xatisfied. Then, the void fraction value at the
intersection point satisfies momentum equation esged in Egs. (5-40) and (5-41). As shown in
Fig. 5-12, the interfacial drag force term is higlsensitive to the change in void fraction value.
Hence, changing the interfacial drag force terrmgsiincertainty factor does not significantly
change the intersection point of buoyancy forcenteks a result, it does not have a high sensitivity

towards void fraction value.

5.4.3 Developing void fraction result from numerical stability assessment

As was shown in the calculation condition in sultisec5.3.3, effects of the interfacial drag
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force term during flow regime transition on numaltistability were assessed using long vertical
pipe with high hydrostatic head. Figure 5-13 shdles change in axial void fraction development
for pipe diameters of 0.025 m and 0.25 m, respelgtivAs can be seen from the plot, liquid
superficial velocities of< j, >=0.5 m/s ank j; >=2.0 m/s were utilized for both pipe
diameters. In general, bubbly flow transition tagsiflow or cap-bubbly flow is observed at the
area-averaged void fraction value of 0.3. As casd®n from the plot, no discontinuous points were
observed for area-averaged void fraction valuehi d@xial direction and its development is quite
smooth.

Figure 5-14 shows the void fraction transition bebrain medium diameter pipe when the
air was injected at = 0 sec for< j, >=0.5 m/s condition. The plot shows void fraction
behavior in the axial direction, but even at tlesient condition, void fraction behavior tend$#o
quite smooth. Thus, it can be said that the chamgmterfacial drag force term due to flow regime

transition does not create numerical instabilitytypem.

5.4.4 Resultsof transient analysis of nuclear power plant

For the analysis performed for Turbine Trip 2 expent of Peach Bottom Unit 2, rated
neutron flux time series and change in the voidtioa at one of the central regions of fuel assgmbl
are plotted in Figs. 5-15 and 5-16, respectivelghbuld be noted that as tabulated in Table 5, t
scram signal is bypassed in this analysis. As alttesscillatory behaviors are seen for the rated
neutron flux and void fraction. Figures 5-15 and&-compare the cases with Model 1 through
Model 4 on interfacial drag force term, and thdedénce in transient behavior is evaluated.

In case of turbine trip phenomena, Turbine stoperdl SV) was closed as a response to the
safety protection system to completely stop tharatéow through turbine system. Such method has
a purpose to prevent the turbine blade damagethEarases in Figs. 5-15 and 5-16, TSV was closed
after 0.5 sec of the accident. Following the clesof TSV, reactor pressure begins to increase, and
from 0.5 to 1.0 sec, void fraction value tends @oréase. In Fig. 5-16, void fraction value terads t
decrease after 0.5 to 1.0 sec TSV closure, whiatisléo an increase in rated neutron flux. As the
rated neutron flux increases, a rate of decreaseithfraction begins to slow down and it tends to
increase after 1 sec. Due to this increase in theé fraction, as shown in Fig. 5-15, rated neutron
flux tends to decrease which eventually causesceedse in moderator density. Similar behavior
was periodically observed, and neutron flux anddvisaction tends to oscillate one another at
opposite phase.

Figure 5-16 shows the change in void fraction valwith different interfacial drag model.
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As can be seen, void fraction values calculatedgusodel 1 and Model 2 tend to be smaller than
the one calculated by Model 3 and Model 4. Thisifigs that interfacial drag coefficient for Model

1 and 2 are smaller than that of Model 3 and 4sTdasiuses overprediction of Group-2 bubble
through interfacial drag coefficient. The changedted neutron flux tends to be larger as the void
fraction tends in to increase. As shown in Fig.5the first two dominant peaks of rated neutron
flux for Model 1 and 2 exceed those values caledldty Model 3 and 4, which leads to a large void
fraction change for Model 1 and 2. The interfadiedg force term suppresses transient void fraction
fluctuation. Hence, when the drag coefficient valleereases, void fraction fluctuation tends to be

larger for Model 1 and 2, which eventually causeiffarence in neutron flux peak values.

5.5 Conclusions
In one-dimensional numerical simulation of two-padlow, it is reported by previous
researchers that the evaluation of interfacial di@mge using IATE gives improved prediction
performance [5-1]. However, in reality, reliabledaadequate databases have not been developed
for the source terms in IATE to accurately perforan realistic simulation of nuclear
thermal-hydraulics.
In this chapter, interfacial drag model was emleeddmhito TRAC-BF1 code based on the
recently developed two-group IATE and the followirmnclusions were obtained.
® |Interfacial drag model with consideration of twasgp relative velocities and simplified drag
coefficient based on constant relative velocityuagstion for two groups were selected to
compare the area-averaged void fraction results. réBults showed that the maximum void
fraction difference in these two approaches was .2H¥#nce, treating equivalent relative
velocity for two groups does not make much diffeeein calculation results. Not considering
two-group relative velocities will largely simplifthe code modification process as well as
calculation scheme itself, thus, it is a preferab&thod for one-dimensional analysis.
® |Interfacial drag model utilized in the current aiséd include Model 1 and Model 2 for
medium diameter pipes, and Model 3 and Model 4lémge diameter pipe (Table 5-4).
Model 1 and Model 3 treat Group-2 bubble as Tapldoble and cap bubble, while Model 2
and Model 4 treat Group-2 bubble as bubbles inrchurbulent flow regime. Almost no
differences were observed in area-averaged vodidraresults for Model 1 and Model 2 in
medium diameter pipe, and Model 3 and Model 4 igdadiameter pipe.
® Area-averaged void fraction data obtained by Jesirg. [5-20] on annulus channel, Shen et

al. [5-21, 5-22] and Schlegel et al. [5-23, 5-241 large diameter pipe was utilized as a
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benchmark study. The statistical uncertaintieshef prediction for these experimental data
were estimated. The range of uncertainties formadssolute error, standard deviation, mean

relative deviation, and mean absolute relative ateam were, —0.021< m, < 0 03¢,

5,<0.053 -0.11<m_ 6 < Q1 and m , < 0.16, respectively. The difference of

l,ab

prediction tendency between Model 1 and Model ®odel 3 and Model 4 was found out to
be small.

In order to evaluate the uncertainty of interfaciedg model, area-averaged void fraction was
compared by applying multiplication factor onto tivag coefficient. Interfacial drag term is a
strong function of void fraction, hence, multiplgidrag coefficient term by several factors
would not make a noticeable difference as showFign 5-12. It was found that applying
multiplication factors to drag coefficient term hadmall influence towards calculation results
of area-averaged void fraction value. Since thdtiplication factor represents the effect of
uncertainties in drag coefficient and interfacisdaconcentration correlation on void fraction,
thus the uncertainties in interfacial area conegiain value have a very limited effect towards
void fraction prediction.

In order to evaluate numerical instability causedflow regime transition, very long pipe
channel with large pressure gradient was considerednumerical domain. The calculation
results showed that smooth transition in void feactchange was observed in the axial
direction. Numerical instability problem was notsebved in the analysis of interfacial drag
force term which includes two-group interfacialam®ncentration concept.

Based on the Turbine Trip 2 experimental databésaireed at Peach Bottom Unit 2, effects
on the interfacial drag force term caused by thatmoe flux response and void fraction
transients were investigated. No noticeable difiee was observed for selecting the
Group-2 bubble model for slug flow regime (Modeldl)bubbly/ cap turbulent flow regime
(Model 3). Likewise, no noticeable difference wdmserved for selecting Group-2 bubble as
churn turbulent flow regime (Model 2 and Model 40n the other hand, it was found that
neutron flux response and void fraction transiemése highly affected by the selection of
appropriate models for medium diameter pipes (Mddelr Model 2), and large diameter

pipes (Model 3 or Model 4).
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Table 5-1

Group-2 bubbles

Summary of constitutive relations oglircoefficient for Group-1 and

Group 2
Group 1
(b) Cap Bubbly/Cap
Parameters Distorted Particle () Churn Turbulent
(a) Sug Flow Regime  Turbulent Flow
Regime Flow Regime
Regime
Drag Coefficient \/EN N ’ 9 8(1— <a >)3 §(17<a >)2 §(17<a >)2
: 2w (o) : (e Sl (e:
CD
[5-6] [5-6] [5-6] [5-6]
Interfacial ~ Area 45
6(a _<0‘2> 6{a o )1-{a
Concentration, < l> D, (o) §i< 2> < 2>
DSml DSmZ 2 Lo wz
a, [m7 [5-12]
Shape Factor, ¢ ~1 ~1.5[5-8] ~0.338 [5-13] Not Necessary

Drag Force

Coefficient, Cy.

32 (0.)(1-(o.)f

H

5‘4DL <“2>(17 <“2>)2

Sm2
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Table 5-2  Void fraction model for each bubbleug@pplicable to medium diameter

pipes [5-9]
Parameters Recommended Formulations
Group-1 Void Fraction
(o) o) <(a,.)
- {ldo [P )) <2t
< Qg > <amf> < <a>
Transition Void Fraction 0.235+ 0 Olijf> <]f>
() = 0.325- 0 ooz(j/> <j/>

6
6

Critical Void Fraction 0.511+ 0006{]f> <jf>S
(o) = 0.645- 001§jf> <j/>>

Asymptotic Value of Void Fraction

0.099- 00095 ) ()< 6
o)

f
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Table 5-3  Void fraction model for each bubble ugroapplicable to large diameter

pipes [5-10]

Parameters

Recommended Formulations

Group-1 Void Fraction

Energy Dissipation per Unit Mass {fs]
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Table 5-4 Combinations of Analysis model impleteen in one-dimensional

two-fluid model code.

Volumetric Fraction Models

Interfacial Drag Force Models

Ozar et al.(2012)
(Table 5-2)
Schlegel and Hibiki(2015)

(Table 5-3)

Model 1 — Slug flow regime for group 2 bubbles (BeR2))
Model 2 — Churn turbulent flow regime for group @bbles (Eq.(5-32))
Model 3 — Cap bubbly/Cap turbulent flow regime dgooup 2 bubbles (Eq.(5-26))

Model 4 — Churn turbulent flow regime for group @bbles (Eq.(5-32))
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Table 5-5  Experimental databases utilized todeadi the interfacial drag force

models
Researchers GeometryWorking Pressure, Hydraulic Measurement Locations, Measurement Technics
Fluids p [MPa] Diameter, z/D_ [

D, [m]
Jeong et al. Annulus Air-Water 0.1 0.019 52, 149, 230 Condutyiwrobe
(2008)
Shen et al. Pipe Air-Water 0.1 0.2 41.5, 82.8, 113 Optical Rrob
(2010; 2012)
Schlegel et al. Pipe Air-Water 0.180/ 0.280 0.152 11.7,17.7,33.9 Conductivity Probe
(2012) 0.203 54,98, 26.0
Schlegel et al. Pipe Air-Water 0.180/ 0.280 0.152 2.09, 9.52, 16.3, 23.6, 30.7 Conductivity Probe
(2013) 0.203 1.26,6.77,12.2,17.4,24.9

0.304 1.00, 4.21,7.82,11.4,15.5
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Table 5-6  Calculation conditions for a power plaiansient simulation

Parameters Values Used for Analysis
Rated Power [MWH1] 3293
Rated Core Flow Rate [kg/s] 12915
764

Number of Fuel
(7x7 and 8x8)

Power [MWH] 2030
Initial Conditions
Flow Rate [kg/s] 10445
Onset of TSV Closure [s] 0.5¢
Onset of BPV Opening
0.85°
[s]
Transient Conditions  Power to Initiate Scram
Bypassed®
Signal [%]

2 of 2 are tripped at about
Feed Water Pump
8sec

*1: TSV(Turbine Stop Valve) fully closes at 0.0rsthe turbine trip 2 test.
*2: BPV(Bypass Valve) fully opens at 0.078 s in thebine trip 2 test.

*3 Scram signal initiates with a power reached=®®of rated power in the turbine trip 2 test.
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Figure 5-12
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6. Conclusions

One-dimensional two-fluid analysis codes dteroutilized in the safety analysis of nuclear
power plants. Safety analysis codes, used by plasigners or regulating authorities to simulate
physical phenomena and analyze plant performanderwaccident scenarios, ensure the high-level
of safety required in nuclear power plant operatilmthis thesis, the momentum transfer term
between the gas and liquid phase, namely the adiaifdrag force term, is focused on due to the
term’s relevance to void fraction behavior and highking in the PIRT of many scenarios.

The existing works, focusing on the constteitequations used to close the two-fluid model
for a rod bundle, are summarized in chapter 2. c&s be seen in this chapter, the constitutive
equations for rod bundles are more advanced than especially in the flow regime map model,
distribution parameter model, void fraction covada model, and interfacial area concentration
model.

The void fraction covariance model reviewedCimapter 2 enables the exclusion of the void
fraction uniformity approximation, which is implemted in existing two-fluid analysis codes. The
interfacial drag force term accounting for the a@aace effect was modeled and implemented in the
two-fluid analysis code, and sensitivity analysesravperformed for pipe geometry in Chapter 3.
The results and discussion based on these setysithalyses, allow for the following conclusions.

1) The effect of covariance on the interfacial dragcéoterm is especially significant for the
case of high void fraction in dispersed bubbly flamd results in the interfacial drag force
being reduced by almost half when the void fractimaches 0.8. However, the
sensitivity of the interfacial drag force term dwetarea-averaged void fraction calculated
by the TRAC-BF1 code was found to be small.

2) Void fraction covariance substantially affects tirag coefficient in the interfacial drag
force term, which is similar to the effect of dni¢locity on the drag coefficient. Thus,
the sensitivity of covariance in an area-averagad fraction becomes large as mixture
volumetric flux decreases. The sensitivity of dviélocity is also significant in the case
of low flow conditions.

3) The TRAC-BF1 code underestimates area-averagedfraxition compared to the value
calculated by the simple drift-flux model when th&erfacial drag force term accounts for
void fraction covariance. This tendency can belarpd due to the momentum source
term of the liquid and gas phase, due to wall skt®ss, neglecting the effect of void

fraction covariance
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4) The rigorous formulation of the two-fluid momentwguation is possible by accounting
for the deviation of the momentum source term, Whian be represented by the void
fraction covariance. The area-averaged void foacticalculated by this rigorous
approach, coincides with that calculated by th&-ftix model.

5) A comparison of area-averaged void fraction respansrepresentative transient events
between the rigorous approach with covariance effexl existing approach without
covariance showed a minor difference between voattibn responses. However,
consideration of void fraction covariance effecthie interfacial shear force term causes a
slightly enhanced oscillation behavior due to tbavdr coupling of liquid and gas

velocity.

Chapter 4 investigates the effect of void tiaccovariance in rod bundles. The conclusions,
similar to those of Chapter 3, were that the vomction covariance does not affect calculated
area-averaged void fraction at steady state andstaon velocity conditions. Diabatic wall
conditions were also applied in this chapter ars libhavior of steam flow transportation, with
steam generation originating at the wall surface tuevaporation, was found to be affected by void
fraction covariance. The void fraction at the ldatregion was slightly larger in the case
considering void fraction covariance. Additionallgrger void fraction overprediction, calculated
by the drift-flux model, was found in the case ddesgng covariance, especially at the region
downstream of the heated end. These differencise aue to the void fraction covariance
weakening the momentum coupling between phasesintathe drag coefficient to become small.
This chapter also investigated transient behavisyscomparing area-averaged void fraction and
inlet flow between the case considering void fratttovariance and the existing model.  Applying
some power disturbance to the system with congteggsure at the inlet and outlet boundary,
allowed for simulation of the transient conditionsConclusions drawn from the results of the
transient simulations are as follows,

1) The observed dumping ratio after applying a povigtiucbance becomes larger in the case
considering void fraction covariance. The incrélagRimping ratio results from a
decrease of momentum coupling between phases. eTasslts signify that void fraction
covariance has some effect on the evaluation aésymstability.

2) The underestimation of dumping ratio in the exgtimodel, namely in the case
approximating uniform void fraction distributioneomes more evident as area-averaged

void fraction increases. The underestimation reachpproximately 8 % when the
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area-averaged void fraction at an initial steadyesis 0.7.

Chapter 3 and Chapter 4 discus the rigorous formulaf the interfacial drag force term and
the one-dimensional two-fluid momentum equation dne effect of void fraction covariance.
While the void fraction covariance significantlyfedts the magnitude of the interfacial drag force
term, its effects on the simulation results weneitkd. Therefore, the existing formulation islstil
valid for many simulation cases regardless of wéretthe formulation neglects void fraction

covariance.

The interfacial drag force model, formulated basedthe recently developed two-group
interfacial area concentration correlation, was lenmgnted in a two-fluid analysis code and the
validity of the model was discussed in Chapter Bhe interfacial area transport equation has been
proposed to prevent numerical instability caused floyv regime transition (Kelley, 1996).
However, when applied in simulations of real powtants, the interfacial area transport equation
has several problems, in regard to the V&V appro#@t must be overcome. This thesis proposed a
methodology to assess the applicability of the bges interfacial drag force model, which was
based on a simplified interfacial area concentratimrrelation, and resulted in the following
conclusions.

1) Two separate two-group interfacial drag force medetre investigated. The velocity of
the gas phase was rigorously determined for groap€el group-2 bubbles, respectively.
The first two-group interfacial drag force modekagnts for the difference in relative
velocity for each bubble group separately. So, ¥eéocity of the gas phase was
rigorously determined for group-1 and group-2 bebblrespectively. The other model
approximated that the relative velocity of groupdsid group-2 bubbles were equivalent.
Comparing the models shows a maximum differencealculated area-averaged void
fraction of approximately 2%. This result impligkat the second model, which
approximates group-1 and group-2 relative veloaisyequal, can be applied without a
significant effect on simulation results. Applicet of the second model is beneficial,
since it is easier to implement and enables a rimiuitive understanding of calculation
results.

2) The interfacial structure of Group-2 bubbles dependthe flow channel diameter, and
thus separate interfacial drag force models shaaldorovided for medium and large

diameter pipes. The Group-2 bubble is modeled Besybor bubble, cap bubble, or churn
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3)

4)

5)

turbulent flow bubble depending on bubble shapetesl in a pipe. However, there is
no significant difference in the calculated arearaged void fraction between simulations
implementing the Taylor bubble model or churn tdebt bubble model in medium size
pipes. Minimal differences are also observed mgydadiameter pipes for simulations
implementing the cap bubble model or the churnuigrdit bubble model.

Sensitivity calculations were also performed tocactt for model uncertainty associated
with the interfacial drag force term. The uncertgiof the interfacial drag force term
was represented by multiplying a constant valué e interfacial drag coefficient. The
interfacial drag force term can be significantlyffluienced by a slight variation of
area-averaged void fraction. Therefore, uncegaassociated with the interfacial drag
force can be accounted for by a small change im-averaged void fraction. The
sensitivity analysis shows that uncertainties dased with values of interfacial area
concentration have little effect on void fractioregiction.

Numerical instability may arise due to large vaoiatof the interfacial drag force term as
the two-phase flow undergoes a flow regime tramsitiNumerical calculations were
performed and the axial development of area-averaged fraction was investigated
under the assumption of a very long pipe chann#ét wilarge pressure gradient. The
calculation results show smooth void fraction tiéms and numerical instability was not
observed, even when the two-phase flow underwewt fegime transition.

Based on the Turbine Trip 2 experiment performethatPeach Bottom 2 nuclear power
plant, the effect of interfacial drag force termswavestigated by comparing the trends of
neutron flux and void fraction obtained through adalifferent interfacial drag models.
Use of different Group-2 bubble models in the dlogv regime or bubbly / cap turbulent
flow regime resulted in negligible differences. oGp-2 bubble models for the churn flow
regime also showed negligible differences. Howgtler selection of appropriate models
for use in medium diameter pipes and large dian@pess significantly influenced neutron

flux response and void fraction transients.

The conclusions obtained from Chapter 5, show thigrfacial area concentration has a

minimal effect on calculated values of area-avedaggid fraction in a one-dimensional two-fluid
analysis code. This conclusion implies that peecisterfacial area concentration prediction
methods and development of the interfacial aresspart equation will have minimal impact on the

improvement of existing one-dimensional two-fluichadysis codes. Instead, the effect of

166



distribution parameter on void fraction predictiand the validity and uncertainty in the existing

models, needed to assure the credibility of theaikitions, should be the primary focus.
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