Divergence of relative difference in Gaussian distribution function and stochastic resonance in a bistable system with frictionless state transition
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A bistability system efficiently detects a weak signal by adding noise, which is referred to as stochastic resonance. A previous theory deals with friction in state transition; however, this hypothesis is inadequate when friction force is negligible such as in nano- and molecular-scale systems. We show that, when the transition occurs without friction, the sensitivity of the bistable system to a Gaussian-noise-imposed weak signal becomes significantly high. The sensitivity is determined by the relative difference in noise distribution function. We find that the relative difference in Gaussian distribution function diverges in its tail edge, resulting in a high sensitivity in the present system.
Stochastic resonance was introduced in 1981 for the mechanism of 100,000-year cycle of the ice age on Earth, where bistability arises from the positive feedback between the surface temperature and solar reflection.1) This planetary-scale mechanism was found to involve in various biological functions.2,3) The unique feature of stochastic resonance has attracted interest in diverse fields and, nowadays, it is known to occur in various micro- and nanoscale systems.4-12) The essence of the phenomenon has also been of interest; a previous theory for a bistable system indicates that the sensitivity to the noise-added signal is maximized when the signal period matches the time scale of the transition involving the noise intensity, friction, and size of the potential inside the system.11-17) As a result, the output signal-to-noise ratio (SNR) is given as $\text{SNR} \propto \left( \frac{s}{\sigma} \right)^2 \exp\left( -\frac{U_0}{\sigma} \right)$, where $s$ is the signal amplitude, $\sigma$ is the standard deviation of the noise, and $U_0$ is the potential barrier height.18) The exponential part of the formula suggesting a positive contribution of noise is attributed to the Kramers rate, describing the transition with Brownian motion surmounting a barrier.19-20) However, in nano- and molecular-scale systems, the state transition is promptly accomplished without friction, and the Kramers-type description is inadequate.21) This suggests that the behavior of stochastic resonance in such systems distinctively changes from the in the previous system. In this Letter, we show that the bistable system exhibits a significantly high sensitivity to the Gaussian noise-imposed weak signal in terms of stochastic resonance, when the effect of friction is ignorable in state transition. The sensitivity is theoretically derived, which clarifies the effect of the noise characteristics on the response. Then, the unique nonlinear behavior of the Gaussian distribution function results in the high sensitivity at a high input threshold.

**Figures 1(a) and 1(b)** schematically show the state transitions in the bistable systems without and with friction, respectively. The frictionless transition is often seen in a very small system where the two equivalent states are close to each other. In addition, in such case, each state is strongly confined and it is with less degree of freedom of movement, almost being a two-state system.14,17,22) In our model, we assume that the friction coefficient in transition is zero, and the relaxation immediately occurs after the transition. Then, the state transition promptly occurs whenever the external force lifts up the state to the top of the barrier dividing the states. **Figure 1(c)** schematically shows the input and output waveforms in this system. The input has two thresholds, $\theta_\ell = -\theta$ and $\theta_H = \theta (\theta > 0)$, and the output value is changed when the signal crosses the input threshold in the
counter position. We assign the values 0 and 1 to the low and high states in the output, respectively.

When the input is stochastic, the states are randomly switched and the output exhibits a random pulse train. As shown in Fig. 1(c), the transition probabilities, $p_{HL}$ for high to low transition and $p_{LH}$ for low to high transition, are evaluated on the basis of the probabilities of the noise-imposed signals crossing $\theta_L$ and $\theta_H$, respectively. When a small input signal $s$ is given to the system and noise $\xi$ is imposed to the signal, $p_{HL}$ and $p_{LH}$ are obtained as follows:

$$
\begin{align*}
    p_{LH}(s) &= \int_{\theta-s}^{\infty} \rho(\xi) \, d\xi \\
    p_{HL}(s) &= \int_{-\infty}^{-\theta-s} \rho(\xi) \, d\xi.
\end{align*}
$$

Here, $\rho(\xi)$ is the noise distribution function, which has the same dimension as $1/s$ and $1/\xi$. In the case of the white noise with the bandwidth $BW_N$, the average resident times in the high and low states, $<\tau_H>$ and $<\tau_L>$, respectively, are directly connected to $p_{HL}$ and $p_{LH}$ such as $<\tau_H> = 1/(\alpha \cdot 2BW_N \cdot p_{HL})$ and $<\tau_L> = 1/(\alpha \cdot 2BW_N \cdot p_{LH})$. The coefficient $\alpha$ represents the effect of the noise autocorrelation on the state transition and the output. From the fact that the period of the output pulse $<\tau_H> + <\tau_L>$ is greater than $1/BW_N$ and the transition probabilities in Eq. (1) are less than $1/2$, $\alpha$ is expected to be 2. On the other hand, each of $<\tau_L>$ and $<\tau_H>$ is greater than $1/BW_N$ as the noise crosses the high and low thresholds in an uncorrelated manner; then, $\alpha$ is unity. The expected output value is expressed as $<y> = <\tau_H>/(<\tau_H> + <\tau_L>)$, corresponding to the average duty ratio. Note that $\alpha$ is canceled out by considering the ratio of $<\tau_L>$ to $<\tau_H>$ and that it does not appear in $<y>$. When $s$ is sufficiently small, $p_{HL}$ and $p_{LH}$ can be characterized by first-order approximation. Then $<y>$ is obtained as follows:

$$
<y> \approx \frac{1}{2} \left[ 1 + \frac{\rho(\theta)s}{\rho(\xi)d\xi} \right].
$$

In the present system, the output is given by the relative change in transition probability induced by $s$ and is completely dominated by the noise distribution function. This kind of dependence of the output on the noise property has not been seen in a previous model,
although the output of a single threshold system is dominated by the noise distribution function.23-26)

Next, we derive the sensitivity $d\langle y \rangle /ds$ in the case of a Gaussian noise, which deals with almost all random processes in every field. The distribution function of the Gaussian noise is $\rho(\xi) = (2\pi\sigma^2)^{-1/2} \exp(-\xi^2/2\sigma^2)$. To clarify the input threshold dependence of the sensitivity, the limit of the sensitivity for a high threshold is evaluated. By applying l'Hôpital's rule, the limit is evaluated as follows:

$$\lim_{\theta \to \infty} \frac{d\langle y \rangle}{ds} = \lim_{\theta \to \infty} \frac{\rho(\theta)}{2\int_{-\infty}^{\theta} \rho(\xi) d\xi} = \lim_{\theta \to \infty} \frac{\rho'(\theta)}{2\rho(\theta)} = \lim_{\theta \to \infty} \frac{\theta}{2\sigma^2} = \infty.$$  \hfill (3)

The obtained equation reveals that the sensitivity to the Gaussian-noise-imposed weak signal becomes extremely high when the input threshold is sufficiently high. This behavior is not seen in the previous theory of stochastic resonance in a bistable system.13-17) However, the high sensitivity at the high input threshold is counterintuitive, because the bell-shaped configuration of the Gaussian function suggests that both $\rho(\theta)$ and $\rho'(\theta)$ converge to zero at $\theta \to \infty$.

An important aspect of the present model is that the origin of the high sensitivity to the noise-imposed weak signal is included in the noise itself. Let us consider the difference between the two adjacent values in the Gaussian function with a small interval $\delta (> 0)$. It is easily found that their difference converges to zero in a tail of the function; $\Delta \rho(\theta) = \rho(\theta-\delta) - \rho(\theta) \to 0$ at $\theta \to \infty$. On the other hand, when the difference is normalized by $\rho(\theta)$, it diverges to infinity; $\Delta \rho(\theta)/\rho(\theta) = \rho(\theta-\delta)/\rho(\theta) - 1 = \exp[(2\theta\delta - \delta^2)/2\sigma^2] - 1 \to \infty$ at $\theta \to \infty$. This divergence is unexpected from the configuration of the Gaussian function, because both $\Delta \rho$ and $\rho(\theta)$ converge to 0 in its tail edge. However, the exponent of the Gaussian function including a quadratic term of $\xi$ changes the situation.

The distinguished behavior of the Gaussian distribution is shown in Fig. 1(d), where $\Delta \rho/\rho$ is reflected in $<n_H>/<n_L>$ through Eqs. (2) and (3). The Gaussian distribution can achieve a significant increase in $<n_H>/<n_L>$ by a small input signal as the threshold is increased, whereas those of the Cauchy and Logistic distributions are saturated. Therefore, the origin of the high sensitivity in the present system is the nonlinearity of the exponent in the noise distribution function. The generalized condition of the noise achieving the high sensitivity
to the weak signal is that $\rho(\xi)$ satisfies $\rho'(\xi)/\rho(\xi) = d[\ln \rho(\xi)]/d\xi \to \infty$ at $\xi \to \infty$. Thus, we can use any noise with a distribution $\rho(\xi) = \exp(-u(\xi))/Z$ (Z is the normalization constant) with a function $u(\xi)$ whose derivative $du/d\xi$ diverges to infinity at $\xi \to \infty$.

The validity of the present model was experimentally examined. To represent the ideal system in a simple way, we used an electronic two-state device, Schmitt trigger, with a sufficiently fast response that could effectively reproduce the frictionless transition. The stochastic resonance in the Schmitt trigger was already demonstrated experimentally and several mathematical models for the phenomenon in this device have been developed so far. However, the analysis used the Kramers rate and did not suggest the high sensitivity indicated in this study. The noise imposed on the signal was white Gaussian noise whose bandwidth $BW_N$ was 1 MHz. The switching delay of the device, $\tau_D$, was 30 ns, which is sufficiently smaller than the noise autocorrelation time $\tau_{AC} = 1/BW_N$ (s). Thereby the device could respond to each impulse of the noise. The signal $s(V)$ was a DC voltage or a sinusoidal wave with frequency $f_S$ of typically 2 kHz, which is sufficiently smaller than the noise bandwidth. The output of the device showed a hysteresis with two input thresholds as shown in Fig. 2(a). The input threshold values $\theta(V)$ and $-\theta(V)$ in the device were changed by varying the supply voltage to the Schmitt trigger, $V_{DD}(V)$. The input signal was initially biased at the center of the two thresholds.

When the noise was imposed to the input signal, the output showed a random pulse train [Fig. 2(a)]. As shown in Fig. 2(b), the measured resident time had a unique value at each noise intensity. Both $<n_H>$ and $<n_L>$ quickly decreased as the noise intensity was increased, and asymptotically approached half of the noise-autocorrelation time, $1/2BW_N$. When $s = 0$ V, $<n_H>$ and $<n_L>$ were always the same regardless of noise intensity. When $s = 0.05$ V, $<n_H>$ increased while $<n_L>$ decreased. The difference was more than two orders at $\sigma = 0.1$ V, which is quite sensitive to the input signal. The behavior was also changed when the input threshold value was changed and it could be well explained by the theory based on Eq. (1) with $\alpha = 1.5$. In this experiment, $\alpha$ in the theoretical resident times took an intermediate value between 1 and 2, because the standard deviation of the noise was close to the threshold value, $\sigma \sim \theta$. We separately confirmed that the noise under this condition crossed both high and low input thresholds frequently, and the width
and interval of the output pulses were often $1/2BW_N$.

Figure 2(c) shows the ratio of the resident times, $<\tau_H>/<\tau_L>$. At $s = 0$ V, the ratio was always unity regardless of noise intensity, suggesting that the output $<y>$ did not depend on the noise intensity at all. This behavior is available as long as the noise distribution is symmetric, and then any change in output is attributed to the input signal $s$. Indeed, $<\tau_H>/<\tau_L>$ sensitively changed depending on $s$ as shown in Fig. 2(d). $<\tau_H>/<\tau_L>$ under the small signal exponentially increased with increasing input threshold as indicated in Fig. 2(d). This behavior is not seen in the previous theory, where the state transition is controlled described by the Kramers rate. Some deviation between the experimental result and the theory in the high-input-threshold region was attributed to the slight distortion of the noise distribution function observed in the measurement circuit.

The measured transfer characteristics for the Gaussian noise-imposed DC signal are shown in Figs. 3(a) and 3(b). When $s$ was small, the output $<y>$ was proportional to $s$, whereas the output saturated at unity when $s$ was large. The saturation meant that the system almost remained at the high level because of $<\tau_H> >> <\tau_L>$. As shown in Fig. 3(a), the sensitivity $d<y>/ds$ for the small $s$ increased as the noise was decreased. The evaluated sensitivity around $s = 0$ V was well explained by the theory from Eq. (2). The sensitivity also increased as the input threshold was increased, as shown in Fig. 3(b). The input-threshold dependence of the sensitivity for the signal $s$ of 0.05 V is shown in Fig. 3(c). Even when the noise was the same, the sensitivity increased as the input threshold was increased. The good agreement between the theoretical and experimental behaviors confirmed the validity of the present model.

When the dynamics of the signal cannot be ignored, the output and the sensitivity given by Eqs. (1) and (2) are modified by the signal dynamics. Figure 4 shows the measured correlation coefficient $C_1$ between the target signal and output waveforms, where the target signal was a sinusoidal wave with a frequency of 2 kHz and an amplitude of 0.025 V. The Gaussian noise was imposed to the signal. The correlation showed a peak as a function of noise intensity, which was the typical behavior of stochastic resonance. When the input threshold increased, the peak position moved to the high side of the noise intensity. An important aspect was that the peak height almost maintained even when the peak position changed, which could not be explained by the previous theory.
In the context of our model, the input-output correlation coefficient is given by

\[ C_1 = \frac{\rho(\theta)s}{2 \int_0^\infty \rho(\xi)d\xi}. \]  

(4)

It is found that the correlation coefficient is also determined by the relative difference in transition probability induced by the input signal. Considering that the duty ratio of the output pulse determines the output power, the output SNR is found to have a similar form,

\[ SNR = \frac{\rho(\theta)s}{\int_0^\infty \rho(\xi)d\xi}. \]

Our model suggests that the correlation coefficient also increases with increasing input threshold and it could well explain the observed threshold dependence of the correlation on the high side of the noise. Note that there is no arbitrary parameter in our model. On the other hand, the model does not suggest the decay of the curve in the left-hand side of the peak. Thereby, the dynamics of the input signal causes this discrepancy.

Then, we include the effect of the dynamics of the input signal into our model. To follow the input signal with frequency \( f_S \), the bistable system needs to satisfy the condition that the average period of the noise-induced output pulses is shorter than the input signal period \( < \tau_H > + < \tau_L > \leq 1/f_S \). When \( < \tau_H > + < \tau_L > > 1/f_S \), the system cannot follow the input signal, thereby the correlation between the signal and the output is lost. Thus, the theoretical curve is truncated where \( < \tau_H > + < \tau_L > > 1/f_S \) and the peak position is given by the noise intensity at which \( < \tau_H > + < \tau_L > = 1/f_S \). In consideration of Eq. (1), this condition implies that the peak position depends on the input threshold, noise bandwidth, and signal frequency.

The measured correlation coefficients for various combinations of signal frequency and noise bandwidth are shown in Figs. 5(a) and 5(b), respectively. The observed behaviors confirmed that the peak moved depending on both \( f_S \) and \( BW_N \), and a decrease in \( f_S \) and an increase in \( BW_N \) similarly contributed to the peak shift. Figure 5(c) shows the measured peak positions as a function of \( f_S/BW_N \). A theoretical curve satisfying \( < \tau_H > + < \tau_L > = 1/f_S \) is also shown. The theory well explains the experimental peak positions obtained from Figs. 5(a) and 5(b), confirming the validity of the model for the stochastic resonance peak position. The peak shift with almost-constant peak height shown in Fig. 4 was realized by the trade-off between the shift of the monotonically decreasing
correlation-coefficient curve and the shift of the truncation position, which depended on the input threshold.

In conclusion, when the transition was frictionless, the sensitivity of the bistable system to a Gaussian-noise-imposed weak signal was significantly high at the high threshold because of the nonlinearity of the Gaussian distribution function. The origin of the high sensitivity is the divergence of the relative difference in Gaussian distribution function when the input threshold goes to infinity. The result shown here suggests that the nano- and molecular-scale bistable systems involve the mechanism efficiently detecting and handling a weak signal buried in noise.
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**Figure captions**

**Fig. 1** (a, b) Potential landscapes and state transitions without and with friction, respectively. (c) Schematic input and output waveforms in a bistable system without friction and (d) resident time ratio as a function of input threshold from theory and numerical simulation for various noise distribution functions.

**Fig. 2** (a) Input-output characteristics of an electronic bistable system effectively achieving frictionless transition by $\tau_D < \tau_{AC} << 1/f_S$ and examples of output waveform for Gaussian-noise-added DC signal. (b) Measured resident times vs. Gaussian noise intensity. Resident time ratio vs. (c) noise intensity and (d) input threshold. Theoretical curves are obtained by exactly computing Eq. (1).

**Fig. 3** (a, b) Measured $\langle y \rangle$ as a function of input signal $s$ for various noise intensity and input thresholds, respectively. The solid lines show the exact theoretical curve obtained using Eq. (1) and the dotted lines show the curve approximated using Eq. (2). (c) Evaluated sensitivity as a function of input threshold.

**Fig. 4** Measured input-output correlation coefficient for sinusoidal input as a function of noise intensity in the bistable system without friction. The amplitude and frequency of the signal are 0.025 V and 2 kHz, respectively. The dotted lines show the theoretical curve given by Eq. (4). The response in a linear system is also shown for comparison.

**Fig. 5** (a, b) Stochastic resonance response for various input signal frequency $f_S$ and noise bandwidth $BW_N$, respectively. The solid lines are guides for the eye. (c) Evaluated correlation coefficient peak position from (a) and (b). The theoretical curve is obtained from $<n_t> + <n_n> = 1/f_S$. 
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(a) Output $\langle y \rangle$ vs. Input signal $s$ [V] for different values of $\sigma$: 0.1 V, 0.2 V, 0.3 V. The graphs show the comparison between the Theory and Exact results.

(b) Similar to (a), but for a different set of $\theta$: 0.25 V, 0.2 V, 0.33 V, 0.25 V. The data points are labeled with the corresponding $\sigma$ values.

(c) Sensitivity $d\langle y \rangle/ds$ vs. Threshold $\theta$ [V]. The curves indicate the sensitivity for different values of $s$: 0.05 V, 0.15 V, 0.2 V. The Theory predictions are also shown.
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