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CONTINUOUS ALIGNMENT OF VORTICITY DIRECTION PREVENTS THE BLOW-UP OF THE NAVIER-STOKES FLOW UNDER THE NO-SLIP BOUNDARY CONDITION

YOSHIKAZU GIGA, ZHONGYANG GU, AND PEN-YUAN HSU

Abstract. This paper is concerned with a regularity criterion based on vorticity direction for Navier-Stokes equations in a three-dimensional bounded domain under the no-slip boundary condition. It asserts that if the vorticity direction is uniformly continuous in space uniformly in time, there is no type I blow-up. A similar result has been proved for a half space by Y. Maekawa and the first and the last authors (2014). The result of this paper is its natural but non-trivial extension based on $L^\infty$ theory of the Stokes and the Navier-Stokes equations recently developed by K. Abe and the first author.

1. Introduction

We are interested in a regularity criterion based on vorticity direction for the three-dimensional Navier-Stokes equations under the no-slip boundary condition. To be specific, let us consider the Navier-Stokes system of the form

$$\begin{align*}
\partial_t u - \Delta u + \text{div}(u \otimes u) + \nabla p &= 0, \\
\text{div } u &= 0 \quad \text{in } U \times (-1, 0)
\end{align*}$$

with the no-slip boundary condition

$$u = 0 \quad \text{on } \partial U \times (-1, 0).$$

Here $U$ is a domain in $\mathbb{R}^3$ and $u = u(x, t) = (u_1(x, t), u_2(x, t), u_3(x, t))$, $p = p(x, t)$ denotes the velocity field and the pressure field, respectively. We use the standard notion for derivatives: $\partial_t = \partial/\partial t$, $\partial_j = \partial/\partial x_j$, $\Delta = \sum_{j=1}^3 \partial_j^2$, $\text{div } u = \sum_{j=1}^3 \partial_j u_j$, $u \otimes u = (u_i u_j)_{1 \leq i,j \leq 3}$ and $\text{div } F = \sum_{j=1}^3 \partial_j F_{ij}$ for a tensor field $F = (F_{ij})_{1 \leq i,j \leq 3}$.

In [15] it has been proved that continuous alignment of vorticity direction prevents the blow-up of a solution of (1.1) when $U = \mathbb{R}^3$. Here is a precise statement. Let $\omega = \text{curl } u$ denote the vorticity field.
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Theorem 1.1 ([15]). Let \((u, p)\) be a spatially bounded mild solution to the Navier-Stokes system (1.1) with \(U = \mathbb{R}^3\). Assume that the possible blow-up of \(u\) at time 0 is type I, i.e.,
\[
\sup_{-1 < t < 0} (-t)^{1/2} \|u(t)\|_\infty < \infty.
\]
Let \(d\) be a positive number and let \(\eta\) be a non-decreasing continuous functions on \([0, \infty)\) satisfying \(\eta(0) = 0\). Assume that \(\eta\) is a modulus of continuity in the \(x\) variables for the vorticity direction \(\xi = \omega/|\omega|\), in the sense that
\[
|\xi(x, t) - \xi(y, t)| \leq \eta(|x - y|) \quad \text{for} \quad (x, t), (y, t) \in Q_d,
\]
where \(Q_d = \{(x, t) \in Q = U \times (-1, 0) \mid |\omega(x, t)| > d\}\). Then \(u\) is bounded up to \(t = 0\).

Intuitively speaking, this theorem says that the type I blow-up does not occur unless vorticity direction is wildly changing depending on space. The condition (1.3) is often called a “continuous alignment” condition. This phenomenon is numerically observed for example in [19]. As remarked in [15], this result can be easily extended to the case when \(U\) has a boundary under slip-boundary condition but it is non-trivial to extend this result under the no-slip boundary condition (1.2) even if \(U\) is a half space \(\mathbb{R}_+^3 = \{(x_1, x_2, x_3) \in \mathbb{R}^3 \mid x_3 > 0\}\).

Fortunately, this problem can be overcome by establishing an interesting Liouville type theorem for the two-dimensional Navier-Stokes flow in a half space [14].

Theorem 1.2 ([14]). The statement of Theorem 1.1 is still valid under the boundary condition (1.2) at least when \(U = \mathbb{R}_+^3\).

The goal of this paper is to extend this result when \(U\) has a curved boundary. This is highly nontrivial at least technically since we appeal a blow-up argument. As we see later, our argument depends on compactness of rescaled pressure and for this purpose we need \(L^\infty\)-theory for the Stokes and the Navier-Stokes flow which is easy when \(U = \mathbb{R}^3\) and can be carried out when \(U = \mathbb{R}_+^3\) by explicit formulas [7], [30], [26]. If the boundary has a curved part, to establish \(L^\infty\)-theory is nontrivial. Recent development of \(L^\infty\) theory (e.g. K. Abe [2]) enables us to prove

Theorem 1.3. The statement of Theorem 1.1 is still valid under the boundary condition (1.2) when \(U\) is a \(C^3\) bounded domain in \(\mathbb{R}^3\).

Our goal is to prove Theorem 1.3 by a blow-up argument. This kind of a non-blow up criterion based on the vorticity direction was first given in [13] for a finite energy solution for \(U = \mathbb{R}^3\) with \(H^1\) initial data and \(\eta(\sigma) = A\sigma, A > 0, \) i.e., \(\xi\) is Lipschitz in space uniformly in time. Their method is a kind of energy method. They do not assume type I. There are several extensions of this result, [10], [8], [9]. The reader is referred to a review paper [11] and [15] for further references. We note that under the
no-slip boundary condition, it often needs an extra assumption. In [9], it is assumed that the boundary integral of the normal derivative of the square of the vorticity is sufficiently small. Even for the half space Theorem 1.2 seems to be the first contribution to the case of no-slip boundary condition under the same assumption to the whole space.

Our strategy is to appeal a blow-up argument based on contradiction argument which was used for the Navier-Stokes equations in [21] and independently by [15], [14]; see also a review paper [29]. It consists of two parts: compactness of blow-up sequence and uniqueness of its limit based on a Liouville type theorem. For the first step, we need an $L^\infty$-theory for the Navier-Stokes equations [2], [27] for a domain with curved boundary. To establish a good $L^\infty$-theory, we need a control of pressure even for the Stokes equations [5], [6]. To study the nonlinear problem, we also need a control of pressure due to convective terms.

The second step is to use a Liouville type theorem for ancient solutions available in [14]. There are various Liouville type theorems for the Navier-Stokes equations which are useful for the blow-up argument. For example, the Liouville type theorem for ancient bounded solutions in a whole plane is given in [21] and [15]. The proof in [21] is based on integral estimates while in [15] it was proved by a simple shifting argument. The latter argument was rediscovered by [24], apparently without knowing [15]. For axisymmetric flows, several Liouville type theorems have been established in [21] and [23], [24] to derive non-blow up criteria for such flows. However, we note that there seem to have no Liouville type results for the half plane with the Dirichlet condition for ancient solutions without assuming spatial decay except [14]. The reader is referred to a review paper [29] for blow-up argument and Liouville type theorems for the Navier-Stokes flow as well as regularity criteria.

2. Blow-up argument

We shall recall a blow-up argument in [15], [14] to prove Theorem 1.3.

2.1. Construction of a blow-up sequence. Suppose that $u$ blows up at $t = 0$, i.e., $\lim_{t \to 0} \|u(t)\|_\infty = \infty$. Then there would exist a sequence $\{(x_k, t_k)\}_{k=1}^\infty \subset Q$ with $t_{k+1} > t_k$ such that

(i) $|u(x, t)| \leq M_k$ for $t \leq t_k$, $x \in U$,
(ii) $M_k = \|u(t_k)\|_\infty \to \infty$, $t_k \uparrow 0$ as $k \to \infty$,
(iii) $|u(x_k, t_k)| \geq M_k/2$.

We rescale $u, \omega$ with respect to $(x_k, t_k)$, i.e.,

$u_k(x, t) = \lambda_k u \left( x_k + \lambda_k x, t_k + \lambda_k^2 t \right)$

$\omega_k(x, t) = \lambda_k^2 \omega \left( x_k + \lambda_k x, t_k + \lambda_k^2 t \right)$,

$-t_k - 1 < \lambda_k^2 t < -t_k$

with $\lambda_k = 1/M_k$. By the scaling invariant property of the Navier-Stokes equations we see that $u_k$ is still a mild solution of (1.1), (1.2) in $U_k \times$
that (Theorem 2.1 applies solutions starting from any \( u \)).

Note that since our \( k \) variant, we apply this theorem to conclude that there exists a constant \( U \) such that \( \nabla u \) is solenoidal vector fields with compact support in \( \mathbb{R}^3 \).

We shall study several compactness of the sequence. One is \( L^\infty \)-weak compactness of \((u_k, \omega_k)\). Another one is \( L^\infty \) strong compactness near \((0,0)\).

2.2. Weak compactness. By Assumption (i) we have \(|u_k| \leq 1 \) in \( U_k \times (- (t_k + 1) M_k^2, 0] \). Since \( u_k \) is a mild solution, we apply the following uniqueness and existence theorem to conclude that \( \nabla u_k \) is also bounded in \( U_k \times (- (t_k + 1) M_k^2 + 1, 0] \).

**Theorem 2.1** ([2]). Let \( U \) be a bounded or exterior domain in \( \mathbb{R}^n \) with \( C^3 \) boundary. There exists a positive constant \( a \) such that for \( u_0 \in C_{0, \sigma} \) there exists \( T \geq a/\|u_0\|_\infty^2 \) and a unique mild solutions \( u \in C([0, T], C_{0, \sigma}) \) of the Navier-Stokes system in \( U \times (0, T) \) with the zero Dirichlet boundary condition and \( u \big|_{t=0} = u_0 \). The solution \( u \) satisfies \( t^{1/2} \nabla u \in C([0, T], L^\infty) \).

**Remark 2.2.** This result is based on the \( L^\infty \)-theory of the Stokes semigroup [5], [6] and its estimates involving gradients and the Helmholtz projection [3], [4]. This result is extended when initial data \( u_0 \) is in \( L^\infty_{\sigma} \) (solenoidal \( L^\infty \) space) or \( u_0 \) is in \( BUC_{\sigma} \) (solenoidal space of bounded uniformly continuous functions vanishing on \( \partial U \)) by [4]. A different proof for \( u_0 \in BUC_{\sigma} \) is given by P. Maremonti [27] which also depends on the linear estimate by [5], [6].

Here \( C_{0, \sigma} = C_{0, \sigma}(U) \) denotes \( L^\infty \)-closure of \( C_{\sigma}(U) \), the space of smooth solenoidal vector fields with compact support in \( U \). Since \( a \) is dilation invariant, we apply this theorem to conclude that there exists a constant \( C \) independent of \( k \) such that

\[
\|\nabla u_k\| \leq C \quad \text{in} \quad U_k \times (- (t_k + 1) M_k^2 + 1, 0] .
\]

Note that since our \( u \) vanishes on the boundary \( u_k(\cdot, t) \in C_{0, \sigma} \) for all \( k \) so Theorem 2.1 applies solutions starting from any \( u_k(\cdot, t) \). We then conclude that \( (u_k, \omega_k) \to (\overline{u}, \overline{\omega}) \) as \( k \to \infty \) \( * \)-weakly in \( L^\infty \) with some \( (\overline{\eta}, \overline{\omega}) \) such that \( |\overline{\eta}| \leq 1, |\overline{\omega}| \leq C \) in \((- \infty, 0) \times \mathbb{R}^3_{+,-c} \), up to rotation by taking a subsequence, where

\[
\mathbb{R}^3_{+,-c} = \{ (x_1, x_2, x_3) : (x_1, x_2, x_3) \in \mathbb{R}^3 \mid x_3 > -c \} ;
\]

see e.g. [5] and [12, Proof of Theorem 6.2, Case 2] for the convergence to \( \mathbb{R}^3_{+,-c} \). Here \( c = \lim_{k \to \infty} c_k, c_k = M_k \text{dist}(x_k, \partial U) \). In case \( c = \infty \), we understand that \( \mathbb{R}^3_{+,-c} = \mathbb{R}^3 \). In both cases \( \overline{\eta} \) is a bounded global mild solution of the Navier-Stokes equations in a half space with the zero Dirichlet boundary condition, if \( c < \infty \) and in \( \mathbb{R}^3 \) if \( c = \infty \). (This solution is often called an ancient solution.)

2.3. Local strong compactness. We would like to prove that \( u_k \) converges to \( \overline{u} \) locally uniformly near \((0,0)\) to conclude that \( u_k(0,0) \to \overline{u}(0,0) \). Different from the whole space problem global higher derivative estimates are unavailable. We shall localize the problem. As pointed out in [14], it is
convenient to estimate pressures to localize the problem. A key idea is to decompose pressure into two parts: a pressure coming from convective term called the convective pressure and a pressure coming from the viscosity term called the Stokes pressure as in J.-G. Lin-J. Lin-R. Pego [25]. By taking div of the momentum equation of (1.1), we see that
\[-\Delta p = \text{div} \text{div}(u \otimes u)\]
since \(\text{div} u = 0\). By taking inner products with the external unit normal \(n\) of \(\partial U\) with the momentum equation we see that
\[\partial p/\partial n = n \cdot \Delta u \text{ on } \partial U\].
Since \(\text{div} u = 0\), one observes that
\[n \cdot \Delta u = -\text{div}_{\partial U}(\omega \times n)\],
where \(\text{div}_{\partial U}\) denotes the surface divergence. Our pressure \(p\) is decomposed as

\[p = p_F + p_S\]
satisfying
\[-\Delta p_F = \text{div} \text{div}(u \otimes u) \text{ in } U, \quad \partial p_F/\partial n = 0 \text{ on } \partial U\]
\[-\Delta p_S = 0 \text{ in } U, \quad \partial p_S/\partial n = -\text{div}_{\partial U}(\omega \times n) \text{ on } \partial U.\]
The pressure \(p_F\) is called the convective pressure while \(p_S\) is called the Stokes pressure.

**Lemma 2.3.** Let \(\Omega\) be a bounded \(C^2\) domain in \(\mathbb{R}^n\). Let \(Z\) be the space of tensor fields on \(\Omega\) of the form

\[Z = \{ f = (f_{ij})_{1 \leq i, j \leq n} \in C^2(\overline{\Omega}) \mid f = 0 \text{ on } \partial \Omega, \text{ div } f = 0 \text{ on } \partial \Omega\}\]

Then there is a linear operator \(N\) from \(Z\) to \(BMO(\mathbb{R}^n)\) such that \(q = Nf\) solves

\[-\Delta q = \text{div} \text{div} f \text{ in } \Omega, \quad \partial q/\partial n = 0 \text{ on } \partial \Omega\]

and that there exists a constant \(C\) such that

\[[q]_{BMO} \leq C\|f\|_{\infty}.\]

Here \([q]_{BMO}\) denotes the \(BMO\) semi-norm defined by

\[[q]_{BMO} = \sup \left\{ \frac{1}{|B_r(x)|} \int_{B_r(x)} \left| f(y) - f_{B_r(x)} \right| dy \mid x \in \mathbb{R}^n, \ r > 0 \right\},\]

where \(|B_r(x)|\) denotes the volume of the closed ball \(B_r(x)\) with radius \(r\) centered at \(x\) and

\[f_{B_r(x)} = \frac{1}{|B_r(x)|} \int_{B_r(x)} f(y)dy\]

which is the average of \(f\) over \(B_r(x)\). We shall give its proof in the Appendix.

**Lemma 2.4.** Let \(\Omega\) be a bounded \(C^2\) domain in \(\mathbb{R}^n\). Then there is a constant \(C\) such that

\[\|d_\Omega \nabla q\|_{\infty} \leq C\|g\|_{L^\infty(\partial \Omega)}\]
holds for all \(q \in C^1(\Omega)\) satisfying

\[\Delta q = 0 \text{ in } \Omega, \quad \partial q/\partial n = \text{div}_{\partial \Omega} g \text{ on } \partial \Omega\].
in a very weak sense where \( g \in L^\infty(\partial \Omega) \) is tangential, i.e., \( g \cdot n = 0 \) on \( \partial U \). Here \( d_U(x) = \text{dist}(x, \partial U) \).

This lemma is first proved in [5] for very weak solutions; in [5], the boundary regularity is assumed to be \( C^3 \) but can be weakened to \( C^2 \) [6]. The same estimate has been established independently by Kenig-Lin-Shen [20] with a different expression.

We now continue to estimate rescaled pressure \( p_k \) of the form
\[
p_k(x, t) = \lambda_k^2 p \left( x_k + \lambda_k x, t_k + \lambda_k^2 t \right).
\]
We decompose \( p_k = p_{F_k} + p_{S_k} \) and apply Lemma 2.3 and Lemma 2.4 to get
\[
[p_{F_k}]_{BMO} \leq C_1 \| u_k \|_\infty^2,
\]
\[
\| d_U \nabla p_{S_k} \|_\infty \leq C_2 \| \omega_k \|_\infty,
\]
where \( p_{F_k} \) is the extension obtained by \( N[u_k \otimes u_k] \). Since \( U_k \) is obtained by translation and dilation of \( U \), one can take constants \( C_1, C_2 \) independent of \( k \). These estimates yield that
\[
(2.1) \quad \| p_k \|_{L^\infty(B_R(x_0) \cap U_k)} \leq C_1 \| u_k \|_\infty^2 + C_2 \| \omega_k \|_\infty \leq C_1 + C_2 C
\]
since \( \| u_k \|_\infty \leq 1, \| \omega_k \|_\infty \leq C \), if one normalizes \( p_k \) such that
\[
\int_{B_R(x_0)} p_k dx = 0,
\]
where \( x_0 \in \mathbb{R}^n, s \in (1, \infty) \) with fixed \( R \). As indicated in [14], the estimate (2.1) enables us to localize the problem and apply the \( L^s \)-maximum regularity results [16] of the Stokes problem in a domain \( U_k \cap B_R(x_0) \). One has to mollify the corner so that \( C^2 \) regularity can be controlled uniformly in \( k \). We conclude that \( \{ u_k \} \) is bounded in an anisotropic \( L^s \)-Sobolev space \( W^{2,1}_s \left( (B_R/2(x_0) \cap U) \times I \right) \) for all \( s \geq 1 \) when \( I \) is a bounded time interval in \((-\infty, 0]\). By the Sobolev embedding [22, II Lemma 3.3], we know that the space-time Hölder norm of \( \nabla u_k \) is bounded which implies that \( \{ u_k, \omega_k \} \) converges to \( (\bar{\pi}, \bar{\omega}) \) locally uniformly near \( x_0 \in \mathbb{R}^n \). Since \( (x_k, t_k) \) is taken so that \( |u_k(0, 0)| \geq 1/2 \), by the choice 2.1 (iii) we now conclude that \( |\bar{\pi}(0, 0)| \geq 1/2 \).

As noted in [14], \( W^{2,1}_s \)-bound implies regularity of pressure and a boot-strap argument implies uniform convergence of higher derivatives of \( u_k \) but we do not use this property here.

2.4. Completion of the proof of Theorem 1.3. Since \( \omega_k \) converges locally uniformly to \( \bar{\omega} \), we now apply the continuous alignment condition at the place where \( \bar{\omega} \neq 0 \) to conclude that \( \bar{\omega} \) pointed out just one fixed direction. This implies that the limit flow is two-dimensional with fixed sign of scalar vorticity; see [14], [15]. If \( c = \infty \), the limit \( \bar{\pi} \) is a mild solution of \( \mathbb{R}^2 \) and we apply the Liouville theorem as in [15] to get \( \bar{\pi} \equiv 0 \) which contradicts \( |\bar{\pi}(0, 0)| \geq 1/2 \). If \( c < \infty \), we apply the following Liouville theorem with boundary to get the same contradiction. The proof of Theorem 1.3 is now complete.
Theorem 2.5 ([14], Theorem 1.1 and Remark 1.2). Let \((u, p)\) be a bounded mild solution to the Navier-Stokes system in \(\mathbb{R}^2_+ \times (-\infty, 0)\). Assume that 
\[
\sup_{-\infty < t < 0} (-t)^{1/2} \|u(t)\|_\infty < \infty \quad \text{and} \quad \omega \geq 0 \quad \text{in} \quad \mathbb{R}^2_+ \times (-\infty, 0).
\]
Then \(u\) is identically equal to zero.

We note that because of the pressure estimates the limit \((\bar{u}, \bar{p})\) is not only a solution of the Navier-Stokes equations but also the pressure has a special structure which guarantees that \((\bar{u}, \bar{p})\) is a mild solution. We are able to apply this theorem to get a contradiction also for \(c < \infty\).

3. Appendix

We shall prove Lemma 2.3. We first recall the Green function of the Neumann problem, which is often called the Neumann function denoted by \(N = N(x, y), x, y \in \Omega\). It is defined by a unique solution of

\[
-\Delta_x N(x, y) = \delta(x - y) - |\Omega|^{-1} \quad \text{in} \quad \Omega,
\]

\[
\frac{\partial N}{\partial n_x}(x, y) = 0 \quad \text{on} \quad \partial \Omega, \quad \int_{\Omega} N(x, y) dx = 0, \quad y \in \Omega,
\]

where \(\Omega\) is a domain in \(\mathbb{R}^n\). Let \(E\) denote the fundamental solution of \(-\Delta\), i.e.,

\[
E(x) = -\frac{1}{2\pi} \log |x| \quad \text{for} \quad n = 2,
\]

\[
E(x) = -\frac{1}{(n-2)|S^{n-1}| |x|^{n-2}} \quad \text{for} \quad n \geq 3.
\]

Lemma 3.1. Let \(\Omega\) be a bounded \(C^2\) domain in \(\mathbb{R}^n\). Then the Neumann function \(N\) is of the form:

\[
N(x, y) = E(x - y) + h(x, y)
\]

with \(h \in C^\infty(\Omega \times \Omega)\) satisfying \(h(x, y) = h(y, x)\) and

\[
\sup_{x \in \Omega} \left( \int_{\Omega} \left| \nabla^k_y h(x, y) \right|^{1+\delta} dy \right) < \infty \quad \text{for} \quad k = 0, 1, 2.
\]

for sufficiently small \(\delta > 0\) depending only on \(n\).

We postpone the proof at the end of Appendix.

Proof of Lemma 2.3. For \(f \in Z\) we set

\[
(N_0 f)(x) = \int_{\Omega} N(x, y) \div \div f(y) dy, \quad x \in \Omega.
\]

Integrate by parts to get

\[
(N_0 f)(x) = \sum_{i,j} \text{p.v.} \int_{\Omega} \partial_y_i \partial_y_j N(x, y) f_{ij}(y) dy
\]
since \( f = 0 \) and \( \text{div} \, f = 0 \) on \( \partial \Omega \). Here we take the principal value p.v. since \( \partial_i \partial_j E \) is a singular integral

\[
(N_0 f)(x) = \sum_{i,j} \text{p.v.} \int_{\Omega} \partial_i \partial_j E(x - y) f_{ij}(y) dy + \sum_{i,j} \int_{\Omega} \partial_i h(x, y) f_{ij}(y) dy \equiv N_0 S f + N_0 R f
\]

by symmetry of \( N \), i.e., \( N(x, y) = N(y, x) \). We extend a singular part \( N_0 S f \) and regular part \( N_0 R f \) to outside \( \Omega \) in a way such that

\[
(N_S f)(x) = \sum_{i,j} \text{p.v.} \int_{\Omega} \partial_i \partial_j E(x - y) f_{ij}(y) dy, \quad x \in \mathbb{R}^n
\]

\[
(N_R f)(x) = 0, \quad x \in \Omega^c \quad \text{and} \quad (N_R f)(x) = (N_0 R f)(x), \quad x \in \Omega.
\]

Evidently, \( N f = N_0 f \) in \( \Omega \). By \( BMO - L^\infty \) estimate for the singular integral operator [17], we see that

\[
[N_S f]_{BMO} \leq C \| f \|_\infty.
\]

By Lemma 3.1, we see that

\[
\| N_R f \|_{L^\infty} \leq \text{sup}_{x \in \Omega} \int_{\Omega} \| \nabla^2 h(x, y) \| \| f \|_\infty
\]

since \( \Omega \) is bounded. By definition of the Neumann function, this \( N f \) is the desired solution of the Neumann problem. Thus the proof is now complete. \( \Box \)

**Proof of Lemma 3.1.** If \( N(x, y) \) is given in the form of Lemma 3.1, then \( h \) must solve

\[
\Delta_x h = |\Omega|^{-1} \quad \text{in} \quad \Omega, \quad \partial h / \partial n_x = -\partial E(x, y) / \partial n_x =: g^y \quad \text{in} \quad \partial \Omega.
\]

Moreover, \( h \) satisfies

\[
\int_{\Omega} h(x, y) dx = -\int_{\Omega} E(x - y) dx =: c_y.
\]

Since \( \Omega \) is bounded, \( |c_y| \) is bounded in \( \Omega \). We notice that there exists a constant such that

\[
|g^y(x)| = |n(x) \cdot \nabla_x E(x - y)| \leq \frac{C}{|x - y|^{n-2}}
\]

for \( x \in \Gamma = \partial \Omega \) near \( y \in \Gamma \) since \( \Gamma \) is \( C^2 \); see e.g. [18, p.140]. Note that the singularity near \( y \in \Gamma \) is milder than \( |x - y|^{1-n} \). Since \( \Omega \) is bounded, we are able to take such a constant \( C \) independent of \( x \in \Gamma \) and \( y \in \bar{\Omega} \). A similar estimate is available for the tangential derivative of \( g^y \). In fact, there is a constant \( C \) such that

\[
|\nabla_{\Gamma} g^y| \leq \frac{C}{|x - y|^{n-1}}
\]
for any \( x \in \Gamma, y \in \Omega \). Since a function \( f \in C^1_c(\mathbb{R}^d \setminus \{0\}) \) satisfying

\[
|f| \leq \frac{C}{|x|^{d-1}}, \quad |\nabla f| \leq \frac{C}{|x|^q}
\]

belongs to the \( L^1 \) Sobolev space of order \( 1 - \eta \), i.e., \( f \in W^{1-\eta,1}(\mathbb{R}^d) \) for any \( \eta \in (0, 1) \) (see Lemma 3.2 below), we see that \( g_y \in W^{1-\eta,1}(\Gamma) \) and \( \|g_y\|_{W^{1-\eta,1}} \) is bounded independent of \( y \in \Omega \) by taking \( d = n - 1 \). Since \( W^{1-\eta,1} \) equals the Besov space \( B^{1-\eta}_{1,1} \), by the Sobolev embedding of Besov spaces (see e.g. [28]), we see that \( g_y \in W^{1-1/p, p}(\partial \Omega) \) for \( p > 1 \) sufficiently close to one.

By applying the standard \( L^p \) estimate for the Neumann problem, we see that there is a constant \( C_0 \) depending only on \( \Omega \) and \( p \) such that

\[
\|h(\cdot, y) - c_y\|_{W^{2,p}(\Omega)} \leq C_0 \left( \|g_y\|_{W^{1-1/p, p}(\partial \Omega)} + \|\varphi\|_{L^p(\Omega)} \right),
\]

with a constant function \( \varphi = |\Omega|^{-1} \). This follows from an a priori estimate (by setting \( h_0 = h(\cdot, y) - c_y \)) for the solution \( h_0 \) of the Neumann problem

\[
-\Delta h_0 = f \quad \text{in} \quad \Omega, \quad \partial h_0/\partial n = g, \quad \int_\Omega h_0 dx = 0
\]

in a bounded smooth domain \( \Omega \) of the form

\[
\|h_0\|_{W^{2,p}(\Omega)} \leq C_1 \left( \|f\|_{L^p(\Omega)} + \|g\|_{W^{1-1/p, p}(\Gamma)} \right).
\]

Indeed, this follows from general a priori estimate

\[
\|h_0\|_{W^{2,p}(\Omega)} \leq C_2 \left( \|f\|_{L^p(\Omega)} + \|g\|_{W^{1-1/p, p}(\Gamma)} + \|h\|_{L^p(\Omega)} \right),
\]

found in [1]; see also [31, Theorem 4.10]. Here the constant \( C_j \) \((j = 1, 2)\) depends only on \( \Omega \) and \( p \). Although the argument is standard, we give a proof of deriving (3.2) from (3.3) for completeness. Suppose (3.2) were false, then there would exist a sequence \( \{h_m, g_m, f_m\} \) such that

\[
1 = \|h_m\|_{W^{2,p}} > m \left( \|f_m\|_{L^p} + \|g_m\|_{W^{1-1/p, p}} \right).
\]

This implies that \( \|f_m\|_{L^p}, \|g_m\|_{W^{1-1/p, p}} \) tends to zero. By Rellich’s compactness theorem, we see that \( h_m \to h \) in \( L^p \) strongly with some \( h \in W^{2,p}(\Omega) \) by taking a subsequence. The a priori estimate (3.3) now implies that \( \|h\|_p \geq 1/C_2 \). However, since \( h \) is a unique solution of the homogeneous Neumann problem if one imposes the average zero condition, \( h \) must be zero. This is a contradiction. We now obtain (3.2).

Since \( \Omega \) is bounded, the right-hand side of (3.1) is bounded uniformly in \( y \). Since \( |c_y| \) is bounded, we see

\[
\sup_{y \in \Omega} \int_{\Omega} |\nabla_x h(x, y)|^p dx, \quad k = 0, 1, 2
\]

is finite. Since \( h \) is symmetric, the desired estimate holds by changing \( x \) and \( y \).

\[\square\]
Lemma 3.2. Assume that \( f \in C^1 \left( \mathbb{R}^d \setminus \{0\} \right) \) \((d \geq 1)\) satisfies
\[
|f(x)||x|^{d-1} \leq c_1, \quad |\nabla f(x)||x|^d \leq c_2
\]
with some constants \(c_1\) and \(c_2\) independent of \(x \in \mathbb{R}^d\). Then for \(s \in (0, 1)\), \(R > 0\) the estimate
\[
I = \iint_{|x|, |y| \leq R} \frac{|f(x) - f(y)|}{|x - y|^{d+s}} \, dx \, dy \leq M < \infty
\]
holds with a constant \(M\) depending only on \(d, s, c_1, c_2\) and \(R\). In particular,
\[
f \in W^{s,1}(B_R(0)).
\]
Proof. Assume that \(|x| \leq |y|\) and connect \(x\) and \(y\) by a geodesic curve in \(B_{|x|}(0)^c\). Since the curve length is less than \((\pi/2)|x - y|\), by a fundamental theorem of calculus, we observe that
\[
|f(x) - f(0)| \leq (\pi/2)|x - y| \sup \{|\nabla f(z)| \mid z \in B_{|x|}(0)^c\}
\leq (\pi/2)c_2|x - y||x|^{-d}.
\]
Since the integrand of \(I\) is symmetric with respect to \(x\) and \(y\), we now estimate
\[
\frac{I}{2} = \iint_{D_1} + \iint_{D_2} \frac{|f(x) - f(y)|}{|x - y|^{d+s}} \, dx \, dy = I_1 + I_2
\]
with
\[
D_1 = \{(x, y) \mid |x| \leq |y| \leq R, \ |x - y| \leq |x|\},
\]
\[
D_2 = \{(x, y) \mid |x| \leq |y| \leq R, \ |x - y| \geq |x|\}.
\]
To estimate \(I_1\), we observe that
\[
\frac{|f(x) - f(y)|}{|x - y|^{d+s}} \leq (\pi/2)c_2|x|^{-d}|x - y|^{-d+1-s}
\leq (\pi/2)c_2|x|^{-d+\delta}|x - y|^{-d+1-\delta-s}
\]
for \(\delta > 0\) since \(|x - y| \leq |x|\). We take \(\delta\) such that \(\delta < 1 - s\) so that
\[
\iint_{|x|, |y| \leq R} |x|^{-d+\delta}|x - y|^{-d+1-\delta-s} \, dx \, dy < \infty.
\]
since \(d - \delta < d, d - 1 + \delta + s < d\). We thus observe that
\[
I_1 \leq Kc_2
\]
with \(K\) depending only on \(d, s, \delta\) and \(R\).
To estimate \(I_2\), we observe that
\[
\frac{|f(x) - f(y)|}{|x - y|^{d+s}} \leq \frac{|f(x)| + |f(y)|}{|x - y|^{d+s}} \leq 2c_1|x - y|^{-d-s}|x|^{-d+1}
\]
since \(|x| \leq |y|\). Since \(|x - y| \geq |x|\), we take \(\delta \in (s, 1)\) and observe that
\[
|x - y|^{-d-s}|x|^{-d+1} \leq |x - y|^{-d-s+\delta}|x|^{-d+1-\delta}.
\]
The last function is integrable on $B_R(0) \times B_R(0)$. Thus
\[ I_2 \leq K'c_1 \]
with $K'$ depending only on $d, s, \delta$ and $R$. We thus conclude that
\[ I \leq 2(K'c_1 + Kc_2). \]

□
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