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Abstract

Since the gravitational theory is not renormalizable, it is necessary to formulate the
quantum gravity by using the other framework. The AdS/CFT correspondence is one of the
candidates to describe quantum gravity. According to this correspondence, a gravitational
theory is equivalent to a gauge theory on the boundary, which does not contain the gravity.
Although the complete proof of the AdS/CFT correspondence has not been obtained, a
lot of evidence, which guarantees the existence, have been reported. In this paper, we will
study the duality between the three-dimensional spin-3 gravity coupled to a scalar field
and the W3 extended conformal field theory. Although the three-dimensional spin-3 gravity
is well-studied owing to its equivalence with the Chern-Simons gauge theory, the spin-3
gravity coupled to matter fields is less understood. This is because the action integral of the
spin-3 gravity coupled to matters is unknown. The AdS/CFT correspondence gives a new
point of view. It is known that the three-dimensional spin-3 gravity is equivalent to the W3

extended conformal field theory. By considering the bulk scalar field as the operator in theW3

extended conformal field theory, we find the clue to the difficulty. In this Thesis, we formulate
the spin-3 gravity coupled to a scalar field in terms of the action integral. In the large
central charge limit, the W3 algebra reduces to the SU(1, 2) algebra. By using this algebra,
the state of the bulk scalar is constructed. The commutator [Wn,Wm] gives the Virasoro
generator Ln+m, and in order to formulate the SU(1, 2) invariant theory, it is necessary
to introduce an enlarged spacetime by introducing five auxiliary coordinates as in the case
of the supersymmetry. When the scalar field exists, half of SU(1, 2) invariance is broken.
The remaining invariance gives equations, which determine the state of the scalar. The
state is an eigenstate of the quadratic Casimir operator of SU(1, 2) algebra. The eigenvalue
equation is interpreted as the equation of motion for free scalar in the eight-dimensional
enlarged spacetime. The action integral is given by the one for the free scalar in the enlarged
spacetime. Further, it is shown that the standard AdS/CFT dictionaries hold. The action
integral for gravity is also studied. The scalar state is eigenstates of the cubic Casimir
operator as well as the quadratic Casimir operator. The metric and the spin-3 gauge field are
uniquely determined from the differential equations associated with the Casimir operators.
It turns out that these fields are expressed in terms of SL(3,R) gauge connections.
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1 Introduction and Brief Summary

What is gravity? Scientists have been asking this question for a long time. In 2012, the Higgs
particle was discovered and the standard model of particle physics was experimentally proved to
be correct. In the universe, it is known that there are four fundamental forces: the electromag-
netic interaction, the weak interaction, the strong interaction, and the gravitational interaction.
The standard model describes three of them except for the gravitational interactions.

In usual quantum field theory, there are divergences at a small distance. These divergences
are renormalizable if the dimension of coupling constant is never negative. Since the gravitational
constant G has a dimension -1, the gravitational theory is not renormalizable. The authors of
[1] obtained proof of non-renormalizability by using loop calculations. Therefore, a new theory,
which describes the quantum behavior of gravity, is needed. Fortunately, several theories that
avoid these problems appeared. The superstring theory is one of the powerful candidates for
quantum gravity. The superstring theory has a typical length scale. This scale plays a role of a
cut-off and problematic divergences do not appear.

The superstring theory predicts a non-trivial equivalence between totally different theories.
One of the examples is called the AdS/CFT correspondence, which was first discovered by
Maldacena [2]. Scientists and mathematicians have been studying this duality and its extension
since the birth of the AdS/CFT correspondence. Maldacena showed that Type-IIB superstring
theory in ten-dimensional spacetime manifold, which is a product space of five-dimensional
AdS spacetime and five-dimensional sphere, is equivalent to N = 4 super Yang-Mills theory
in four dimensions. The superstring theory contains a rank-2 tensor field, which is called a
graviton, while super Yang-Mills theory does not contain the graviton. Roughly speaking, d+1
dimensional gravitational theory can be described in terms of a non-gravitational theory living
on d dimensional manifold. This map is holographic. This correspondence is one example of the
holographic principle, which was proposed in [3] and [4]. According to the holographic principle,
the information of quantum gravity is encoded at the boundary of a manifold. For example,
the black hole entropy can be quantified by its horizon surface area[5][6]. This implies that
the information inside the black hole is encoded at the horizon. Similarly, in the AdS/CFT
correspondence, the boundary theory might have complete information to describe the quantum
gravity in AdS space. One more important point is the following. the AdS/CFT correspondence
is a strong/weak duality. The perturbation theory is a good tool to analyze quantum field theory
with small coupling constants. When the non-gravitational theory is strongly-coupled, we can
study it using the weakly-coupled string theory and vise versa.

Although the complete proof of the existence of the AdS/CFT correspondence has not been
given, a lot of evidence has been reported until now. In [7][8][9], the mathematical methods to
calculate correlation functions in the conformal field theory in terms of dual bulk fields were
proposed. According to [7][8], a generating functional of correlation functions in the conformal
field theory is equal to a partition function in the semi-classical AdS gravity. This prescription is
called the differentiating dictionary. Also, it was shown in [9] that the boundary behavior of bulk
correlation function coincides with the correlation function in the conformal field theory. This
is called the extrapolating dictionary. These two dictionaries are equivalent[10]. Conversely,
prescriptions to express a bulk fundamental field in terms of operators in the conformal field
theory has been also studied. Local bulk fields can be reconstructed by non-local boundary
conformal field theory operators[11][12]. In [13][14][15], it is proposed that a state excited by a
fundamental field in AdS spacetime can be expressed as a state in conformal field theory. This
prescription is equivalent to that in [11] and [12]

It is worth studying the extension of the applicability of this correspondence. One possible
extension will be the three-dimensional higher-spin gravity coupled to a matter field. In partic-
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ular, we will consider the three-dimensional spin-3 gravity. According to [18], the spin-3 gravity
is dual to the W3 extended conformal field theory. In general, the conformal field theory is
characterized by Virasoro generators Ln. The symmetry algebra is sl(2,R)⊗ sl(2,R). The con-
formal field theory can be extended by extra symmetries. For example, extra gauge symmetries
may be realized by adding a current operator with a conformal dimension 1. The W3 extended
conformal field theory is one of the extensions of the Virasoro algebra, which is obtained by
adding a current operator with conformal dimension 3[16]. The symmetry algebra is generated
by Virasoro generators Ln and W3 generators Wm, which correspond to Laurent modes of extra
current operator, and called the W3 algebra. In [17][18], it was proposed that three-dimensional
higher-spin theories with WN symmetry is dual to a WN extended conformal field theory. The
higher-spin gravity contains a metric tensor and a spin-N symmetric tensor. The metric and the
spin-N field are described by the three dimensional SL(N,R)× SL(N,R) Chern-Simons gauge
theory[19]. The authors of [20] [21] studied the three dimensional SL(3,R) × SL(3,R) Chern-
Simons gauge theory and showed that the W3 algebra can be obtained from the infinitesimal
gauge transformation of the Chern-Simons gauge connections. Then, it was proposed that the
three dimensional SL(3,R) × SL(3,R) Chern-Simons gauge theory is dual to the two dimen-
sional W3 extended conformal field theory. In [21], two solutions to the equations of motion for
gauge fields was studied. Both of them gives the AdS metric. These correspond to two inequiv-
alent embeddings of SL(2,R) in SL(3,R). In one of the two embeddings, SL(2,R) is generated
by Virasoro generators (L1, L0, L−1), while in the other it is generated by (W2, L0,W−2). The
vacuum in the former is often called a W3 vacuum, on the other hand, the one in the latter is

called a W
(2)
3 vacuum. Furthermore, they discovered another solution that interpolates between

these two spacetime. At the boundary, this solution gives the W3 vacuum, while this solution

also gives the W
(2)
3 vacuum far from the boundary. They also obtained black hole solutions.

Boundary conditions must be imposed on Chern-Simons gauge connections A and Ā to make
the variation problem well-defined. At the boundary, conditions Ax̄ = Āx = 0 are often adopted.
The authors of [20] [21] adopted other boundary conditions by adding a local term to the action,
which deforms the boundary conformal field theory and proposed a black hole solution with both
a mass parameter and a spin-3 charge parameter.

There are several remaining problems. The action integral for the gravity sector is well
studied. However, the situation is different when a matter field couples to gravity. First, the
action integral for a scalar field which has a spin-3 charge has not been found. Then, it is not
clear whether standard AdS/CFT dictionaries can be applied or not. Furthermore, in the spin-3
gravity, even the bulk scalar state have not been constructed in terms of boundary W3 extended
conformal field theory. Our motivation is to improve these situations.

The approach is the following. At first, we will construct the bulk scalar field as the operator
in the W3 extended conformal field theory by using the following procedure of [14][15]. The W3

algebra is different from the Virasoro algebra and the current algebra in usual sense:

[Ln, Lm] = (n−m)Ln+m +
c

12
m(m2 − 1)δ0,m+n (1.1)

[Ln,Wm] = (2n−m)Wn+m (1.2)

[Wn,Wm] =
c

360
n(n2 − 1)(n2 − 4)δ0,m+n (1.3)

+
1

30

(
n−m)(2n2 −mn+ 2m2 − 8

)
Ln+m + β(n−m)Λn+m (1.4)
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plus the similar algebra for anti-chiral counterparts L̄n and W̄m, where n,m ∈ Z. Here,

β =
16

22 + 5c
(1.5)

Λn =
∑
k>−2

Ln−kLk +
∑
k≤2

LkLn−k. (1.6)

Ln’s denote the Virasoro generators and Wm’s denote extra gauge symmetry generators. c is
a model dependent constant and often called the central charge. In [22], this is related to the
gravitational constant G

c =
3

2G
. (1.7)

We restrict the wedge modes subalgebra, which consists of Ln and Wm with −1 ≤ n ≤ 1 and
−2 ≤ m ≤ 2. In the large c limit, the third term proportional to β is dropped. By changing the
normalization Wn →Wn/

√
10, the subalgebra can be rewritten as

[Ln, Lm] = (n−m)Ln+m

[Ln,Wm] = (2n−m)Wn+m (1.8)

[Wn,Wm] =
1

3
(n−m)

(
2n2 −mn+ 2m2 − 8

)
Ln+m.

This subalgebra is called su(1, 2)⊗su(1, 2) algebra. The commutator of twoWm’s gives Virasoro
generator Ln. This is similar to the case of supersymmetry. In supersymmetric theory, a theory
is invariant under the Pincaré transformations and supertranslations, which is generated by
supercharges. The anti-commutator of supercharges gives the translation generator. In order
to construct Poincaré invariant and supersymmetric formulation or equivalently Lagrangian,
Grassmann odd coordinates, which correspond to supertranslations, are introduced and the
dimension of spacetime must be enlarged. For example in N = 1 supersymmetry in four
dimensions, there are two supercharges Q and Q̄ and corresponding translations are written by

G(θ, θ̄) = eiθ
αQαeiθ̄

ᾱQ̄ᾱ (1.9)

Two Grassmann odd coordinates are introduced and the spacetime dimensions are enlarged to
six. In the case of theW3 extended conformal field theory, we will introduce auxiliary coordinates
corresponding to the generators W−2,W−1 and their anti-holomorphic counterparts. Since the
commutator [Wn,Wm] gives the generator of the conformal transformation Ln+m, auxiliary
coordinates mix with the ordinary two-dimensional coordinates. Hence, we need to regard
these coordinates as the spacetime coordinates instead of the internal gauge variables. In the
context of the AdS/CFT correspondence, there are two more coordinates, which correspond to
transformations generated by L0 + L̄0 and W0 + W̄0. Hence, the dual theory will be formulated
in eight dimensions. We consider a massive scalar field at the center of the bulk. Due to the
existence of the scalar, half of the isometry is broken. The remaining isometries give conditions,
which determine the state of the scalar field at the center of the bulk[14]. In three dimensional
AdS spacetime, these conditions are expressed in terms of the Virasoro generator as

(Ln − (−1)nL̄−n) |ϕ(0)⟩ = 0 (1.10)

where n = 0,±1 and |ϕ(0)⟩ denotes the scalar state. In the case of the W3 extended conformal
field theory, there are more isometries, which come from the Wm generators. Although it is not
easy to determine conditions for Wm from the isometry, it is possible to show that the state,
which satisfies conditions

(Wn − (−1)mW̄−m) |ϕ(0)⟩ = 0, (1.11)
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where m = 0,±1,±2, agrees with the W -primary state, when it is transported to the boundary.
Hence, total eight conditions determine the scalar state at the center of the bulk. The state at
an arbitrary point can be obtained by multiplying the transformation operator, which contains
eight coordinates associated with (L−1, L̄−1, W−2, W̄−2, W−1, W̄−1, W0 + W̄0, L0 + L̄0).

When the bulk scalar state is obtained, the Killing vector fields, which correspond to the
differential representation for generators, can also be obtained. Further, there is two Casimir
operator in the W3 extended conformal field theory, which is called quadratic and cubic Casimir
operators. The bulk state is the eigenstate of these Casimir operators. Since the quadratic
Casimir operator is written by the sum of the product of two generators, the eigenvalue equation
for it gives the second-order differential equation. When we interpret its eigenvalue as the mass
of the scalar, the equation of motion can be interpreted as the Klein-Gordon equation for the
free massive scalar in eight dimensions. Therefore, the action integral can be written by a sum
of the kinetic term and mass term of the scalar in eight dimensions.

We will consider the solution to the eigenvalue equation for the quadratic Casimir operator.
Although the differential equation is very complicated, an exact solution will be obtained. The
solution has interesting properties. When extra coordinates, which are introduced in order to
enlarge the spacetime, vanish, the solution coincides with the bulk to boundary propagator for
the scalar in the usual three-dimensional AdS spacetime. Of course, it can be shown that this
is invariant under SU(1, 2)×SU(1, 2) transformations. Hence, this is interpreted as the bulk to
boundary propagator for the scalar field in the enlarged spacetime.

We will also discuss the AdS/CFT dictionary. The differentiating dictionary [7][8] tells us
that the partition function in the semi-classical AdS gravity is equal to the generating functional
of correlation functions in the conformal field theory. We will investigate whether this statement
holds or not in the W3 extended conformal field theory. The classical solution to the Klein-
Gordon equation is constructed in terms of the bulk to boundary propagator with a boundary
condition that the scalar field approaches the value ϕ0 at the boundary:

ϕ(y, x) =

∫
ddx′K(y, x;x′)ϕ0(x

′) (1.12)

where K is the bulk to boundary propagator. By substituting the solution into the action and
integrating by parts, the boundary action SB[ϕ0] is obtained. The partition function in the
semi-classical AdS gravity is defined by exp[SB[ϕ0]]. By functionally differentiating this with
respect to the boundary value ϕ0 and setting ϕ0 = 0, the boundary two-point function will be
obtained. Hence, the differentiating dictionary will be established.

Since we enlarge the spacetime, it is also necessary to construct a new action integral for the
gravity sector. In three dimensions, the SL(3,R)× SL(3,R) Chern-Simons action is equivalent
to the action for the gravity sector. In even dimensions, however, there is no Chern-Simons
action. Hence, we must consider an alternative action for gravity. The vielbein formulation
will help us to construct it. From the quadratic Casimir operator, we can read off the metric
tensor. Also, there is the cubic Casimir operator and the scalar state is also an eigenstate. This
eigenvalue equation gives the third-order differential equation. From this equation, we can read
off the completely symmetric rank-3 tensor, which is often called the spin-3 field. When the
metric and the spin-3 field are determined, a vielbein field and a spin connection are uniquely
determined up to a local frame and two gauge connection as in Chern-Simons gauge theory
are defined by taking an appropriate linear combination. These gauge connections satisfy two
flatness conditions, which mean that field strengths for two gauge connections vanish. On a
hypersurface with constant extra coordinates, these coincide with the equations of motion for
the SL(3,R)×SL(3,R) Chern-Simons gauge connections. Then we should adopt the local frame
as SL(3,R)×SL(3,R) symmetry. We will consider these flatness conditions as the equations of
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motion for the vielbein and the spin connection. We will construct the action integral for the
gravity sector, which yields the equations of motion.

There exists a new renormalization group flow parameter. In the AdS/CFT correspondence,
it is known that the radial coordinate plays the role of a renormalization group flow parame-
ter [24]. For example, in spin-3 gravity [21] studied the holographic renormalization flow and
discovered a solution that interpolates between two spacetimes. In the ultraviolet region, this

solution gives the W
(2)
3 vacuum, while in the infrared region this gives the W3 vacuum. This

result can also be observed in our formulation. We will find another renormalization group
flow. Two coordinates, which correspond transformations generated by (W−1, W̄−1), play the
roles of renormalization group flow parameters. In general, the conformal symmetry is broken
at arbitrary points because of the extra five coordinates. However, there are points that the
conformal symmetry is recovered. One point is the one with vanishing two coordinates, while
another one is with infinitely large two coordinates. At the former point, the W3 vacuum will

be realized, while at the latter the W
(2)
3 vacuum will be realized. Also, we will study the action,

which triggers the renormalization group flow. Although the boundary theory at the other hy-
persurfaces is no longer conformal, the theory is a quantum field theory. It will be shown that

fields of the quantum field theory O′ are dressed by g(α, β) = eiαW
h
−2eβW

h
−1 and given by

O′ = g(α, β)Og−1(α, β) (1.13)

where O denotes the operator in the conformal field theory.
Also, we will consider other solutions to flatness conditions. The authors of [21] studied a

black hole solution. We will obtain new black hole solutions by solving the flatness conditions.
In the case of the black hole without the spin-3 charge, we will obtain the exact solution. Taking
a hypersurface with vanishing extra coordinates, it coincides with the BTZ black hole [23]. The
Hawking temperature can be obtained by solving holonomy condition[25] and it coincides with
that in [21]. In the case with the spin-3 charge, however, the situation will be different. The
gauge connection corresponding to the black hole with the spin-3 charge is also obtained by
solving the flatness conditions perturbatively. It turns out that the perturbative expansion
continues as an infinite series. In this Thesis, we carried out up to the third-order perturbation.
Interestingly, perturbations more than fourth-order do not affect physical quantities, such as
the Hawking temperature or entropy: two holonomy conditions are precisely determined up to
the third-order perturbation. Furthermore, it will be shown that holonomy conditions do not
contain extra five coordinates. Then, it will be shown that the partition function for the black
hole is exactly the same with that in [21]. Although the partition functions are exactly the same,
the geometry is totally different. Our gauge connections satisfy the usual boundary conditions
Ax̄ = Āx = 0. These are gauge inequivalent with gauge connections in [21]. In general, the
gauge transformation for the gauge connection A and Ā are determined by using the common
matrix U and given by

A′ = U−1AU + U−1dU (1.14)

Ā′ = UĀU−1 + UdU−1. (1.15)

There is no matrix U from our gauge connections to the ones in [21].
This Thesis is organized as follows. There are three parts. Before discussing our result,

we should give several fundamentals in the first part. The first part consists of four sections.
In Section.2 and Section.3, we will review fundamentals for the conformal group, operators
in conformal field theory and extension to W3 conformal field theory. Fundamentals of AdS
spacetime will be introduced in Section.4 and in Section.5 we will review more general three-
dimensional spacetime with a negative cosmological constant. The second part is for the reviews
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of recent researches by other groups. This part consists of three sections. In Section.6, we will
focus on the AdS/CFT correspondence and see how to obtain correlation functions in conformal
field theory in terms of bulk language. Conversely, we will introduce the method to express a
bulk fundamental field as an operator in conformal field theory in Section.7. It will be shown
that a state excited by this filed is expressed in terms of the dual primary operator and its
descendants. Also, we will review recent works on spin-3 gravity. The spin-3 gravity can be
described by the SL(3,R)× SL(3,R) Chern-Simons gauge theory. There are several black hole
geometries in the spin-3 gravity. We will see these works in Section.8. The third part is the main
subject of this Thesis. In this part, the holography between three-dimensional spin-3 gravity and
the boundary W3 conformal field theory will be studied. This part consists of seven sections. In
Section.9, we will consider boundary W3 extended conformal field theory. The bulk scalar field
is reconstructed not only by a conformal family generated by the Virasoro generators but also by
the one generated byWm generators. The eigenvalue equation of the quadratic Casimir operator
on this field corresponds to the Klein- Gordon equation for the bulk scalar field. In Section.10, the
bulk geometry is studied. When we read the metric from the Klein-Gordon equation, the metric
field becomes 8 × 8 symmetric tensor. The role of extra coordinates is studied in Section.11.
We will find one of the extra coordinates play the role of a new renormalization group flow
parameters. In Section.12, we will introduce the SL(3,R)× SL(3,R) gauge connections. These
are 8× 8 matrix, one of whose indices corresponds to spacetime one and the other to the local
SL(3,R) frame. These connections satisfy the flatness conditions. Several gauge connections for
black hole metrics will be studied in Section.13. These are parametrized by the mass and the
spin-3 charge. On the hypersurface with constant five extra coordinates, the gauge connections
are solutions to the three dimensional SL(3,R)× SL(3,R) Chern-Simons theory. Also, we will
study the action integral for the gravity sector in Section.14. In even dimension, it is known that
there is no Chern-Simons action. Instead of the Chern-Simons action, we will seek the action,
which yields the flatness conditions for the gauge connections. Finally, we will summarize our
works and discuss future works in Section.15. There are several appendices. Appendices. A and
B contain some technical details for obtaining constraints on the boundary scalar state and the
local scalar state in the bulk. Appendix.C contains a convention for SL(3,C) symmetry algebra.
In Appendix.D, we will express the complete result of the spin-3 field for the black hole without
the spin-3 charge. Appendix.E contains some technical details for obtaining the spin-3 field and
the black hole solution with the spin-3 charge. This Thesis is based on [26] and [27].
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Part I

Fundamentals

2 Fundamentals in Classical Conformal Field Theory

The purpose of this section is to obtain fundamentals for conformal field theory. We refer to
instructive textbooks [28] and [29].

2.1 Conformal Group

We start by introducing conformal transformations and determining some conditions for the
conformal invariance. Let a metric field in d dimensional spacetime be gµν . In general relativity,
the metric transforms under a general coordinate transformation x→ x′ as

g′µν(x
′) =

∂xρ

∂x′µ
∂xσ

∂x′ν
gρσ(x). (2.1)

The meaning of ”conformal” is transformations that locally preserve the angle between arbitrary
two curves crossing each other at some point. In more mathematical language, a conformal
transformation is defined as follows. Conformal transformations are differentiable maps x→ x′

which satisfiy
g′µν(x

′) = Λ(x)gµν(x), (2.2)

where the positive function Λ(x) is called the scale factor. For simplicity, we assume that the
spacetime is flat with a metric η = diag(−1, 1, · · · , 1). Notice that for flat spacetimes the scale
factor Λ(x) = 1 corresponds to the Poincaré group consisting of translations, rotations or boosts.

Next, we will consider some conditions for the conformal invariance. Let us investigate an
infinitesimal coordinate transformation x′ = x+ ϵ(x). The metric changes as follows up to first
order in ϵ:

ηµν = ηµν − (∂µϵν + ∂νϵµ). (2.3)

Requiring that the transformation is conformal, the second term in (2.3) must be proportional
to the metric

∂µϵν + ∂νϵµ = f(x)ηµν . (2.4)

The factor f(x) is determined by taking the trace on both sides

f(x) =
2

d
∂ρϵ

ρ. (2.5)

By applying an extra derivative ∂ν on (2.4) and substituting (2.5), we obtain

2∂2ϵµ = (2− d)∂µf. (2.6)

Furthermore, by taking the derivative ∂µ, (2.6) reduces to

(2− d)∂µ∂νf = ηµν∂
2f. (2.7)

Finally, by contracting with ηµν , we can obtain

(d− 1)∂2f = 0. (2.8)

Equations (2.4), (2.7) and (2.8) are constraints for conformal transformations. Notice that
if d = 1, there are no constraints for the factor f(x). Then, in one dimension, any smooth
transformations are conformal.
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2.2 Conformal Group in d ≥ 3

In this subsection, we will focus on the conformal group in the case of dimension d ≥ 3. From
the above discussion, there are some constraints for the factor f(x) and in this case there are
three constrains

∂2f = 0 (2.9)

∂µ∂νf = 0 (2.10)

∂µϵν + ∂νϵµ = f(x)ηµν . (2.11)

The above equations imply that the factor f(x) is at most linear in the coordinates

f(x) = A+Bµx
µ, (2.12)

where A and Bµ are constants. When we substitute this expression into the third constraint,
we can find that the infinitesimal transformation ϵ is at most quadratic in the coordinates. So
we can write the general expression

ϵµ = aµ + bµνx
ν + cµνρx

νxρ, (2.13)

where aµ, bµν and cµνρ are constants and cµνρ is symmetric under a permutation in the last
two indices. It is clear that the parameter aµ is free of constraints. This term corresponts to an
infinitesimal translation. From the third constraint, bµν must satisfy the following equation

bµν + bνµ =
2

d
bρρηµν , (2.14)

and this implies that bµν is the sum of a trace and an antisymmetric part

bµν = αηµν +Mµν (2.15)

where α = bµµ/d and Mµν is an antisymmetric constant. The trace part represents an infinitesi-
mal scale transformation or dilatation, while the antisymmetric part represents an infinitesimal
rotation. Finally, we will consider the quadratic part. From the third constraint, cµνρ must
satisfy

cµνρ + cνµρ =
2

d
cσσρηµν . (2.16)

By taking appropriate linear combination, we can find

cµνρ =
1

d
(cσσρηµν + cσσνηµρ − cσσµηρν) ≡ ηµνbρ + ηµρbν − ηρνbµ, (2.17)

and the corresponding infinitesimal transformation is called a special conformal transformation

ϵµ = 2xρbρx
µ − bµx2. (2.18)

Notice that conventionally we define a parameter bµ but there are no relation to bµν .
The finite transformations corresponding to the above are the follows.

1) translation
x′µ = xµ + aµ (2.19)

2) dilatation
x′µ = αxµ (2.20)
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3) rotation
x′µ =Mµ

ν x
ν (2.21)

4) special conformal transformation

x′µ =
xµ − bµx2

1− 2b · x+ b2x2
(2.22)

Also, the generators for the above transformations are listed below.

1) translation
Pµ = −i∂µ (2.23)

2) dilatation
D = −ixµ∂µ (2.24)

3) rotation
Lµν = i(xµ∂ν − xν∂µ) (2.25)

4) special conformal transformation

Kµ = −i(2xµxν∂ν − x2∂µ) (2.26)

These generators obey the following commutation relations, which define the conformal algebra:

[D,Pµ] = iPµ

[D,Kµ] = −iKµ

[Kµ, Pν ] = 2i(ηµνD − Lµν)

[Kρ, Lµν ] = i(ηρµKν − ηρνKµ) (2.27)

[Pρ, Lµν ] = i(ηρµPν − ηρνPµ)

[Lµν , Lρσ] = i(ηνρLµσ + ηµσLνρ − ηµρLνσ − ηνσLµρ).

The commutator except for the above equals to zero. When we redefine the generators as follows

Jµν = Lµν , J−1,0 = D, J−1µ =
1

2
(Pµ −Kµ), J0µ =

1

2
(Pµ +Kµ), (2.28)

where Jab = −Jba and a, b ∈ {−1, 0, 1, · · · , d}, these new generators obey the so(2, d) algebra

[Jab, Jcd] = i(ηadLbc + ηbcLad − ηacLbd − ηbdLac) (2.29)

where the metric ηab is diag(−1,−1, 1, · · · , 1).
Next, we will seek a matrix representation of the conformal group. Given an infinitesimal

conformal transformation parametrized by ω, we are able to seek a matrix representation T such
that a field Φ(x) transforms as

Φ′(x′) = (1− iωT )Φ(x). (2.30)

In order to find out the concrete form of these operators, we will start by studying of the Poincaré
group. Let us consider the Lorentz transformation. We introduce a matrix representation Sµν
to define the action of infinitesimal Lorentz transformation on the field Φ(0)

LµνΦ(0) = SµνΦ(0) (2.31)

13



where Sµν is the spin operators associated with the field Φ. Next, we consider to translate Lµν

to a non-zero value of x. This is done by transforming Lµν into eix·PLµνe
−ix·P . By using the

commutation relation, we obtain

eix·PLµνe
−ix·P = Sµν − xµPν + xνPµ. (2.32)

Here, we use the Baker-Hausdorff-York formula

eABe−A = B + [A,B] +
1

2
[A, [A,B]] + · · · (2.33)

where A and B are operators. This allows us to write the action of the generators

PµΦ(x) = i∂µΦ(x) (2.34)

LµνΦ(x) = SµνΦ(x) + i(xµ∂ν − xν∂µ)Φ(x). (2.35)

Similarly, we can obtain matrix representations for dilatation and special conformal transforma-
tion. When we denote the respective values of these generators D and Kµ at the origin by ∆
and κµ, we obtain representations for these operators at an arbitrary point x by

DΦ(x) = (−ixν∂ν +∆)Φ(x) (2.36)

KµΦ(x) = (κµ + 2xµ∆− xνSµν − 2ixµx
ν∂ν + ix2∂µ)Φ(x). (2.37)

Also, we can obtain the change in Φ under a finite conformal transformation. For simplicity, we
restrict spin-less fields that is Sµν = 0. Under a conformal transformation x → x′, a spin-less
field ϕ(x) transforms as

ϕ(x) → ϕ′(x′) =

∣∣∣∣∂x′∂x

∣∣∣∣−∆
d

ϕ(x) (2.38)

where |∂x′/∂x| is the Jacobian of the conformal transformation of the coordinates. Fields
transforming like the above are called a quasi-primary field.

2.3 Conformal Group in d = 2

The conformal group in two dimensions is larger than that in d ≥ 3. In the preceding subsection,
we found that in d ≥ 3 dimensions conformal transformation consists of translation, rotation,
dilatation, and special conformal transformation. The situation is different. In two dimensions,
there is only one constraint (2.4). In this subsection, we will consider the conformal group in two
dimensions. We will work a Euclidean signature by Wick rotating a time direction as t = −iτ .

The condition (2.4) tells us that a infinitesimal parameter ϵ satisfies

∂τ ϵτ = ∂xϵx , ∂τ ϵx = −∂xϵτ , (2.39)

which is just the Cauchy-Riemann equation appearing in complex analysis. It is clear that (2.8)
is satisfied trivially by using these condition (2.39). When we introduce complex variables in
the following way

z = x+ iτ, z̄ = x− iτ (2.40)

ϵ = ϵx + iϵτ , ϵ̄ = ϵx − iϵτ , (2.41)

a holomorphic function f(z) = z + ϵ(z) and an anti-holomorphic function f̄(z̄) = z̄ + ϵ̄(z̄) give
rise to an infinitesimal conformal transformation z → f(z) and z̄ → f̄(z̄). The metric transforms
as

ds2 = dτ2 + dx2 = dzdz̄ → ∂f

∂z

∂f̄

∂z̄
dzdz̄, (2.42)

14



which implies that the scale factor is equal to |∂f/∂z|2.
All that we have inferred from (2.39) is purely local. It is not obvious that there are any

conditions that conformal transformations in two dimensions are defined everywhere or invert-
ible, which must be imposed in order to form a group. Therefore, we should distinguish global
conformal transformations, which satisfy the above requirement, from local conformal transfor-
mations. The set of global conformal transformations forms the special linear transformation
SL(2,C)

z → f(z) =
az + b

cz + d
(2.43)

where a, b, c and d are complex constants and satisfy ad−bc = 1. These transformations contain
translations, dilatations, rotations, and special conformal transformations.

Next, we will consider the algebra of conformal group. Any holomorphic infinitesimal trans-
formations are expressed by Laurent expanding ϵ at z = 0 as

z′ = z + ϵ(z) = z +

∞∑
n=−∞

cnz
n+1. (2.44)

The effect of such a mapping on a spin-less field ϕ(z, z̄) is

ϕ′(z′, z̄′) = ϕ(z, z̄) = ϕ(z, z̄)− ϵ(z′)∂′ϕ(z′, z̄′)− ϵ̄(z̄′)∂̄′ϕ(z′, z̄′) (2.45)

where ∂ and ∂̄ are differential operators with respect to z and z̄. By introducing the generators

ln = −zn+1∂ (2.46)

l̄n = −z̄n+1∂̄, (2.47)

a variation on spin-less field δϕ is expressed as

δϕ = −ϵ(z)∂ϕ(z, z̄)− ϵ̄(z̄)∂̄ϕ(z, z̄) =
∞∑

n=−∞
(cnln + c̄n l̄n)ϕ(z, z̄). (2.48)

These generators obey the following commutation relation

[ln, lm] = (n−m)ln+m

[l̄n, l̄m] = (n−m)l̄n+m (2.49)

[ln, l̄m] = 0

where n,m ∈ Z. The first two algebras are so-called the Witt algebra. Each of these two infinite
dimensional algebras contains a finite dimensional algebra generated by l±1 and l0. This is the
sub-algebra associated with the global conformal group. Also there is a familiar algebra that
is obtained by central extending the Witt algebra by a central charge c namely the Virasoro
algebra

[Ln, Lm] = (n−m)Ln+m +
c

12
n(n2 − 1)δ0,n+m. (2.50)

A central charge c in conforomal field theory is a model dependent quantity. For example, it is
equal to 1 for a free boson and 1/2 for a free fermion. We will explain later why it is necessary
to central extend the Witt algebra.
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2.4 Primary Fields

In this subsection, we will focus on conformal field theory in two dimensions and establish several
basic definitions. Let us define two types of fields. First, we will define chiral or anti-chiral fields.
Chiral fields are defined as fields only depending on z, while anti-chiral fields are defined as fields
depending on an anti-holomnorphic variable z̄. An another type that we will define is called a
primary field. Primary fields are defined as fields that transform under conformal transformation
z → f(z) according to

ϕ(z, z̄) → ϕ′(z, z̄) =

(
∂f

∂z

)h(∂f̄
∂z̄

)h̄

ϕ(z, z̄) (2.51)

where (h, h̄) are the holomorphic conformal dimension and its anti-holomorphic counterpart. In
two dimensions, given a field with scaling dimension ∆ and planar spin s, we can define the
holomorphic conformal dimension and its anti-holomorphic counterpart as

h =
1

2
(∆ + s), h̄ =

1

2
(∆− s). (2.52)

In a special case that a field transforms as (2.51) for global conformal transformation, the field
is called a quasi-primary field. By definition, primary fields is always quasi-primary fields but
the reverse is not true.

We will consider infinitesimal conformal transformations and the variation of primary fields.
If we consider an infinitesimal map z → z + ϵ(z) and z̄ → z̄ + f̄(z̄), the variation of primary
fields up to first order in ϵ is given by

ϕ′(z, z̄) = ϕ(z, z̄)+ϵ(z)∂ϕ(z, z̄)+h∂ϵ(z)ϕ(z, z̄)+ ϵ̄(z̄)∂̄ϕ(z, z̄)+ h̄∂̄ϵ̄(z)ϕ(z, z̄) ≡ ϕ(z, z̄)+δϕ(z, z̄).
(2.53)

2.5 Stress-Energy Tensor

In usual field theory, there is a Lagrangian that is a functional of fundamental fields. This
quantity is determined by the symmetries of the theory. The Noether’s theorem tells us that there
is a conserved current jµ for all continuous symmetry transformation. For example, a stress-
energy tensor is a Noether current corresponding to infinitesimal coordinate transformation. We
denote the Lagrangian as L. When the fundamental field ϕ changes

ϕ(x) → ϕ′(x′) = ϕ(x) + ϵδϕ(x) (2.54)

under the infinitesimal coordinate transformation, the Lagrangian changes

L → L+ ϵ∂µ

(
∂L

∂(∂µϕ)
δϕ

)
+ ϵ

[
∂L
∂ϕ

− ∂µ

(
∂L

∂(∂µ)ϕ

)]
δϕ. (2.55)

The third term is just the Euler-Lagrange equation. If this transformation is a symmetry
transformation, we can allow the Lagrangian to change by a total derivative

L → L+ ϵ∂µJ µ. (2.56)

Therefore, we find a conserved current

jµ =
∂L

∂(∂µϕ)
δϕ− J µ (2.57)
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In this section, we will focus on a current corresponding to the conformal transformation.
In order to obtain the current for conformal field theory in d dimension, let us recall Noether’s

theorem. We are interested in current for a conformal transformation xµ → xµ + ϵµ(x) and we
have a current

jµ = Tµνϵ
ν (2.58)

where the tensor Tµν is a symmetric tensor. We often call this a stress-energy tensor.
As this current conserves, for constant ϵ, we have

∂µT
µ
ν = 0. (2.59)

For more general transformation ϵ(x), a conservation law of this current implies

Tµν∂
µϵν =

1

2
Tµν(∂

µϵν + ∂νϵµ) =
1

2
Tµ
µ f = 0. (2.60)

In the last equality, we use a constraint for conformal transformations (2.4). Above two equation
imply that in the conformal field theory, the stress-energy tensor is conserved and traceless.

In two dimensional conformal field theory, it is shown that the stress-energy tensor can
be decomposed into chiral and anti-chiral part. To do so, we again perform the change of
coordinates from real to the complex ones and we find

Tzz =
1

4
(Ttt − Txx − 2iTtx)

Tz̄z̄ =
1

4
(Ttt − Txx + 2iTtx) (2.61)

Tzz̄ = Tz̄z =
1

4
(Ttt + Txx)

We adopt a Euclidean flat metric ηµν = diag(1, 1). Since a stress tensor is traceless, we find
Ttt = −Txx. By substituting this relation, non-diagonal component in (2.61) vanishes. Finally
by using a conservation law (2.59), we find

∂tTtt + ∂xTxt = 0, ∂tTtx + ∂xTxx = 0, (2.62)

from which it follows that
∂zTz̄z̄ = ∂z̄Tzz = 0. (2.63)

This implies that two non-vanishing component of a stress-energy tensor are chiral and anti-
chiral field and we define

T (z) = Tzz(z), T̄ (z̄) = Tz̄z̄(z̄). (2.64)

3 Operator Formalism of Conformal Field Theory

In the preceding section, we introduced the fundamental definition of the conformal transfor-
mation and the classical field theory. When we treat the field theory quantum mechanically, we
must quantize fundamental fields by an appropriate procedure like the canonical quantization.
In the conformal field theory, one of the appropriate methods is called the radial quantization.
In this section, we will review a procedure of the radial quantization and treat the field or current
as operators.
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3.1 Radial Quantization

The operator formalism distinguishes a time direction from a space direction. We choose the
space direction along a circle centered at the origin and the time direction to be orthogonal to
the space direction. Then, the whole spacetime forms the cylinder. This choice of spacetime
leads to the radial quantization of two-dimensional conformal field theory.

In order to make this choice, we will define conformal field theory on an infinite cylinder
with a time t going from −∞ to ∞ along an orthogonal direction of a circle and space being
compactified with a coordinate x going from 0 to L. Here, the points (0, t) and (L, t) are
identified. If we analytically continue to Euclidean signature, the cylinder is described by a
single complex coordinate ξ = t+ ix. We perform a change of variable by mapping the cylinder
to the complex plane via

z = e
2π
L
ξ. (3.1)

Then, former time translations t→ t+ t0, with a positive t0, are mapped to complex dilatation
z → e

2π
L
t0z and space translations x → x + x0 are mapped to rotation z → e

2π
L
ix0z. Then,

according to the change of variable (3.1), a time direction corresponds to a radial direction of
circles on the complex plane and a space direction corresponds to a angle direction, which is
depicted in Figure 1.

Figure 1: Conformal Transformation from cylinder to circle

We assume the existence of a vacuum state |0⟩. From now, we will consider a primary

field ϕ(z, z̄) with conformal weights (h, h̄), where z̄ = e
2π
L
ξ̄ and ξ̄ = t − ix. We assume that

interactions are weakened as t→ −∞, and the asymptotic field is given by

ϕin ∝ lim
t→−∞

ϕ(x, t) = lim
z,z̄→0

ϕ(z, z̄). (3.2)

This field reduces to a single operator, which create a single asymptotic in-state acting on |0⟩

|ϕ⟩in = lim
z,z̄→0

ϕ(z, z̄) |0⟩ . (3.3)

Next, we will consider the Hermitian conjugation of this asymptotic state |ϕ⟩in. In Euclidean
signature τ = it, the Hermitian conjugation of the field ϕ(τ, x) is proportional to ϕ(−τ, x). So,
in radial quantization, this justifies the following definition of Hermitian conjugation

ϕ†(z, z̄) = z̄−2hz−2h̄ϕ

(
1

z̄
,
1

z

)
(3.4)

where a coefficient on the right hand side is necessary to obtain definite inner product of ϕ. We
define am asymptotic out-state as

out ⟨ϕ| = |ϕ⟩†in . (3.5)
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Finally, we comment on some constraints for asymptotic state. A primary field ϕ is expanded
as

ϕ(z, z̄) =
∑
n,m

z−m−hz̄−m−h̄ϕm,n (3.6)

where ϕm,n’s are Laurent coefficients around z = z̄ = 0 given by

ϕm,n =
1

2πi

∮
dzzm+h−1 1

2πi

∮
dz̄z̄n+h̄−1ϕ(z, z̄). (3.7)

A straightforward Hermitian conjugation tells us

ϕ†(z, z̄) =
∑
n,m

z̄−m−hz−m−h̄ϕ†m,n, (3.8)

while from (3.4) we obtain

ϕ†(z, z̄) =
∑
n,m

z̄−m−hz−m−h̄ϕ−m,−n. (3.9)

Comparing these two expressions, we can obtain the Hermitian conjugation of modes ϕ†m,n =
ϕ−m,−n. In order to obtain a well-defined in-state, a constraint that an in-state is not singular
at any point is imposed. It tells us that for m > −h and n > −h̄,

ϕm,n |0⟩ = 0, (3.10)

and the in-state simplifies
|ϕ⟩in = ϕ−h,−h̄ |0⟩ . (3.11)

In later discussion, we will omit subscripts in or out.

3.2 Operator Product Expansion

In the preceding subsection, it was shown that a time direction corresponds to a radial direction
of circle on the complex plane. This fact tells us that the time ordering, which appears in
correlation functions, becomes a radial ordering, which is defined explicitly as

R(A(z)B(w)) =

{
A(z)B(w) for |z| > |w|
B(w)A(z) for |z| < |w|

(3.12)

for arbitrary operators A and B.
With this definition, it is clear that equal time commutators or operator product expansions

for some operators are given by a contour integral of radial ordering. Let a(z) and b(z) be two
holomorphic operators and consider the integral∮

Cw

dza(z)b(w) (3.13)

where the contour Cw is a circle counterclockwise aroud w. When we split the contour into two
parts depicted in Figure2, the integral reduces a commutator∮

Cw

dzR(a(z)b(w)) =

∮
C1

a(z)b(w)−
∮
C2

a(z)b(w) =

∮
dz[a(z), b(w)]. (3.14)
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Figure 2: Contours

An equal time commutator [a, b] can be obtained by integrating with respect to w

[a, b] =

∮
C0

dw

∮
Cw

dzR(a(z)b(w)) (3.15)

where C0 is circle counterclockwise around the origin.
In quantum field theories, the Noether charge associated to symmetry transformations Q

relates to a variation of fields δϕ and it is given by

δϕ = [Q,ϕ]. (3.16)

Recall that the conserved current associated to the conformal transformation is the stress tensor
jµ = Tµνϵ

ν . There exists a conserved charge

Q =

∫
dxj0 (3.17)

where the integral is performed at a hypersurface with constant t. In radial quantization, we
refer that the hypersurface corresponds to one with constant |z|. So, the integral

∫
dx reduce to

a contour integral
∮
dz. we define a conserved charge by dividing by 2πi in our convention

Q =
1

2πi

∮
dzT (z)ϵ(z) +

1

2πi

∮
dz̄T̄ (z̄)ϵ̄(z̄). (3.18)

By substituting this into (3.16), we obtain the relation between a variation of a field and the
radial ordering

δϕ(w, w̄) =
1

2πi

∮
dz[T (z)ϵ(z), ϕ(w, w̄)] +

1

2πi

∮
dz̄[T̄ (z̄)ϵ̄(z̄), ϕ(w, w̄)]. (3.19)

In the case of a primary field, since δϕ is given by (2.53), we find that the left hand side of (3.19)
is given in terms of contour integrals by

δϕ =
1

2πi

∮
dz

(
h

(z − w)2
ϕ(w, w̄) +

1

z − w
∂ϕ(w, w̄)

)
where anti-holomorphic parts are omitted for simplicity. Therefore, we obtain operator product
expansions for the primary field ϕ as

R(T (z)ϕ(w)) =
h

(z − w)2
ϕ(w, w̄) +

1

z − w
∂ϕ(w, w̄) + · · · (3.20)

R(T̄ (z̄)ϕ(w)) =
h̄

(z̄ − w̄)2
ϕ(w, w̄) +

1

z̄ − w̄
∂̄ϕ(w, w̄) + · · · (3.21)
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where we omit regular terms at z = w and the dots symbol denotes these terms. The operator
product expansion with the stress tensor is often regarded as an alternative definition of a
primary field. In later discussion, we will omit the radial ordering symbol R in our convention.

Finally, we will comment on the operator product expansion T (z)T (w). If the stress tensor
was a primary field, one could obtain

T (z)T (w) =
∆T

(z − w)2
T (w) +

1

z − w
∂T (w) + · · ·

where ∆T denotes a conformal dimension of the stress tensor. Unfortunately, it is not correct.
For example, we will consider a theory containing a free boson φ. This theory is described by
the action

S =
1

2

∫
d2x∂µφ∂

µφ. (3.22)

The propagator is given by

⟨φ(z, z̄)φ(w, w̄)⟩ = − log (z − w)2 − log (z̄ − w̄)2. (3.23)

the holomorphic part and the ant-holomorphic part are separated by taking the derivatives and
we read the operator product expansion for ∂φ or ∂̄φ as

∂φ(z)∂φ(w) = − 1

(z − w)2
+ · · · (3.24)

∂̄φ(z̄)∂̄φ(w̄) = − 1

(z̄ − w̄)2
+ · · · . (3.25)

In this theory, a stress tensor is defined by

T (z) = −1

2
: ∂φ∂φ : (z) ≡ −1

2
lim
w→z

[∂φ(z)∂φ(w)− ⟨∂φ(z)∂φ(w)⟩]. (3.26)

By using Wick’s theorem, we can obtain

T (z)T (w) =
1
2

(z − w)4
+

2

(z − w)2
T (w) +

1

z − w
∂T (w) + · · · . (3.27)

In the free boson theory, an anomalous term appears. In the free fermion theory, an anomalous
term also appears, however, the coefficient is one quarter. In ghosts system, an anomalous term
with coefficient 1 appears. Due to this term, the stress tensor is not strictly the primary field.
In general, the operator product expansion T (z)T (w) is written by

T (z)T (w) =
c
2

(z − w)4
+

2

(z − w)2
T (w) +

1

z − w
∂T (w) + · · ·

where c is a model dependent quantity, for example c = 1 for a free scalar, and called the central
charge. It is well-known that an extra term is added into the conformal transformation z → w
of the stress tensor

T ′(w) =

(
dw

dz

)−2

T (z) +
c

12
{z, w} (3.28)

where the second term is the Shwarzian derivative given by

{f, z} =
f ′′′(z)

f(z)
− 3

2

(
f ′′(z)

f(z)

)2

. (3.29)

It is clear that the Shwarzian derivative exactly vanishes when conformal transformations are
global transformations. This means that the stress tensor is a quasi-primary operator with
conformal weight 2.
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3.3 Virasoro Algebra

In the last subsection, we stated that the operator product expansion of a stress tensors reads

T (z)T (w) =
c
2

(z − w)4
+

2

(z − w)2
T (w) +

1

z − w
∂T (w) + · · · (3.30)

with the central charge c. In this section, we will focus on the equal time commutator or the
algebra of stress tensors. Since a stress tensor is quasi-primary, we perform a Laurent expansion
of T (z) as

T (z) =

∞∑
n=−∞

z−n−2Ln (3.31)

where Ln is a Laurent coefficient defined by

Ln =
1

2πi

∮
dzzn+1T (z). (3.32)

The equal time commutator is given by (3.15) and after performing the contour integral, we can
obtain

[Ln, Lm] = (n−m)Ln+m +
c

12
δ0,n+m(n3 − n). (3.33)

Taking the anti-chiral stress tensor into account, one can obtain the Virasoro algebra

[Ln, Lm] = (n−m)Ln+m +
c

12
δ0,n+m(n3 − n)

[L̄n, L̄m] = (n−m)L̄n+m +
c

12
δ0,n+m(n3 − n) (3.34)

[Ln, L̄m] = 0.

This is a central extension of the Witt algebra. We can interpret L0, L±1 as global conformal
transformation generators.

Finally we will comment on the definition of a primary field in terms of Laurent modes. A
operator, which can be expanded in terms of Laurent modes

ϕ(z) =
∑
n

z−n−hϕn, (3.35)

is called a primary operator with a conformal dimension h, when it satisfies the equal time
commutator

[Ln, ϕm] = ((h− 1)n−m)ϕn+m. (3.36)

If the above condition is satisfies only for L0, L±1, a operator is called a quasi-primary operator.
When we restrict global generators, the second terms in (3.34) are eliminated and the stress ten-
sor is interpreted as a quasi-primary operator with a conformal dimension 2 from the definition
(3.36).

3.4 Correlation functions of Chiral Primary Operators

The objects of interest in quantum field theory are correlation functions, which is calculated by
a perturbative method. In usual quantum field theory, it can be obtained using either canonical
quantization or path integral. To do so, we must consider an action integral. In contrast,
conformal field theory is very powerful and some correlation functions, such as two-point or
three-point functions, are determined by the conformal invariance. In this subsection, we will
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see how to obtain the correlation functions by the conformal invariance. These expressions will
allow us to derive a general formula for operator product expansion of quasi-primary operators.

First, let us focus on the two-point function of two chiral quasi-primary operators. Let two
chiral quasi-primary operators with conformal dimension h1 and h2 be ϕ1(z) and ϕ2(z). We will
write two-point function of these as

⟨ϕ1(z1)ϕ2(z2)⟩ = g(z1, z2). (3.37)

The translation invariance generated by L−1 tells us g(z1, z2) = g(z1 − z2). g is invariant under
an identical translation zi → zi + a. Next, we consider scale transformation z → λz generated
by L0. The invariance under rescaling implies that

⟨ϕ1(z1)ϕ2(z2)⟩ → λh1+h2 ⟨ϕ1(λz1)ϕ2(λz2)⟩ = g(z1 − z2)

from which we conclude

g(z1 − z2) =
d12

(z1 − z2)h1+h2

where a constant d12 is called a structure constant. Finally, the invariance under L1 implies the
invariance under inversion transformation z → −1/z for which we find

⟨ϕ1(z1)ϕ2(z2)⟩ → z−2h1
1 z−2h2

2

d12

(− 1
z1

+ 1
z2
)h1+h2

= g(z1 − z2).

This is satisfied only if the case h1 = h2. We conclude that the two-point function of two quasi-
primary operators is determined by global conformal transformations and the form is given
by

⟨ϕ1(z1)ϕ2(z2)⟩ =
d12δh1,h2

(z1 − z2)2h1
. (3.38)

For example, in the case of stress tensors, we find

⟨T (z1)T (z2)⟩ =
c
2

(z1 − z2)4
. (3.39)

Next, we go to the three-point function. Let an extra quasi-primary operator with conformal
dimension h3 be ϕ3(z). The translation invariance tells us that the three-point function is a
function with respect to the difference zij = zi − zj

⟨ϕ1(z1)ϕ2(z2)ϕ3(z3)⟩ = f(z12, z23, z13). (3.40)

Similarly in two-point function, scale and special conformal invariance are required and we
actually obtain the three point function by solving these constraints

⟨ϕ1(z1)ϕ2(z2)ϕ3(z3)⟩ =
C123

zh1+h2−h3
12 zh2+h3−h1

23 zh1+h3−h2
13

(3.41)

with some structure constant C123.

3.5 Normal Ordered Product

Consider the product operator of free bosons at the same point ∂φ∂φ(z). This is singular, since
the operator product expansion of free bosons (3.24) has a singularity at z = w, and we should
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regularize to define the product operator. This is simply done by subtracting the corresponding
vacuum expectation value. We define the regularized product by

: ∂φ∂φ : (z) = lim
w→z

[∂φ(z)∂φ(w)− ⟨∂φ(z)∂φ(w)⟩]. (3.42)

This is just the stress tensor for a free scalar theory. In terms of modes, this is equivalent to
the normal ordering in which the operators annihilating the vacuum are put at the rightmost
position.

However, this prescription does not work for some operators. For example, we consider a
product of stress tensors at the same point TT (z). Even if we subtract the vacuum expectation
value of T (z)T (w), only most singular term is eliminated and two singular terms remain.

It is clear how this prescription should be generalized. Instead of subtracting only the vacuum
expectation value, we should subtract all singular terms of the operator product expansion. This
is just a definition of the normal ordered product operator. We will write the normal-ordered
version of A(z)B(w) by (AB)(z).

More mathematically, if the operator product expansion of A and B is written as

A(z)B(w) =
∞∑

n=−N

(z − w)n{AB}n(w), (3.43)

where N is some positive integer, then

(AB)(w) = {AB}0(w) =
1

2πi

∮
dz
A(z)B(w)

z − w
. (3.44)

It is convenient to define the singular operator product expansion or contraction as the singular
parts of operator product expansion by

A(z)B(w) =
−1∑

n=−N

(z − w)n{AB}n(w). (3.45)

Hence, the normal ordered product can be rewritten as

(AB)(w) = lim
z→w

[
A(z)B(w)−A(z)B(w)

]
. (3.46)

In the case for a stress tensor, the operator product expansion containing the normal order
product is given by

T (z)T (w) =
c
2

(z − w)4
+

2

(z − w)2
T (w)+

1

z − w
∂T (w)+(TT )(w)+(z−w)(∂TT )(w)+· · · . (3.47)

Notice that the operator (TT ) is not primary. This is because the operator product expansion
of (TT ) with T is given by

T (z)(TT )(w) =
10c

(z − w)6
+

12

(z − w)4
T (w)+

10

(z − w)3
∂T (w)+

4

(z − w)2
(TT )(w)+

1

z − w
∂(TT )(w).

However, by subtracting a term proportional to ∂2T , one can construct a new quasi-primary
operator

Λ(z) = (TT )(z)− 3

10
∂2T (z) (3.48)
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Assume Λ can be expanded as

Λ(z) =

∞∑
n=−∞

z−n−4Λn (3.49)

with

Λn =
1

2πi

∮
dzzn+3Λ(z). (3.50)

Then, the equal time commutator [Ln,Λm] is given by

[Ln,Λm] =
8

15β
n(n2 − 1)Ln+m + (3n−m)Λn+m (3.51)

where β is constant related to the central charge

β =
16

22 + 5c
. (3.52)

If we restrict to global conformal transformations (L−1, L0, L1), the first term in right hand side
vanishes. Then, it turns out that the operator Λ(z) is a quasi-primary operator with a conformal
dimension 4.

Finally, we will summerise several properties of the Hilbert space of conformal field theory.
First, we consider the stress tensor T (z). For Laurent expansion of T (z), we find an asymptotic
in-state, which corresponds to an excited state by the stress tensor

T (z) ↔ lim
z→0

T (z) |0⟩ = L−2 |0⟩ (3.53)

where we employ similar procedure for the primary in-state in the previous subsection. Similarly
for the derivative of that and normal ordered product, we find

∂T (z) ↔ L−3 |0⟩
(TT )(z) ↔ L−2L−2 |0⟩ .

These exapmle motivates the following statement: For each state |Φ⟩ in the Verma module{(
N∏

n=1

Lkn

)
|0⟩ ; kn ≤ −2

}
, (3.54)

we can find a field F ∈ {T, ∂T, · · · , (TT ), · · · } with the property that limz→0 F (z) |0⟩ = |Φ⟩.
Now let us consider a primary operator with conformal dimension h. This gives rise to the

in-state |ϕ⟩ = ϕ−h |0⟩ = |h⟩. For n > 0, this state satisfies Ln |ϕ⟩ = 0 by definition of a primary
field. While for n < 0, the states that Ln’s are multiplied give rise to descendant states. For
example, L−1 |h⟩ ↔ ∂ϕ, L−1L−1 |h⟩ ↔ ∂2ϕ, L−2 |h⟩ ↔ (Tϕ) and so on. The Ln for n < 0 work
as the raising operators and the lowest state |h⟩ is called a highest weight state. Each primary
operator ϕ gives rise to an infinite set of descendant operators by taking derivatives and taking
normal ordered product with T . The set of these operators

[ϕ] = {ϕ, ∂ϕ, · · · , (Tϕ), · · · } =

{(
N∏

n=1

Lkn

)
ϕ; kn ≤ −1

}
(3.55)

is called a conformal family.
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3.6 Current Operator and Its Algebra

The conformal symmetry is generated by the stress tensor and characterized by the Virasoro
algebra (3.34). One can ask the following question. How about the conformal field theory
with Lie-algebraic symmetry? The Noether’s theorem tells us that an additional symmetry, for
example, gauge symmetry, is generated by its corresponding current. Hence, when we consider
the conformal field theory with an additional Lie-algebraic symmetry, we should introduce the
chiral current J(z) and the anti-chiral current J̄(z̄) associated with the symmetry transformation.
It is well-known that in the case of theory of a free boson with su(2) symmetry the current is

expressed in terms of a free boson φ as J3(z) = i∂φ(z), J± = e±i
√
2φ(z).

Let us investigate the algebra of the additional symmetry more precisely. We consider the
following action

S0 =
1

4a2

∫
d2xTr[∂µg−1∂µg] (3.56)

where a2 is a positive constant and g is a matrix bosonic field living on the goup manifold G.
The trace is taken over a representation of the group ta

Trtatb = ηab. (3.57)

where η is a Killing metric, which represents the group manifold. From the equations of motion
δS0/δg = 0, one can find a conserved current

Jµ = g−1∂µg. (3.58)

However, the components Jz and Jz̄ are not separately conserved. In order to conserve the
current components separately, we should add a more complicated action to the above action

Γ = − i

24π

∫
B
d3xϵαβγTr(ḡ

−1∂αḡḡ−1∂β ḡḡ−1∂γ ḡ). (3.59)

This is defined on a three dimensional manifold B, whose boundary is original two-dimensional
space. the expansion of the field g is denoted as ḡ.

Then we consider the action
S = S0 + kΓ (3.60)

where k is an integer. By taking the variation, we find(
1 +

a2k

4π

)
∂z(g

−1∂z̄g) +

(
1− a2k

4π

)
∂z̄(g

−1∂zg) = 0. (3.61)

Thus, for a2 = 4π/k, we find the desired conservation law. The conservation of the dual current
is obtained for a2 = −4π/k with a negative k. The separate conservation implies that the action
S is invariant under the following transformation

g(z, z̄) → Ω(z)g(z, z̄)Ω̄−1(z̄) (3.62)

where Ω and Ω̄ are arbitrary matrices valued in G. For infinitesimal transformation

Ω(z) = 1 + ω(z), Ω̄(z) = 1 + ω̄(z̄),

the action is transformed as

δS =
k

2π

∫
d2xTr[ω(z)∂z̄(∂zgg

−1)− ω̄(z̄)∂z(g
−1∂z̄g)] (3.63)
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with a2 = 4π/k. The first term vanishes by integrating by parts. Thus G × G invariance is
extended a local G(z)×G(z̄) invariance.

We redefine the conserved currents by

J = −k∂zgg−1 (3.64)

J̄ = kg−1∂z̄g. (3.65)

The conserved charge is calculated by a contour integral using an analogous discussion in Sec-
tion.3

QG = − 1

2πi

∮
dzωaJa +

1

2πi

∮
dz̄ω̄aJ̄a (3.66)

here we perform the trace by using (3.57). A variation of field δϕ is also obtained by δϕ = [QG, ϕ].
When we consider ϕ = J , we can find the operator product expansion between current operators

Ja(z)Jb(w) =
kηab

(z − w)2
+ ifabc

Jc(w)

z − w
+ · · · . (3.67)

Here we use the Lie algebra
[ta, tc] = if cabtc. (3.68)

Introducing the Laurent modes

Ja(z) =

∞∑
n=−∞

z−n−1Ja
n (3.69)

the operator product expansion briefly reduced to an affine Kac-Moody algebra

[Ja
n, J

b
m] = ifabcJ

c
n+m + knηabδn+m,0. (3.70)

It turns out that an integer k denotes central extension and we call this c-number the level of
the Kac-Moody algebra. Also it is easily shown that the current operator is a quasi-primary
operator with conformal dimension 1.

3.7 W-extended Conformal Field Theory

The Hilbert space is spanned by the stress tensor and the current with conformal dimension
1. Here, one natural question occurs. Is it possible to extend the conformal symmetry by a
current with conformal dimension h > 2? The answer is yes. Zamolodchikov [16] discovered
an extension of the Virasoro algebra by including a current with conformal dimension 3. This
extended conformal field theory and its algebra are called W3-extended conformal field theory
and W3 algebra.

The W3 algebra [30] has the stress energy tensor T (z) and a primary field W (z) whose
conformal weight is 3. Their singular operator product expansion are given by

T (z)T (w) =
c
2

(z − w)4
+

2T (w)

(z − w)2
+
∂T (w)

z − w
(3.71)

T (z)W (w) =
3W (w)

(z − w)2
+
∂W (w)

z − w
(3.72)

W (z)W (w) =
c
3

(z − w)6
+

2T (w)

(z − w)4
+

∂T (w)

(z − w)3
(3.73)

1

(z − w)2

[
2βΛ(w) +

3

10
∂2T (w)

]
+

1

z − w

[
β∂Λ(w) +

1

15
∂3T (w)

]
,(3.74)
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where

Λ(z) = (TT )(z)− 3

10
∂2T (z) (3.75)

and β is given by

β =
16

22 + 5c
. (3.76)

c is the central charge. These operators have following Laurent expansion:

W (z) =
∑
n

Wnz
−n−3. (3.77)

The commutators are given by

[Ln, Lm] = (n−m)Ln+m +
c

12
m(m2 − 1)δ0,m+n (3.78)

[Ln,Wm] = (2n−m)Wn+m (3.79)

[Wn,Wm] =
c

360
n(n2 − 1)(n2 − 4)δ0,m+n (3.80)

+
1

30

(
n−m)(2n2 −mn+ 2m2 − 8

)
Ln+m + β(n−m)Λn+m. (3.81)

Here, Λn is a Laurent mode for Λ(z) and defined by (3.50). Taking the limit c→ ∞ and disre-
garding the normal-ordered operator, we can obtain the subalgebra of the wedge modes,Ln (n =
0,±1) and Wm (m = 0,±1,±2). Choosing one normalization Wn → Wn/

√
10, the subalgebra

is rewritten as

[Ln, Lm] = (n−m)Ln+m (3.82)

[Ln,Wm] = (2n−m)Wn+m (3.83)

[Wn,Wm] =
1

3

(
2n2 −mn+ 2m2 − 8

)
Ln+m. (3.84)

We call this subalgebra su(1, 2) algebra. While choosing other normalization Wn → iWn/
√
10,

a different subalgebra appears:

[Ln, Lm] = (n−m)Ln+m (3.85)

[Ln,Wm] = (2n−m)Wn+m (3.86)

[Wn,Wm] = −1

3

(
2n2 −mn+ 2m2 − 8

)
Ln+m. (3.87)

We call this subalgebra sl(3,R) algebra.

4 Anti-de Sitter space

In this section, we will review a spacetime that has a negative curvature, named anti-de Sitter
space or AdS space. An AdS space is a maximally symmetric spacetime. Due to this property,
this spacetime is defined as an embedded space in one higher dimensional Minkowski space. We
will also discuss a symmetry of AdS space. The isometry of d dimensional AdS space is SO(2, d).

4.1 Definition of AdS space

AdS space is one of solutions to the Einstein equation with a negative cosmological constant
and it is a maximally symmetric spacetime.

Rµν −
1

2
Rgµν + Λgµν = 0, (4.1)
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where R and Rµν are the Ricci scalar and the Ricci tensor and Λ is a cosmological constant,
which is negative. We define the Ricci tensor, the Ricci scalar and the Christoffel symbol by the
below expressions[31]:

• the Ricci tensor
Rµν = ∂ρΓ

ρ
µν + Γρ

ραΓ
α
µν − ∂νΓ

ρ
µρ − Γρ

ναΓ
α
µρ (4.2)

• the Ricci scalar
R = gµνRµν (4.3)

• the Christoffel symbol

Γµ
νρ =

1

2
gµα (∂νgαρ + ∂ρgνα − ∂αgνρ) (4.4)

Here, gµν denotes the metric tensor and gµν denotes the inversion of the metric tensor. We often
call d+ 1 dimensional AdS space AdSd+1.

Due to maximally symmetric, AdSd+1 has the maximal number of spacetime symmetries
(d + 1)(d + 2)/2. This is same with one of the hyperboloids embedded in d + 2 dimensional
Minkowski space M (2,d).

For a while, we will discuss the hyperboloid embedded inM (2,d). This space has a flat metric

ηAB = diag(−1,−1, 1, · · · , 1). (4.5)

The hyperboloid is defied as

XAX
A = ηABX

AXB = −(X0)2 − (Xd+1)2 +
d∑

i=2

(Xi)2 = −l2AdS , (4.6)

where lAdS is a constant. Subscripts are raised by the inversion of (4.5) and superscripts are
lowered by (4.5). Generators of symmetric transformation are 2d boosts and (d − 2)(d − 1)/2
rotations namely SO(2, d) generators. In general , AdSd+1 is defined as a hyperboloid (4.6) and
lAdS is called the AdS radius. Roughly sketch of two dimensional AdS space is Figure3.

Figure 3: AdS space in two dimension

We can solve (4.6) with respect to one variable Xd+1

Xd+1 =

√√√√l2AdS +

d∑
i=0

(Xi)2 =
√
l2AdS + ηµνXµXν , (4.7)
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where ηµν = diag(−1, 1, · · · , 1). Substituting it into the line element ds2 = ηABdX
AdXB, the

induced metric can be obtained

ds2 =

(
ηµν −

XµXν

l2AdS + ηµνXµXν

)
dXµdXν . (4.8)

From this expression, we can calculate the Ricci scalar and it is given by

R = −d(d+ 1)

l2AdS

< 0. (4.9)

Furthermore, from the Einstein equation (4.1) and the Ricci scalar (4.9), the cosmological con-
stant is given by

Λ =
d− 1

2(d+ 1)
R = −d(d− 1)

2l2AdS

< 0. (4.10)

The AdS space has a negative cosmological constant and a negative curvature. Also AdSd+1

space has the isometry SO(2, d). All of these transformation are generated by the following
Killing vectors

• Boost
JAB = XA∂B +XB∂A (4.11)

in A ∈ {0, d+ 1} and B /∈ {0, d+ 1} planes, and

• Rotation
LAB = XA∂B −XB∂A (4.12)

in A,B /∈ {0, d+ 1} planes.

Also there is a characteristic SO(2, d) invariant quantity. We denote two point as XA
1 and XA

2 .
The invariant distance or AdS distance can be defined by

P (X1|X2) = ηAB(X
A
1 −XA

2 )(X
B
1 −XB

2 ). (4.13)

4.2 Coordinates System of AdS Space

From the definition of AdS space (4.6), it is shown that AdSd+1 can be parametrized by d + 1
coodinates. Although we can parametrize AdS space in arbitrary dimensions, we restrict three
dimensional AdS space for simplicity. There are two typical coordinates that represent AdS3
namely global and Poincaré. Note that for simplicity we set lAdS = 1 in the following discussion.

• the global coordinates (ρ, τ, ϕ)
The global coordinates of AdS3 can be embedded as follows:

X0 = cosh ρ cos τ

X1 = sinh ρ cosϕ (4.14)

X2 = sinh ρ sinϕ

X3 = cosh ρ sin τ

The metric in this coordinates is given by

ds2 = − cosh2 ρdτ2 + dρ2 + sinh2 ρdϕ2 (4.15)

where 0 ≤ ρ <∞,−∞ < τ <∞, 0 ≤ φ < 2π. The boundary is located at ρ→ ∞.
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• the Poincaré coordinates (y, x, x̄)
The Poincaré coordinates can be defined as

X0 =
1 + x′2 − t′2 + y2

2y

X1 =
1− x′2 + t′2 − y2

2y
(4.16)

X2 =
x

y

X3 =
t

y
.

Furthermore, we define a light cone coordinates x = t′ − x′ and x̄ = t′ + x′ and the metric
can be given by

ds2 =
1

y2
(dy2 − dxdx̄) (4.17)

where 0 < y < ∞,−∞ < x, x̄ < ∞. From the definition of embedding, this coordinate
system covers half of the hyperboloid. The boundary direction is y direction and the
boundary of AdS3 is located at a hypersurface y = 0.

4.3 Killing Vectors and sl(2,R) Algebra

As we discussed in the above, d dimensional AdS spacetime is defined as a hyperboloid in
d+ 1 dimensional Minkowski spacetime (4.6). This hyperboloid is invariant under the SO(2, d)
transformation. So, AdS spacetime has two kind of Killing vectors, which corresponds to boost
and rotation given by (4.11) and (4.12).

In three dimensions, this symmetry is holomorphic to SL(2,R)L×SL(2,R)R symmetry and
those generators can be given by the linear combination of Killing vectors for AdS spacetime.
The SL(2,R)L generators are given by

J0 =
L03 − L21

2
, J1 =

J02 + J31
2

, J2 =
J32 − J01

2
, (4.18)

and the SL(2,R)R generators are given by

J̄0 =
L03 + L21

2
, J̄1 = −J02 − J31

2
, J̄2 = −J32 + J01

2
. (4.19)

They satisfy the commutation relations

[Ja, Jb] = −ϵab cJc, (4.20)

where ϵab
c is the Levi-Civita symbol that equals to 1 for even permutations of (0,1,2). Similar

relations are holds for the J̄ generators. Of course, Killing vectors are uniquely determined
in arbitrary dimensions. Those in general dimensions are given in the review of AdS/CFT
correspondence [32]. For simplicity, we omit the symbols L,R in the following.

We will review some representations for SL(2,R) generators. Here, we will focus on holo-
morphic parts Jn. Anti-holomorphic parts are discussed similarly.

First, we will consider the global coordinates in three dimension given by (4.15). Substituting
embedding coordinates into SO(2, 2) generators LAB and JAB and taking the linear combination
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in order to form Jn, we obtain the Killing vectors

J0 =
1

2
(∂τ + ∂ϕ)

J1 = sin(τ + ϕ)∂ρ +
1

2
coth ρ cos(τ + ϕ)∂ϕ +

1

2
tanh ρ cos(τ + ϕ)∂τ (4.21)

J2 = − cos(τ − ϕ)∂ρ −
1

2
coth ρ sin(τ − ϕ)∂ϕ +

1

2
tanh ρ sin(τ − ϕ)∂τ .

We consider to diagonalize J0 and obtain the representation in the eliptic basis

L0 = iJ0, L±1 = i(J1 ± J2). (4.22)

They satisfy the global Virasoro algebra

[L0, L±1] = ∓L±1, [L1, L−1] = 2L0. (4.23)

The Killing vectors can be rewritten as follows

L0 = i∂x+

L±1 = ie±ix+

[
coth 2ρ∂x+ − sinh−2 2ρ∂x− ∓ i

2
∂ρ

]
(4.24)

where we define x± = τ ± ϕ. Notice that L0 is a Hermitian operator while L±1 are adjoint
operators. It is appropriate for the global coordinates since it diagonalizes the Hamiltonian in
the global coordinate. Anti-holomorphic parts are obtained by replacing Ln and (x+, x−) by L̄n

and (x−, x+).
Second, we consider to diagonalize J2 as

Lh
0 = −J2, Lh

±1 = i(J1 ∓ J0). (4.25)

These also satisfy the Virasoro algebra, however, Lh
0 is anti-Hermitian and Lh

±1 are Hermitian.
This representation is appropriate for Poincaré coordinates, which have basis diagonalizing the
dilatation operator. The Killing vectors can be rewritten as follows

Lh
0 = −y

2
∂y − x∂x

Lh
−1 = i∂x (4.26)

Lh
1 = −ixy∂y − ix2∂x − iy2∂x̄.

It turns out that the explicit relation between the basis for the global coordinates and ones for
the Poincaré coordinates is given by

L0 = −1

2
(Lh

1 − Lh
−1), L±1 = ±Lh

0 +
1

2
(Lh

1 + Lh
−1). (4.27)

Anti-holomorphic parts are also obtained by replacing Lh
n and (x, x̄) by L̄h

n and (x̄, x).

5 Gravity in Three Dimension

5.1 Einstein-Hilbert Action

In three dimensions, the action integral for the gravity sector is written by three dimensional
Einstein-Hilbert action

SEH =
1

16πG

∫
d3x

√
−g(R− 2Λ) + (boundary terms) (5.1)
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where G is gravitational constant, g is a determinant of the metric g = detgµν and Λ is a
cosmological constant. The spacetime is distinguished by a value of Λ, which can be positive,
negative or null.:

1) Λ > 0: de Sitter space or dS space

2) Λ = 0: flat space

3) Λ < 0: Anti-de Sitter space or AdS space

Here, we will focus on AdS space. Boundary terms must be added in order to make the action
principle well-defined. This action (5.1) gives an equation of motion for the metric by taking a
variation with respect to gµν

Rµν −
1

2
gµνR+ Λgµν = 0. (5.2)

Pure AdS spacetime (4.6) is also one of the solutions.
An important point is that any solutions of this vacuum equation with Λ < 0 is locally AdS.

In three dimensions, the full curvature is determined by the Ricci tensor, since the Weyl tensor
identically vanishes,

Rµνρσ = gµρRνσ + gνσRµρ − gµσRνρ + gνρRµσ − 1

2
R(gµρgνσ − gµσgνρ). (5.3)

By substituting (5.2) into this expression, it turns out that any solutions of Einstein equation
have a constant curvature

Rµνρσ = Λ(gµρgνσ − gµσgνρ). (5.4)

This means that there are no local degrees of freedom on three dimensional Einstein manifold.
So, gravity in three dimensions is not dynamical but topological.

Although there are no degrees of freedom, gravity in three dimensions has interesting prop-
erties. Every spacetime is equivalent locally, however, causal structures may be different. For
example, it is known that there exists an AdS black hole solution.

5.2 Black Hole Solution for the Einstein Equation

A three-dimensional AdS black hole was first discovered in 1992 by Bañados, Teitelboim and
Zanelli [23]. We call this black hole solution the BTZ black hole.

First of all, we will give the metric for the BTZ black hole. The BTZ black hole is a solution
for the Einstein equation with a negative cosmological constant. The Einstein equation gives a
solution

ds2 = −N2(r)dt2 +N−2(r)dr2 + r2(Nϕ(r)dt+ dϕ)2, (5.5)

where the squared lapse N2 and the angular shift Nϕ are given by

N2(r) = −8GM + r2 +
16G2J2

r2
(5.6)

Nϕ(r) = −4GJ2

r2
(5.7)

with −∞ < t < ∞, 0 < r < ∞ and 0 ≤ ϕ ≤ 2π. The two constant parameter M and J are
the conserved charge associated with asymptotic invariance under a time displacement and a
rotation namely a mass and an angular momentum.
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The BTZ metric (5.5) is stationary and axially symmetric. There are two horizons at the
point N(r±) = 0, which is given by

r± =

[
4GM

(
1±

√
1− J2

M2

)] 1
2

. (5.8)

When |J | ≤ M , the BTZ has an event horizon at r = r+ and a inner horizon at r = r−. If
|J | =M , both horizons coincide. This solutions is the extremal BTZ black hole.

When M < 0 or J > M , the horizon disappears and a naked singularity appears at r = 0.
Therefore, the condition |J | ≤ M plays the role of a cosmic censorship condition. However,
there is a special case M = −1/8G and J = 0. In this case, the metric exactly coincides with
global AdS space

ds2global = −(1 + r2)dt2 +
dr2

1 + r2
+ r2dϕ2. (5.9)

AdS spacetime is separated from the continuous spectrum of the BTZ black hole since the
solution with −1/8G < M < 0 corresponds to naked singularities. While in the case of massless
M = J = 0, the black hole looks like the Poincaré AdS

ds2massless = −r2dt2 + dr2

r2
+ r2dϕ2 (5.10)

with an identification ϕ ∼ ϕ + 2π. It seems a little odd that global AdS differs in mass from
the Poincaré AdS. The difference arises since the time directions of these patches do not agree.
This is because it gives rise to different definition of energy. The spectrum of the BTZ black
hole is summarized in Figure 4[33].

BTZ black hole

Massless BTZ

Global AdS
Naked singlarity

Figure 4: Spectrum of the BTZ black hole

Since the horizon size is 2πr+, the Hawking-Bekenstein entropy [5][6] is given by

S =
2πr+
4G

. (5.11)
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From (5.11), one can determine the Hawking temperature of the BTZ black hole

T =

(
∂S

∂M

)−1

=
r2+ − r2−
2πr+

. (5.12)

It was shown in [35], the most general asymptotically AdS solution to the Einstein equation
is given by

ds2 =
dr2

r2
−
(
rdx− 1

r
L(x̄)dx̄

)(
rdx̄− 1

r
L̄(x)dx

)
(5.13)

where L and L̄ are two arbitrary functions and we introduce light-cone coordinates x = t − ϕ
and x̄ = t+ ϕ.

5.3 Boundary Action Term

Before continuing the discussion of three-dimensional gravity, we will comment on the boundary
action terms in (5.1). The boundary action contains the extrinsic curvature term, which makes
the variation problem well-defined, and the counterterm action, which regularize the boundary
stress tensor. The former is called the Gibbons-Hawking-York term and given by

SGHY = − 1

8πG

∫
∂M

d2x
√
−γK (5.14)

where K is the trace of the extrinsic curvature and ∂M expresses the boundary region. In [34],
Brown and York defined the quasilocal stress tensor associated with a spacetime region. This is
given by variation of the gravitational action with respect to the boundary metric γµν

Tµν =
2√
−γ

δS

δγµν
. (5.15)

Let us investigate a concrete expression for the stress energy tensor. The three-dimensional
gravitational action S consists of the Einstein-Hilbert action, the Gibbons-Hawking-York term,
and a counterterm action

S = SEH + SGHY +
1

8πG
Sct[γ], (5.16)

The Gibbons-Hawking-York term is required to make a variation principle well-defined. On the
other hand, the counterterm action Sct is introduced in order to make the stress tensor finite.

To compute the concrete form of the stress tensor, we have to know the variation of the action
with respect to γµν . The Einstein equation comes from the variation of the first action. When
we consider the solution for the Einstein equation, the first term vanishes. So, only boundary
terms contribute to the stress tensor

δS =
1

8πG

∫
∂M

ddx
√
−γδγµν

(
Kµν −Kγµν +

2√
−γ

δSct
δγµν

)
. (5.17)

Thus the quasilocal stress tensor is given by

Tµν =
1

8πG

(
Kµν −Kγµν +

2√
−γ

δSct
δγµν

)
.. (5.18)

Here, the extrinsic curvature tensor is given by

Kµν = −1

2
(∇µnν +∇νnµ), (5.19)
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where nµ is an outward pointing unit normal vector to the boundary ∂M.
For example, in the case of Poincaré AdS space or massless BTZ

ds2 =
1

y2
dy2 +

1

dy2
dxdx̄, (5.20)

the normal vector on constant y is
nµ = yδµ,y. (5.21)

Substituting this into (5.18), it is find

Txx̄ =
1

8πG

(
− 1

2y2
+

2√
−γ

δSct
δγxx̄

)
. (5.22)

It is clear that up to a contribution from the counterterm action, the stress tensor is diverge
at the boundary y → 0. Thus, we have to choose the counterterm action to cancel such a
divergence

Sct = −
∫
d2x

√
−γ. (5.23)

As we choose such an action, we can obtain Tµν = 0, which is obviously free of divergence. In
higher dimensions, it is necessary to add additional counterterms proportional to R and R2.
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Part II

Reviews of Recent Researches by other
groups

6 AdS/CFT Correspondence and Dictionaries

The AdS/CFT correspondence, which was originally conjectured by Maldacena [2], says that
there is an equivalence between two totally different theories.

The key points of AdS/CFT correspondence are the following. First, there is a mapping be-
tween a quantum gravity namely string theory and non-gravitational quantum theory. Accord-
ing to this feature, we may describe a quantum gravity in terms of non-gravitational language.
Secondly, the AdS/CFT correspondence is a strong/weak duality. When the non-gravitational
theory is strongly-coupled, we can study it using the weakly-coupled string theory and vise versa.
Thirdly, This map is holographic. A d + 1 dimensional quantum gravity can be described by
using a d dimensional non-gravitational theory. Indeed, Maldacena showed the duality between
five-dimensional gravity and four-dimensional non-gravitational theory.

Scientists and mathematicians have been studying this duality and its extension since the
birth of the AdS/CFT correspondence. Two convenient dictionaries, which describe the equiva-
lence at the correlation function level, are discovered. One of them tells us the relation between
the generating functional of conformal field theory and that of the AdS gravity [7][8]. This
dictionary namely GKP/W or differentiating dictionary says that the generating functional of
correlation functions in the conformal field theory is equivalent to the partition function of the
semi-classical AdS gravity

ZCFT = ZAdS . (6.1)

where ZCFT is the generating functional of correlation functions in conformal field theory and
ZAdS is the partition function of gravitational theory. We will review the details in the next
subsection. Another one, which is called BDHM or extrapolating dictionary[9], says that a state
in conformal field theory is proportional to that in an AdS space on the boundary limit.

|ψ⟩CFT ∼ |ψ⟩AdS |boundary. (6.2)

Then, the correlation functions in conformal field theory are obtained from the bulk ones by
taking the boundary limit.

6.1 GKP/W Dictionary

Let us consider d + 1 dimensional Euclidean AdS space, which is obtained by Wick rotating a
time direction. Then, the metric is given by

ds2 =
1

y2
(dy2 + dt2 + dx21 + dx22 + · · ·+ dx2d−1) (6.3)

where y direction is boundary direction and y = 0 corresponds to the boundary of AdS space.
Witten conjectured that the semi-classical approximation to the path-integral with the boundary
condition that at y → 0 fundamental fields ϕ approaches a boundary value ϕ0

ZAdS [ϕ0] = exp [−S[ϕ0]] , (6.4)
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where S is a classical gravitational action, is equal to the generating functional of correlation
functions in the conformal field theory

ZCFT =

⟨
exp

∫
ϕ0O

⟩
(6.5)

where O denotes operator in the conformal field theory. The boundary values of fundamental
fields behave as source functions. Then, we can calculate n-point functions by functionally
differentiating this generating functional with respect to ϕ0

⟨O(x1)O(x2) · · · O(xn)⟩CFT =
1

ZAdS

δ

δϕ0(x1)

δ

δϕ0(x2)
· · · δ

δϕ0(xn)
ZAdS [ϕ0]. (6.6)

For simplicity, let us consider a free boson ϕ with a mass m in d + 1 dimensional Eucliden
AdS space. The action is given by

S(ϕ) =

∫
dd+1x

√
g

(
1

2
∂µϕ∂

µϕ+
1

2
m2ϕ2

)
. (6.7)

and the equation of motion is given by(
∂2y + ∂2t + ∂2x1

+ · · ·+ ∂2xd−1
+
d− 1

y
∂y −

m2

y2

)
ϕ = 0 (6.8)

We set the boundary value of the free boson as ϕ0 and assume the solution as

ϕ(y, x) =

∫
ddx′G(y, x− x′)ϕ0(x

′) (6.9)

where a function G is a Green function that is required to be regular at y → 0, x ̸= x′. Thus
the solution is given by

G(y, x− x′) =
y∆

(y2 + (x− x′)2)∆
(6.10)

where ∆ = (d+
√
d2 + 4m2)/2.

By substituting (6.9) into the action (6.7) and integrating by parts, we can obtain a surface
integral term

S(ϕ) =
1

2

∫
ddxy1−dϕ0(x)

∂

∂y
ϕ(y, x)|z=0 =

d

2

∫
ddxddx′

ϕ0(x)ϕ0(x
′)

(x− x′)2∆
. (6.11)

So, the classical generating functional for the free boson in AdS space is given by

ZAdS = exp

(
−d
2

∫
ddxddx′

ϕ0(x)ϕ0(x
′)

(x− x′)2∆

)
(6.12)

and by differentiating this with respect to the boundary value ϕ0 we can obtain the two-point
function of quasi-primary operators with conformal weight ∆

⟨O(x1)O(x2)⟩CFT ∼ 1

(x1 − x2)2∆
. (6.13)
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6.2 BDHM Dictionary

There is another method to calculate the correlation function in conformal field theory. In [9],
the bulk n-point functions are considered. After calculating the bulk correlators and taking the
boundary limit, it turns out that the leading behavior can be extracted to give correlators of
the operators dual to the bulk fields

⟨O(x1)O(x2) · · · O(xn)⟩CFT = lim
y→0

y−n∆ ⟨ϕ(x1)ϕ(x2) · · ·ϕ(xn)⟩bulk . (6.14)

In this prescription, it is necessary to quantize the bulk field. So, let us seek the vacuum state
in the bulk.

As in the preceding subsection, let us consider a free boson ϕ with massm in d+1 dimensional
AdS space. The action is given by (6.7) and the equation of motion is given by(

∂2y + ∂2t + ∂2x1
+ · · ·+ ∂2xd−1

+
d− 1

y
∂y −

m2

y2

)
ϕ = 0. (6.15)

Assume that the solution to this equation of motion is given by

ϕ(y, x) = y
d
2 f(ky)eik·x (6.16)

and a function f satisfies the following equation

d2

dz2
f(z) +

1

z

d

dz
f(z)−

(
1 +

ν2

z2

)
f(z) = 0 (6.17)

where z = ky and ν =
√
d2 + 4m2. This equation is just the modified Bessel equation and the

solution that is regular at z → ∞ is given by a modified Bessel function of the second kind
Kν(ky). Then, the solution for (6.15) is written as

ϕ(y, x) =

∫
ddk

(2π)d

(
y

d
2 a(k)Kν(ky)e

ik·x + (h.c.)
)

(6.18)

where h.c. denotes the Hermitian conjugation of the first term.
Here, we consider the canonical quantization by requiring the following commutation relation

[a(k), a†(k′)] = δ(k − k′), (6.19)

and we define the vacuum state |0⟩ such that a(k) |0⟩ = 0. Notice that (6.19) is hols only the case
of bosons, while in the case of fermions we should replace anti-commutation relations. Then,
the bulk two-point function between free bosons is defined by

Gbulk(y, x|y′, x′) = ⟨0|ϕ(y, x)ϕ(y′, x′) |0⟩ (6.20)

and the correct form may be given by integrating double k integral. However, any correlation
functions should be SO(2, d) invariant and SO(2, d) symmetry tells us that the bulk correlator
can be rewritten in terms of SO(2, d) invariant quantity such as the invariant distance

P (y, x|y′, x′) = y2 + y′2 − (x− x′)2

2yy′
. (6.21)

The equation of motion (6.15) is rewritten in terms of P as

(P 2 − 1)∂2PGbulk + (d+ 1)P∂PGbulk −m2Gbulk = 0. (6.22)
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Here, we will comment on the boundary condition for the solution. There is a conservation
current

jµ(y, x) = ϕ∗(y, x)∂µϕ(y, x)− ϕ(y, x)∂µϕ
∗(y, x) (6.23)

and from the conservation law, a Dirichlet condition that on the boundary the z component
of this probability density jz has zero value is imposed. Thus, the solution, which satisfies the
Dirichret condition, is obtained by

Gbulk(P ) =
1

(1 + P )∆
F

(
∆,∆− d

2
+ 1, 2∆ + 1− d;

2

1 + P

)
(6.24)

where F denotes the hypergeometric function. By taking the boundary limit y, y′ → 0, this
reduces to

Gbulk(P ) →
1

P∆
∼ (yy′)∆

(x− x′)2∆
(6.25)

and we conclude that the boundary behavior of the bulk two-point function between free bosons
is proportional to thetwo-point function of quasi-primary operators dual to the bulk bosons

Gbulk(y, x|y′, x′)|y,y′→0 ∼ y∆y′∆ ⟨O(x)O(x′)⟩ . (6.26)

7 Bulk Reconstruction

The AdS/CFT dictionaries, which were reviewed in the previous section, are the prescription to
calculate the correlation functions in conformal field theory in terms of semi-classical bulk fun-
damental fields. Conversely, there are several prescriptions to represent fields in AdS spacetime
by using some operators on the boundary. This prescription is so-called bulk reconstruction.

In 2005, Hamilton et al [11] proposed that a free scalar field in two-dimensional AdS space
can be expressed in terms of operators living on a finite boundary region. Generalization to
arbitrary dimension or BTZ geometry are proposed in [12],[38],[39].

In this subsection, we will focus on bulk reconstruction and review these two methods.

7.1 HKLL Prescription

The extrapolating dictionary implies that the boundary behavior of a fundamental field corre-
sponds to an operator in conformal field theory. For example, we consider a d dimensional bulk
scalar field ϕ with mass m. By taking to have normalizable fall-off near the boundary, the field
behaves as

ϕ(y, x) ∼ y∆ϕ0(x) (7.1)

where ∆ = (d+
√
d2 + 4m2)/2 and ϕ0 is a boundary condition of scalar field. Then, from BDHM

dictionary, the leading behavior of the bulk two-point function in gravity side coincides with the
two-point function in conformal field theory

⟨ϕ(y, x)ϕ(y′, x′)⟩ ∼ y∆y′∆ ⟨O(x)O(x′)⟩ (7.2)

where O is a operator dual to ϕ with conformal dimension ∆. This implies that the boundary
behavior of the fundamental bulk field corresponds to the boundary operator dual to bulk field

ϕ0(x) ↔ O(x). (7.3)

Then, this implies a correspondence between local fields in the bulk and non-local operators in
conformal field theory

ϕ(y, x) ↔
∫
dx′K(y, x|x′)O(x′). (7.4)
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Here, we will refer to the kernel function K as a smearing function. Correlators in the bulk are
equal to that of the non-local operators dual to field

⟨ϕ(y, x)ϕ(y′, x′)⟩ =
∫
dx1dx2K(y, x|x1)K(y′, x′|x2) ⟨O(x1)O(x2)⟩ . (7.5)

We will review the construction of smearing function. For simplicity we will consider a free
scalar in three dimensional Lorentzian Poincaré AdS. The metric is given by

ds2 =
1

y2
(dy2 − dt2 + dx2). (7.6)

The scalar should satisfy the Klein-Gordon equation(
∂2y − ∂2t + ∂2x +

1

y
∂y −

m2

y2

)
ϕ = 0. (7.7)

In this coordinate, the mode expansion of a scalar is obtained by solving the equation of motion

ϕ(y, t, x) =

∫
ω>|k|

dωdk aωke
−iωteikxyJν(

√
ω2 − k2y) (7.8)

where Jν is a Bessel function of order ν = ∆− 1. The boundary field is

ϕ0(t, x) = lim
y→0

1

y∆
ϕ(y, t, x)

=
1

2νΓ(ν + 1)

∫
|ω|>|k|

dωdk aωk(ω
2 − k2)

ν
2 e−iωteikx (7.9)

Therefore, we can express the bulk field in terms of the boundary field

ϕ(y, x) =

∫
dt′dx′K(y, t, x|t′, x′)ϕ0(t′, x′) (7.10)

where the kernel function, which is so-called a smearing function, is written by

K(y, t, x|t′, x′) = 2νΓ(ν + 1)

(2π)2

∫
|ω|>|k|

dωdk
y∆−ν

(ω2 − k2)
ν
2

Jν(
√
ω2 − k2y)e−iω(t−t′)eik(x−x′) (7.11)

Evaluating the integral (7.11) is highly mathematical. Thanks to Poincaré invariance, we can
set t = x = x′ = 0 without the loss of generality. Setting

ω ± k = re±ξ, (7.12)

we have

K(y, 0, 0|t′, 0) =
2νΓ(ν + 1)

(2π)2

∫ ∞

0
rdr

∫ ∞

−∞
dξ

y

(2r)ν
Jν(2ry)e

2irt′ cosh ξ

= − y∆

2π2t′2
F

(
1, 1,∆;

y2

t′2

)
(7.13)

where F is a hypergeometric function. So, we can conclude that the smearing function is given
by

K(y, t, x|t′, x′) = − 1

2π2
y∆

(t− t′)2 − (x− x′)2
F

(
1, 1,∆;

y2

(t− t′)2 − (x− x′)2

)
. (7.14)
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At a first glance it is correct, however, there is an ambiguity. The smearing function (7.14)
has support on the entire boundary of Poincaré AdS. Then, even the boundary field should
be constructed by dual operators living on the entire boundary. There is no correspondence
between the local boundary field and local primary operator in conformal field theory (7.3). To
manifest this requirement, we should make the support compact. It is realized to complexify
the boundary spacial coordinate x.

Again, we go back to (7.11), we now use the following integral

2πJ0(r
√
ω2 − k2) =

∫ 2π

0
dθexp[−irω sin θ − kr cos θ]

2ν−1Γ(ν)b−νJν(b) =

∫ 1

0
drr(1− r2)ν−1J0(br)

and we have

Jν(
√
ω2 − k2y)

(ω2 − k2)ν/2
=

y−ν

2νΓ(ν)

∫
T 2+X2<y2

dTdX(y2 − T 2 −X2)ν−1e−iωT e−kX (7.15)

where we define T = r sin θ,X = r cos θ. By substituting this into (7.11), we can obtain an
alternative expression for the bulk scalar by

ϕ(y, t, x) =
ν

π

∫
T 2+X2<y2

dTdX

(
y2 − T 2 −X2

y

)ν−1

ϕ0(t+ T, x+ iX). (7.16)

where ν = ∆ − 1. In this case, it is obvious that the smearing function has the support on
the finite boundary region and the boundary field can be constructed by single dual operator.
Finally we replace the boundary field by a dual primary operator in conformal field theory, we
can reconstruct the bulk field in terms of the boundary operators

ϕ(y, t, x) =
ν

π

∫
T 2+X2<y2

dTdX

(
y2 − T 2 −X2

y

)ν−1

O(t+ T, x+ iX). (7.17)

Since (7.17) gives the correct two-point function in the bulk, this replacement can be guaranteed.
Notice that the above ambiguity is occurred in arbitrary odd dimensions, but in even dimensions
there are no ambiguities and the smearing function can be always written as (7.17).

7.2 Bulk Local State Reconstruction

The HKLL prescription for reconstruction of local bulk fields has several weaknesses. The map
assumes the existence of a gravity dual. It is assumed that the boundary value of the bulk field
is equivalent to the dual quasi-primary operator in conformal field theory. Next, the bulk field
is a state-dependent operator, since the smearing kernel is a solution to the equation of motion
for the bulk field and depends on the bulk geometry. Finally, it is difficult to prove the existence
of a well-defined smearing function for black hole geometries.

It is interesting to seek an alternative definition of local bulk fields, which may overcome the
above difficulties. It is required that bulk local fields are

1) determined by information of the conformal field theory

2) geometry-independent

3) applicable to black holes
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Miyaji et al [13] and Verlinde [40] proposed that a bulk local state and corresponding operators
can be constructed by using Ishibashi state |ϕ⟩, which is defined by

(Ln − (−1)nL̄−n) |ϕ⟩ = 0. (7.18)

Nakayama and Ooguri [14] showed that the construction of bulk local fields is equivalent to
HKLL bulk reconstruction. Furthermore, Goto and Takayanagi [15] proposed that bulk state
on the BTZ black hole can be written by using Ishibashi state [41].

For simplicity, let us consider three dimensional global AdS space. Then, the metric is given
by

ds2 = − cosh2 ρdt2 + dρ2 + sinh2 ρdϕ2 (7.19)

where 0 < ρ < ∞, 0 < ϕ < 2π,−∞ < t < ∞. We consider a bulk local scalar operator ϕ∆(x).
The only requirement is that the actions of the conformal symmetry and the bulk isometry on
ϕ∆ are compatible

[J, ϕ∆(x)] = iLJϕ∆(x) (7.20)

where J is a generator of the conformal symmetry and LJ is the Lie derivative in the AdS
coordinates with respect to the Killing vector field J corresponding J . The SO(2, 2) generators
can be organized by Hamiltonian H, anti-symmetric rotatons Mab, translations Pa and special
conformal transformations Ka where a, b = 1, 2.

Let us investigate the implication of the requirement (7.20) when the bulk operator is located
at the origin of AdS space (ρ, t, ϕ) = (0, 0, 0). The isometry of this point is generated by Mab

and Pa +Ka. In the case of scalar operator, the right hand side in (7.20) is equal to zero and
we have

[Mab, ϕ∆(0)] = 0 (7.21)

[Pa +Ka, ϕ∆(0)] = 0 (7.22)

Acting these on the conformally invariant vacuum |0⟩, these condition are written by

Mab |ϕ∆(0)⟩ = 0 (7.23)

(Pa +Ka) |ϕ∆(0)⟩ = 0 (7.24)

where we define |ϕ∆(0)⟩ = ϕ∆ |0⟩. When we rewrite these conditions in terms of Virasoro
generators, the requirement (7.20) are given by

(L0 − L̄0) |ϕ∆(0)⟩ = (L±1 + L̄∓1) |ϕ∆(0)⟩ = 0. (7.25)

These are just the conditions for the Ishibashi state. These can be solved by introducing a
formal primary state |O⟩, which satisfies

L1 |O⟩ = L̄1 |O⟩ = 0 (7.26)

L0 |O⟩ = L̄0 |O⟩ = ∆

2
|O⟩ (7.27)

and the solution is given by

|ϕ∆(0)⟩ =
∞∑
n=0

(−1)n
Γ(∆)

n!Γ(∆ + n)
Ln
−1L̄

n
−1 |O⟩ . (7.28)

Remarkably, the solution not only contains a primary state but also its descendant states. So,
we can reconstruct the bulk local state at the origin by using Ishibashi state, which contains a
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primary state and its descendant states. This prescription satisfies the requirement 1) bulk fields
is inherent to the conformal field theory since we use only conformal field theoretical properties.

The local bulk field at an arbitrary point is easily constructed. It is done by acting the
translation generator

g = ei(L0+L̄0)tei(L0−L̄0)ϕe−
ρ
2
(L1−L−1+L̄1−L̄−1) (7.29)

on (7.28). The state is an eigenstate of the conformal Casimir operator C2 = L2
0 − (L1L−1 +

L−1L1)/2+ L̄2
0 − (L̄1L̄−1 + L̄−1L̄1)/2 with the eigenvalue ∆(∆− 2). The Killing vectors can be

defined in Section.4 and given by

L0 = i∂x+

L±1 = ie±ix+

[
coth 2ρ∂x+ − sinh−2 2ρ∂x− ∓ i

2
∂ρ

]
When we substitute these into the quadratic Casimir operator, the quadratic Casimir operator
coincides with the d’Alembertian in the global AdS coordinates. So, we can interpret the
eigenvalue equation of C2 as the Klein-Gordon equation with mass m2 = ∆(∆− 2). From this
viewpoint, we can interpret the primary operator as the one dual to the bulk operator with
conformal dimension ∆ = (1+

√
1 + 4m2)/2. Then, we conclude that the equation of motion for

bulk fields naturally appears as the eigenvalue equation for Casimir operator and requirement
2) bulk fields are state-independent is satisfied.

From now, we review the equivalence with the HKLL prescription[11][12] [15][38]. First, we
move from the global AdS to the Poincaré AdS. The coordinate transformations and the Killing
vectors are given in Section.4. The bulk state at arbitrarily points (y, x, x̄) in Poincaré AdS
space are obtained by performing SL(2,R) translations

|ϕ∆(y, x, x̄)⟩ = g(y, x, x̄) |ϕ∆(0)⟩ , (7.30)

where g(y, x, x̄) is given by

g(y, x, x̄) = e
i
2
(x+x̄)(Lh

−1+L̄h
−1)e

i
2
(x−x̄)(Lh

−1−L̄h
−1)yL

h
0+L̄h

0 . (7.31)

After a bit calculation, we can obtain a concrete form for |ϕ(y, x, x̄)⟩

|ϕ(y, x, x̄)⟩ = π

1−∆

∞∑
n=0

(−1)n

n!(∆)n
y∆+2n(Lh

−1L̄
h
−1)

nO(x, x̄) |0⟩ . (7.32)

The scalar fields are expressed in Lorentzian signature as

ϕHKLL(y, x, x̄) =

∫
x′x̄′≤y2

dx′dx̄′
(
y2 + x′x̄′

y

)∆−2

O(x+ x′, x̄+ x̄′). (7.33)

Expanding in Taylor series of a primary operator, we can obtain

ϕHKLL(y, x, x̄) =

∫
x′x̄′≤y2

dx′dx̄′
(
y2 + x′x̄′

y

)∆−2∑
m,n

1

m!n!
x′mx̄′n∂mx ∂

n
x̄O∆(x, x̄)

=
π

1−∆

∞∑
n=0

(−1)n

n!(∆)n
y∆+2n(Lh

−1L̄
h
−1)

nO∆(x, x̄). (7.34)

Acting this operator into the vacuum state in CFT, it is found that this state is exactly same
with (7.32).
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8 3D Spin-3 Gravity as the Chern-Simons Theory

The Einstein-Hilbert action in three dimension (5.1) is equivalent to an action which describes
the dynamics of an ordinary gauge field namely the SL(2,R) × SL(2,R) Chern-Simons action
[42]. This equivalence can be extended to higher-spin gravity theories. It was shown in [19] that
the higher-spin gravity can be formulated as a Chern-Simons gauge theory when matter fields
are not coupled to gravity and higher-spin fields. In the case of spin-N gravity, the gauge group
is SL(N,R)× SL(N,R).

8.1 Einstein Gravity and SL(2,R)× SL(2,R) Chern-Simons Theory

First, we will focus on the Einstein gravity. There is an alternative formulation to describe
Einstein gravity [43]. In this formalism, a fundamental field is an auxiliary quantity eaµ with a
local frame index a = 0, 1, 2. This is often called a vielbein. The vielbein can be thought as the
square root of the metric

gµν(x) = ηabe
a
µ(x)e

b
ν(x) (8.1)

where ηab is the local flat frame metric ηab = diag(−1, 1, 1).
From the definition (8.1), the vielbein transforms as a spacetime vector field. We assume

eaµ is not singular in order to make the determinant of the metric detg non-zero. Henceforth,
there is an inverse eµa such that eaµea

ν = δµ
ν and eaµeb

µ = δab. Notice that the vielbein is
not unique since all frame fields related with a local Lorentz transformation e′aµ = Λa

be
b
µ are

equivalent.
In the general relativity, the covariant derivative of a tensor is given by its partial derivative

plus connections. Similarly in tetrad formalism, the covariant derivative of a tensor Xa
b is

given by its partial derivative and connections, however, it is necessary to replace the Christoffel
symbol Γ by the antisymmetric spin connection, which is denoted by ωab = ωab

µdx
µ

∇µX
a
b = ∂µX

a
b + (ωµ)

a
cX

c
b − (ωµ)

c
bX

a
c. (8.2)

The relation between the Christoffel symbol and the spin connection is given by

ωab
µ = eaνe

bλΓν
µλ − ebλ∂µe

b
λ. (8.3)

We define the one-form ea = eaµdx
µ. There are two Cartan structure equations, called a

torsion and a curvature

T a = dea + ωa
b ∧ eb (8.4)

Rab = dωab + ωa
c ∧ ωcb. (8.5)

We define the Levi-Civita tensor by

ϵµνρ = e−1ϵabce
a
µe

b
νe

c
ρ (8.6)

and it turns out that the invariant volume element is rewritten in terms of vielbein

√
−gd3x =

1

3!
ϵabce

a ∧ eb ∧ ec

and we have √
−gd3xR = ϵabce

a ∧Rbc.

By substituting these into the Einstein-Hilbert action (5.1), the action is rewritten as

SEH =
1

16πG

∫ (
2ea ∧Ra −

Λ

3
ϵabce

a ∧ eb ∧ ec
)

(8.7)
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where we adopt Rab = −ϵabcRc.
In [36] and [37], it was shown that three dimensional Einstein gravity with Λ < 0 is equivalent

to the Chern-Simons theory for SO(2, 2) gauge group. The Chern-Simons action for a compact
gauge group is given by

SCS [A] =
k

4π

∫
M

Tr

[
A ∧ dA+

2

3
A ∧A ∧A

]
(8.8)

where k is a constant and A is a gauge field one-form A = Aµdx
µ. Integrated by parts, the

variation of this action (8.8) takes the form

δSCS =
k

2π

∫
M

Tr[δA ∧ (dA+A ∧A)]− k

4π

∫
∂M

Tr[A ∧ δA]. (8.9)

The value of δA is chosen to eliminate the second boundary action. The first one implies that
there is an equation of motion

F = dA+A ∧A = 0. (8.10)

This equation solves by introducing an arbitrary function matrix G and the solution is given by

A = G−1dG, (8.11)

which means that A is a gauge transformation of the trivial field and there is no physical degree
of freedom.

As we discussed in Section.4, the generators of SO(2, 2) gauge group satisfy the following
commutation relation

[Ja, Jb] = −ϵabcJc, [J̄a, J̄b] = −ϵabcJ̄c, [Ja, J̄b] = 0. (8.12)

where ϵabc is Levi-Civita symbol and it is isomorphic to SL(2,R) × SL(2,R) gauge group.
SL(2,R)× SL(2,R) generators can be defined by taking the following linear combination

J0 =
1

2
(t1 + t3), J1 =

1

2
(t1 − t3), J2 = t2. (8.13)

The superscripts are lowered by the metric hab = Tr(tatb)/2 and the subscripts are raised by its
inversion.

Thanks to this splitting, we can rewrite the Chern-Simons action for SO(2, 2) as the sum of
two Chern-Simons action SCS [A] and SCS [Ā]. Assuming that the Chern-Simons gauge field A
and Ā can be decomposed into vielbein and spin connection as

Aµ = (ωa
µ + eaµ)ta, Āµ = (ωa

µ − eaµ)ta, (8.14)

where we define ωa = ϵabcω
bc
µ dx

µ, The Chern-Simons action can be rewritten as

SCS [A, Ā] = SCS [A]− SCS [Ā] =
k

4π

∫ (
2ea ∧Ra +

1

3
ϵabce

a ∧ eb ∧ ec
)
. (8.15)

Hence, it turns out that the Einstein gravity with a negative cosmological constant is equivalent
to a Chern-Simons theory with SO(2, 2) gauge group, provided that the level acquires the value

k =
1

4G
. (8.16)
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8.2 Boundary Conditions for the Gauge Fields A and Ā

To solve the equations (8.10) and the one for Ā, it is necessary to consider boundary conditions
for A and Ā. Boundary conditions are adopted in order to make the action principle well-defined.
The first variation for the action is given by

δSCS [A] = − 1

8πG

∫
M

Tr[δA ∧ (dA+A ∧A)] + 1

16πG

∫
∂M

Tr[A ∧ δA]. (8.17)

The first term in the above expression gives the equation of motion for A. Writing down the
second term in terms of components of A, we can obtain a radial boundary term

SB[A] =
1

16πG

∫
∂M

Tr[AxδAx̄ −Ax̄δAx]. (8.18)

To make the variation problem well-defined, the Chern-Simons gauge field should satisfy bound-
ary conditions Ax = 0 or Ax̄ = 0. Similarly in the case for Ā, the gauge field Ā must satisfy
boundary conditions Āx = 0 or Āx̄ = 0.

8.3 Spin-3 Gravity and SL(3,R)× SL(3,R) Chern-Simons Theory

Campoleoni et al generaliszd this situation to the case of the higher-spin gravity. As we discussed
in the above, a spin-2 field like the metric field can be described by a vielbein with one local
Lorentz frame index. Then, it is straightforward to consider that a spin-s fully symmetric tensor
field φµ1,µ2···µs should be described by a one-form with s − 1 local Lorentz indeces e

a1a2···as−1
µ .

However, due to the spacetime index, it carries a (1,s-1) component and it does not makes
φµ1,µ2···µs symmetric. To eliminate it, one consider the local Lorentz gauge transformation

δea1,a2···as−1
µ = Dµξ

a1a2···as−1 + ēµbΛ
b,a1a2···as−1 (8.19)

where Dµ is the Lorentz-covariant derivative and ē is the background vielbein. This leads to

introduce a traceless connection ω
b,a1a2···as−1
µ . It is the higer-spin analogue of the spin connection

of gravity. It should be expressed in terms of e
a1a2···as−1
µ and its derivatives in order to guarantee

a appropriate torsion-less condition. In arbitrary dimension, the local Lorentz transformation
for ω

b,a1a2···as−1
µ leads to introduce an extra auxiliary field

δωb,a1a2···as−1
µ = ∂µΛ

b,a1a2···as−1 + ēµcΘ
bc,a1a2···as−1 , (8.20)

however, in three dimension the extra field Θ vanishes. Hence, a spin-s field can be described by
the pair of one-forms e

a1a2···as−1
µ and ω

b,a1a2···as−1
µ and the fully symmetric tensor can be described

as

φµ1µ2···µs =
1

s!
ēa1(µ1

· · · ēas−1
µs−1

eµs)a1···as−1
. (8.21)

It is convenient to introduce a spin connection ω
a1···as−1
µ by contracting local Lorentz indeces by

the Levi-Civita symbol ϵabc. It is analogue of usual SL(2,R) × SL(2,R) Chen-Simons theory
ωa
µ = ϵabcωµbc/2.
From now we will focus on the three dimensional spin-3 gravity. This theory has a symmetric

spin-3 field φµνρ and it is described by the pair of one-forms eabµ and ωab
µ . We can define gauge

connections A and Ā by

A = (jaµJa + tabµ Tab)dx
µ (8.22)

Ā = (j̄aµJa + t̄abµ Tab)dx
µ (8.23)
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where Ja are SO(2, 2) generators and Tab are higher-spin generators. Here, we define

jaµ = ωa
µ + eaµ, j̄

a
µ = ωa

µ − eaµ (8.24)

tabµ = ωab
µ + eabµ , t̄

ab
µ = ωab

µ − eabµ . (8.25)

Since tabT
ab must transform as SO(2, 2) tensor, T ab must be symmetric and traceless. As Ja

satisfy the commutator
[Ja, Jb] = −ϵabcJc, (8.26)

Tab must satisfy
[Ja, Tbc] = −ϵabmTmc. (8.27)

Finally, the Jaccobi identity fixes the commutator between the higher-spin generators Tab as

[Tab, Tbc] = σ(ηa(cϵd)bm + ηb(cϵd)am)Jm (8.28)

where σ is a normalization factor. By taking an appropriate linear combination

T00 =
1

4
(t4 + t8 + 2t6), T01 =

1

4
(t4 − t8), T11 =

1

4
(t4 + t8 − 2t6) (8.29)

T02 =
1

2
(t5 + t6), T22 = t6, T12 =

1

2
(t5 − t6), (8.30)

the Lie algebra for ta yields W3 wedge algebra

[Ln, Lm] = (n−m)Ln+m

[Ln,Wm] = (2n−m)Wn+m

[Wn,Wm] =
σ

3
(n−m)(2n2 + 2m2 − nm− 8)Ln+m

where we adopt (L1, L0, L−1,W2,W1,W0,W−1,W−2) = (t1, t2, t3, t4, t5, t6, t7, t8). For σ = −1,
SL(3,R) gauge group is realized. Therefore, the spin-3 gravity is described by the SL(3,R) ×
SL(3,R) Chern-Simons theory with the action (8.8). When we redefine the vielbein field and
spin connection by using generators ta as

e = eaµtadx
µ, ω = ωa

µtadx
µ, (8.31)

(8.22) and (8.23) are rewritten as

A = ω + e, Ā = ω − e. (8.32)

Of course, in the case of the three dimensional SL(3,R) × SL(3,R) Chern-Simons theory, the
flatness conditions

dA+A ∧A = dĀ+ Ā ∧ Ā = 0 (8.33)

are the equations of motion. Then, The relations between vielbein and metric or spin-3 field are
given by

gµν =
1

2!
Tr(eµeν) (8.34)

φµνρ =
1

3!
Tr(e(µeνeρ)). (8.35)
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8.4 Solutions to Flatness Conditions

In the SL(3,R)×SL(3,R) Chern-Simons theory, the gauge connections satisfy the equations of
motion (8.33). The AdS spacetime is realized by the following solutions

AAdS =
t1
y
dx− t2

y
dy (8.36)

ĀAdS = − t3
y
dx̄+

t2
y
dy.

More generally, we can consider solutions that approach this vacuum asymptotically. In [20],
the authors consider the following connections

A = (
t1
y
− 2π

k
L(x)yt3 −

π

2k
W(x)y2t8)dx− t2

y
dy (8.37)

Ā = −(
t3
y
− 2π

k
L̄(x̄)yt1 −

π

2k
W̄(x̄)y2t8)dx̄+

t2
y
dy,

where L and W are arbitrary functions.
The most general asymptotically solutions are obtained as follows. First, we must consider

boundary conditions. As we discussed in Section.8.2, the gauge connection must satisfy Ax̄ = 0.
There is an additional condition. Asymptotically AdS solutions imply that its difference to the
AdS solution is finite at the boundary

(A−AAdS)|y=0 = O(1). (8.38)

We consider the gauge connection at y = 1, since y dependence are realized by multiplying
translation operator b = yt2 such as A(y, x) = b−1aA(x)b+b−1db and Ā(y, x̄) = bĀ(x̄)b−1+bdb−1.
We expand A in the SL(3,R) basis

A(x) =

3∑
n=1

ln(x)tn +

8∑
m=4

wm(x)tm. (8.39)

Recall that we define (t1, t2, t3, t4, t5, t6, t7, t8) = (L1, L0, L−1,W2,W1,W0,W−1,W−2). The ad-
ditional boundary condition imposes the following condition on the components ln, wm

l1 = 1, w4 = w5 = 0. (8.40)

We set
l0 = 0, w6 = w7 = 0 (8.41)

to fix the gauge degrees of freedom[19]. There are two physical degrees of freedom corresponding
to l3 and w8. If we take l3 = −2πL(x)/k and w8 = −πW(x)/2k, the connection coinsides with
(8.37).

Let us consider the symmetry algebra of this asymptotically AdS spacetime. It is done by
considering an infinitesimal gauge transformation. We consider the global gauge transformation

U = eλ
a(x)ta (8.42)

with

λa(x) =
3∑

n=1

ϵntn +
8∑

m=4

χmtm, (8.43)
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which leaves the structure of (8.37) invariant. When we set ϵ = ϵ1 and χ = χ8, the other
parameters are given by

ϵ2 = −ϵ′, ϵ3 = 1

2
ϵ′′ +

2π

k
ϵL+

4π

k
χW (8.44)

and

χ7 = −χ′, χ6 =
1

2
χ′′ +

4π

k
χL

χ5 = −1

6
χ′′′ − 10π

3k
χ′L − 4π

3k
χL′ (8.45)

χ4 =
1

24
χ′′′′ +

4π

3k
χ′′L+

7π

6k
χL′′ +

4π2

k2
χL2 − π

2k
ϵW.

Here, the prime symbol denotes the derivative with respect to x. Under this transformations
the functions L and W vary as

δL = ϵL′ + 2ϵ′L+
k

4π
ϵ′′′ + 2χW ′ + 3χ′W (8.46)

δW = ϵW ′ + 3ϵ′W − 1

3

(
2χL′′′ + 9χ′L′′ + 15χ′′L′ + 10χ′′′L+

k

4π
χ′′′′′ +

64π

k
(χLL′ + χ′L2)

)
These are identical to the variations

δO =
1

2πi

∮
dwJ(z)O(w) (8.47)

with the current
J = ϵL+ χW. (8.48)

Here we use complex coordinate z = x. Then, we can read an operator product expansion
from (8.46). The result is just the W3 algebra with a central charge c = 6k[22]. There is an
embedding of SL(2,R) with W = 0, which is generated by generators (t1, t2, t3). This is often
called a principal embedding. AdS spacetime is realized by the following flat solution

AAdS =
t1
y
dx− t2

y
dy

ĀAdS = − t3
y
dx̄+

t2
y
dy.

When we calculate the metric by using (8.34), it coincides with the Poincaré AdS metric given
by (4.17). The spin-3 field is identically zero. Notice that we set AdS radius unit lAdS = 1.

8.5 W
(2)
3 algebra

The AdS spacetime is also realized by another configurations

A′
AdS =

t4
4y
dx− t2

2y
dy (8.49)

Ā′
AdS =

t8
4y
dx̄+

t2
2y
dy.

This yields the Poincaré AdS metric with half an unit AdS radius

ds2 =
1

4y2
(dy2 − dxdx̄) (8.50)
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and vanishing spin-3 field. This fact implies that there are two inequivalent embedding of
SL(2,R). As was discussed in [21], in the case of SL(3,R), there are two inequivalent embeddings
of SL(2,R). One is called a principal embedding in SL(3,R). In another type, SL(2,R) is
generated by (W−2, L0,W2). We define new SL(2,R) generators L̂n by rescaling as

L̂1 =
1

4
W2, L̂0 =

1

2
L0, L̂−1 = −1

4
W−2 (8.51)

and this embedding gives rise to a new algebra known as W
(2)
3 .

Let us consider the unbarred gauge connection

A = (t̂4 − T t̂8 + jt6 + g1t3 + g2t5)dx (8.52)

and the gauge transformation

λ = ϵ1t̂4 + ϵ0t̂2 + ϵ−1t̂8 + γt6 + δ1t1 + δ−1t5 + ρ1t7 + ρ−1t3. (8.53)

Here, we define (t̂4, t̂2, t̂8) = (W2/4, L0/2,W−2/4). Defining new fields

j =
9

2ĉ
U

T = −6

ĉ
T − 27

ĉ2
U2

g1 =
3√
2ĉ

(G+ +G−) (8.54)

g2 =
3√
2ĉ

(G+ −G−)

and gauge parameters

ϵ1 = ϵ

γ = −1

2
η +

9

2ĉ
Uϵ

δ1 =
1

2
√
2
(α+ + α−) (8.55)

δ2 =
1

2
√
2
(α+ − α−),

the variations of (U, T,G+, G−) take the form

δU = ϵ′U + ϵU ′ − α+G+α−G− − ĉ

9
η′

δT =
ĉ

12
ϵ′′′ + 2ϵ′T + ϵT ′ +

3

2
α′
+G+ +

1

2
α+G

′
+ +

3

2
α′
−G− +

1

2
α−G

′
− + η′U (8.56)

δG+ =
ĉ

6
α′′
− +

3

2
ϵ′G+ + ϵG′

+ + α−(T +
18

ĉ
U2 +

3

2
U ′) + 3α′

−U + ηG+

δG− = − ĉ
6
α′′
+ +

3

2
ϵ′G− + ϵG′

− − α+(T +
18

ĉ
U2 +

3

2
U ′) + 3α′

+U − ηG−

As we discussed in the preceding subsection, these can be translated into the following operator
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product expansion

U(z)U(0) = − ĉ

9z2

U(z)G±(0) = ±G±(0)

z

T (z)U(0) =
U(0)

z2
+
∂U(0)

z

T (z)G±(0) =
3

2z2
G±(0) +

∂G±(0)

z
(8.57)

T (z)T (0) =
ĉ

2z4
+

2

z2
T (0) +

∂T (0)

z

G+(z)G−(0) = − ĉ

3z3
+

3

z2
U(0)− 1

z
(T (0) +

18

ĉ
U2(0)− 3

2
∂U(0)).

This is the W
(2)
3 algebra. This contains a stress tensor T , current operator U with conformal

dimension 1 and two quasi-primary operators with conformal dimension 3/2 denoted by G±. ĉ is
the central charge. The embedding of SL(2,R) with j = g1 = g2 = 0 is generated by generators
(t̂4, t̂2, t̂8). This gives the same SL(2,R) commutation relation. The only difference arises from
the rescaled trace relation. Generators (t̂4, t̂2, t̂8) have traces

Tr(t̂2t̂2) =
1

4
Tr(t2t2) (8.58)

Tr(t̂4t̂8) =
1

4
Tr(t1t3). (8.59)

This implies that the Chern-Simons level is divided by four. According to [22], the level is

related to the central charge. Therefore, the central charge of the W
(2)
3 is modified and given by

ĉ =
1

4
c =

3k

2
. (8.60)

In [21], the interpolating solution between W
(2)
3 vacuum in the ultraviolet region y = 0 and

W3 vacuum in the infrared region y → ∞ is discovered. The connections are given by

AINT =
λ

y
t1dx+

t4
4y2

dx̄− t2
y
dy (8.61)

ĀINT = −λ
y
t3dx̄+

t8
4y2

dx+
t2
y
dy (8.62)

where the parameter λ plays the role of renormalization group flow. When λ = 0, W
(2)
3 vacuum

is realized. While for λ→ ∞, we can find W3 vacuum is realized by rescaling y → λy.
The corresponding metric and spin-3 field are

ds2 =
dy2

y2
−
(

1

4y4
+
λ2

y2

)
dxdx̄ (8.63)

φ = − λ2

8y4
dx3 +

λ2

8y4
dx̄3. (8.64)

At large y region equivalently large λ region, the metric yields the ome for the Poincaré AdS.
At small y region region, the metric yields the one with half an unit radius. The spin-3 field is
asymptotes to zero at both region. Notice that x and x̄ interchange when y goes from zero to
infinity.
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The central charge decreases after the flow occurs. It seems odd since it is inconsistent with
the c-theorem [44]. However, the proof of c-theorem applies to Lorentz invariant renormalization
flow. Although the fixed points of this flow are Lorentz invariant theories, the full flow is not.
Then, there is no contradiction.

8.6 Black Hole Solutions in Spin-3 Gravity

The BTZ black hole is realized as the Chern-Simons flat connection and it is given by

ABTZ =

(
yt1 −

a

y
t3

)
dx+

t2
y
dy (8.65)

ĀBTZ = −
(
yt3 −

ā

y
t1

)
dx̄− t2

y
dy (8.66)

where a and ā are parameters related to mass M and angular momentum J

a = 2G(M − J), ā = 2G(M + J). (8.67)

Using these connection, the metric can be written as

ds2 =
dy2

y2
− dxdx̄

y2
+ adx2 + ādx̄2 − aāy2dxdx̄ (8.68)

Notice that x and x̄ has two periodicities: x ∼ x + 2π ∼ x + 2πi. The Hawking temperature
can be determined by imposing a condition that the conical singularity at the horizon does not
appear in the metric (8.68). In Euclidean signature (x, x̄) = (z,−z̄), this constraint implies the
periodicity condition

(z, z̄) ∼ (z + 2πτ, z̄ + 2πτ̄) (8.69)

and we can obtain

τ =
i

2
√
a
, τ̄ =

i√
ā
. (8.70)

This result is obtained by a different method. We use holonomy[25][45]. On a hypersurface with
y = 1, the flat connections are given by

ABTZ = (t1 − at3) dx (8.71)

ĀBTZ = − (t3 − āt1) dx̄. (8.72)

Translations to a point with an arbitrary y are realized by acting g = y−t2 on these connection

ABTZ = gABTZg
−1 (8.73)

ĀBTZ = g−1ĀBTZg. (8.74)

We can define the Wilson line as

W (xi;xf ) = Pexp

(
−
∫ xf

xi

ABTZ

)
, W̄ (x̄i; x̄f ) = Pexp

(
−
∫ x̄f

x̄i

ĀBTZ

)
(8.75)

where the symbol P denotes the path-ordered product. Since ABTZ and ĀBTZ do not depend
on x and x̄, the Wilson lines take the form

W (xi;xf ) = exp(ABTZ(xf )−ABTZ(xi)), W̄ (xi;xf ) = exp
(
ĀBTZ(x̄f )− ĀBTZ(x̄i)

)
. (8.76)
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We set (xf , xi) = (z + 2πτ, z). Then, the holonomy matrix is defined by ω = logW . The
requirement that the flat connections are non-singular is equivalent with the statement that the
matrix w and w̄ should be required to have eigenvalues 0, 2πi or −2πi. So, we need that they
satisfy the following two conditions

detw = 0 (8.77)

Trw2 = −8π2 (8.78)

and similar equations for w̄. Solutions to these four equations coincide with (8.70).
In [20][21], the authors discovered a black hole solution with spin-3 charge. Two parameters

b and µ related to spin-3 charge and its chemical potential are introduced. In order to obtain the
connections, which corresponds to a black hole with a spin-3 charge, they required the following
constraints:

1) The Euclidean geometry is smooth at the horizon.

2) When we take the limit µ→ 0, the geometry asymptotes to the BTZ black hole.

3) The thermal partition function should be written like

Z = Treaτ+bν ,

where ν is a function of (µ, τ), (a, b) should obey the integrability condition(
∂a

∂ν

)
τ

=

(
∂b

∂τ

)
ν

(8.79)

They proposed that the flat conditions that satisfy the above three requirement were given by

A =

(
t1
y
− ayt3 − by2t8

)
dx+ µ

(
8byt3 + a2y2t8 − 2at6 +

t8
y2

)
dx̄− t2

y
dy (8.80)

Ā = −
(
t3
y
− āyt1 − b̄y2t4

)
dx̄− µ̄

(
8b̄yt1 + ā2y2t4 − 2āt6 +

t8
y2

)
dx+

t2
y
dy (8.81)

where we define mass and spin-3 charge parameters as a and b. These are related to L and W
in [21] by

a =
2π

k
L, b = π

2k
W. (8.82)

The integrability condition is guaranteed by the four holonomy conditions

1728b2µ3τ3 + 9bτ3(3 + 48a) + a2µτ3(27− 16aζ31µ
2 − 9(−2 + 8aµ2)) = 0 (8.83)

3 + 12aτ2 − 144bµτ2 + 64a2µ2τ2 = 0. (8.84)

plus counterpart conditions. First solving the second equation for b and differentiating with
respect to τ , we can obtain an expression ∂b/∂τ . Next, by substituting b into the first equation
and differentiating with respect to ν = 4µτ , it turns out that the integrability condition is
satisfied and the thermal partition function can be given by

Z = Tre
iπ
2G

(aτ+bν)e
iπ
2G

(āτ̄+b̄ν̄) (8.85)

where an overall factor iπ/2G is introduced in order to obtain an appropriate energy of black
hole.
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Part III

Original Works

9 Bulk Local State in 3D Spin-3 Gravity

In [17][18], it was proposed that three-dimensional higher-spin theories with WN symmetry are
dual to a WN extended conformal field theory. In particular, for N = 3, the spin-3 gravity is
equivalent to the SL(3,R)× SL(3,R) Chern-Simons theory.

In this section, we will construct the bulk scalar state with spin-3 charge by extending the
prescription proposed in [14] to W3 symmetry. Before we go to the concrete construction, we
must take care about the dimension of manifold. As we discussed in Section.3, conformal field
theory is characterized by the Virasoro algebra and current algebras. In general, current algebras
come from additional gauge symmetries and the algebras are closed only among its generators.
One example is the Kac-Moody algebra discussed in Section.3. Zamolodchikov [16] proposed an
algebra by introducing a current with conformal dimension 3. The symmetry algebra is called
su(1, 2)⊕ su(1, 2) algebra

[Ln, Lm] = (n−m)Ln+m +
c

12
m(m2 − 1)δ0,m+n (9.1)

[Ln,Wm] = (2n−m)Wn+m (9.2)

[Wn,Wm] =
c

360
n(n2 − 1)(n2 − 4)δ0,m+n (9.3)

+
1

30

(
n−m)(2n2 −mn+ 2m2 − 8

)
Ln+m + β(n−m)Λn+m (9.4)

plus the similar algebra for anti-chiral counterpart L̄n and W̄m, where

β =
16

22 + 5c
(9.5)

Λn =
∑
k>−2

Ln−kLk +
∑
k≤2

LkLn−k. (9.6)

Here, Ln’s denote the Virasoro generator corresponding to the conformal symmetry transforma-
tion and Wm’s denote extra gauge symmetry generators.

In the large c limit, the third term proportional to β is dropped. Restricting the wedge mode
Ln with n = 0,±1 and Wm with m = 0,±1,±2 and changing normalization Wn → Wn/

√
10,

the subalgebra can be rewritten as

[Ln, Lm] = (n−m)Ln+m

[Ln,Wm] = (2n−m)Wn+m (9.7)

[Wn,Wm] =
1

3
(n−m)

(
2n2 −mn+ 2m2 − 8

)
Ln+m.

9.1 Enlarged spacetime

The algebra is different from the Kac-Moody algebra. The algebra (9.7) is totally closed, how-
ever, the commutator [Wn,Wm] is not closed. Twice action ofW3 generators gives the conformal
transformation. This is similar to the supersymmetry algebra. The generators of supersymme-
try contain usual Poincaré generators, which consist of translations and rotations, and anti-
commuting spinors Q and its conjugates[46][47]:

{Qα, Qβ} = {Q†
α̇, Q

†
β̇
} = 0. (9.8)
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The anti-commutator of Q and Q† gives a translation generator

{Qα, Q
†
α̇} = 2σµαα̇Pµ (9.9)

where σ is the Pauili matrices. The commutators of Q and P vanish. We have to enlarge
the spacetime to include commmuting and anti-commuting variable in order to describe su-
persymmetric field theory. The enlarged spacetime is called superspace and contains ordinary
spacetime coordinates and a set of anti-commuting Grassmann coordinate (θ, θ̄). The finite
supersymmetric transformation

G(x, θ, θ̄) = e−ixµPµeiθQeiθ̄Q
†

(9.10)

can be defined on the superspace (xµ, θ, θ̄).
If there exists a current operator W (z) with spin-s, the primary conditions associated with

Wk’s (k = −s+ 1,−s+ 2, · · · , s− 1) are given by

Wm |ψ⟩ = 0 (9.11)

W0 |ψ⟩ = w |ψ⟩ (9.12)

where m > 0 and w is a constant. In the conformal field theory, the primary state is annihi-
lated by L1 and the descendant state is created by L−1. All descendant states are created by
multiplying |ψ⟩ by an exponent eixL−1 . Similarly, in the case of W3 extended conformal field
theory, W−2 and W−1 create new descendant states. In order to create all descendant state
for Wm, it is necessary to introduce coordinates α and β, which correspond to W−2 and W−1.
Because of the commutator [Wn,Wm] ∝ Ln+m, for example [W0,W−1] gives a translation, these
coordinates α and β mix with ordinary coordinates under SU(1, 2) transformations. Hence, we
need to regard new coordinates as spacetime coordinates instead of simple gauge variables, and
we must introduce an enlarged spacetime, which contain ordinary two coordinate (x, x̄) and
a set of coordinates (α, β, ᾱ, β̄) related to SU(1, 2) transformation, in order to formulate the
SU(1, 2) invariant theory. As we will discuss later, L−1 moves an operator to an arbitrary point
of x. Similarly, W−2 and W−1 move an operator to an arbitrary point of α, β. In the context
of the AdS/CFT correspondence, we must also introduce extra coordinates, which corresponds
to translation generated by diagonalized generator L0, in order to move a boundary operator
to a bulk point. In W3 extended conformal field theory, there is another diagonalized generator
W0. This generates extra transformation. Therefore, the total dimension of the bulk spacetime
becomes eight.

9.2 Boundary State

In this subsection, we will consider a local state of a scalar field with a spin-3 charge. In the case
of three dimensional AdS spacetime, the condition for the local state of a scalar field |ψ⟩ located
at the center of the bulk is given in terms of the genelators of the wedge algebra sl(2,R)⊕sl(2,R)
and given by [14][15]

(Ln − (−1)nL̄−n) |ψ⟩ = 0 (n = −1, 0, 1). (9.13)

While in the case of the spin-3 gravity, the symmetry algebra su(1, 2)⊕ su(1, 2) is generated by
Ln and Wm. Conditions for the local state of the scalar will be expressed in terms of generators
of the su(1, 2)⊕su(1, 2) symmetry which contains the above sl(2,R)⊕sl(2,R). Then, conditions
for local scalar will be (9.13) and

(Wm − (−1)mW̄−m) |ψ⟩ = 0. (9.14)
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The commutator [Wn,Wm] gives the Virasoro generator and it must satisfy the condition (9.13).
(9.14) is a sufficient and necessary condition such that the commutator [Wn,Wm] satisfies (9.13).

First, we will consider the boundary state. Since the conformal field theory is living on the
boundary in the text of AdS/CFT correspondence, it is convenient to rewrite down the state at
the boundary rather than the one at the center of the bulk. And for later convenience, we will
move the representation from the elliptic basis into the hyperbolic basis, which is discussed in
Section.4.

Let |ψ⟩B be a scalar state extrapolated to the boundary. This state and |ψ⟩ are related by
the following transformation:

|ψ⟩B = lim
ρ→∞

g(ρ) |ψ⟩ , (9.15)

where

g(ρ) = exp

[
−1

2
ρ(L1 − L−1 + L̄1 − L̄−1)

]
. (9.16)

The state on the boundary satisfies the following conditions instead of (9.13) and (9.14):

lim
ρ→∞

g(ρ)(Ln − (−1)nL̄−n)g
−1(ρ) |ψ⟩B = 0 (9.17)

lim
ρ→∞

g(ρ)(Wn − (−1)nW̄−n)g
−1(ρ) |ψ⟩B = 0 (9.18)

First, let us consider (9.17). Before taking the limit, (9.17) are given by[
(L0 − L̄0) cosh ρ−

1

2
(L1 + L−1 − L̄1 − L̄−1) sinh ρ

]
|ψ⟩B (9.19)

=

[
1

2
(L1 − L−1 + L̄1 − L̄−1) +

1

2
(L1 + L−1 + L̄1 + L̄−1) cosh ρ− (L0 + L̄0) sinh ρ

]
|ψ⟩B

=

[
1

2
(L−1 − L1 + L̄−1 − L̄1) +

1

2
(L1 + L−1 + L̄1 + L̄−1) cosh ρ− (L0 + L̄0) sinh ρ

]
|ψ⟩B = 0

In the limit ρ → ∞, after taking an appropriate linear combination, the above conditions
degenerate into holomorphic and anti-holomorphic parts:[

L0 −
1

2
(L1 + L−1)

]
|ψ⟩B = 0 (9.20)[

L̄0 −
1

2
(L̄1 + L̄−1)

]
|ψ⟩B = 0 (9.21)

A solution to these conditions is constructed by the primary state

|O∆, q⟩ = lim
t→i∞

O∆,q(ϕ = 0, t) |0⟩ , (9.22)

where O∆,q is a scalar primary operator with a conformal weight (h, h̄) = (∆/2,∆/2). This
state should satisfy

L1 |O∆,q⟩ = L̄1 |O∆,q⟩ = 0 (9.23)

L0 |O∆,q⟩ = L̄0 |O∆,q⟩ =
∆

2
|O∆,q⟩ (9.24)

and extra conditions for W3 generators

W2 |O∆,q⟩ = W̄2 |O∆,q⟩ = 0 (9.25)

W1 |O∆,q⟩ = W̄1 |O∆,q⟩ = 0 (9.26)

W0 |O∆,q⟩ = W̄0 |O∆,q⟩ = iq |O∆,q⟩ . (9.27)
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From (9.23) and (9.24), it turns out the boundary state |ψ⟩B is solved as

|ψ⟩B = eL−1+L̄−1 |O∆, q⟩ . (9.28)

It implies that the boundary state of the scalar field can be represented by using corresponding
quasi-primary operator and its descendant. It can also be shown that the operator which
annihilates |ψ⟩B coincides with the Virasoro generator Lh

1 in the hyperbolic representation in
Section.4.

Lh
1 = −L0 +

1

2
(L1 + L−1) (9.29)

Lh
0 =

1

2
(L1 − L−1) (9.30)

Lh
−1 = L0 +

1

2
(L1 + L−1). (9.31)

Notice that Lh
0 is anti-Hermitian and others are Hermitian. Similarly, there are relations for L̄h

n.
The state (9.28) satisfies the quasi-primary conditions for Virasoro generators in the hyperbolic
representation

Lh
1 |ψ⟩B = L̄h

1 |ψ⟩B = 0

Lh
0 |ψ⟩B = L̄h

0 |ψ⟩B =
∆

2
|ψ⟩B (9.32)

It can be shown that the exponential operator in (9.28) carries a quasi-primary state |O∆⟩ at the
origin of Euclidean plane in the global coordinates to the boundary in the Poincaré coordinates.
In order to describe at an arbitrary point, we should act a translation operator g. (9.32) lead
to introduce parameters (x, x̄), which correspond to a translation generated by (Lh

−1, L̄
h
−1) and

the translation to y direction is generated by Lh
0 + L̄h

0 . Then, the translation operator can be
written as

g(y, x, x̄) = eixL
h
−1eix̄L̄

h
−1yL

h
0+L̄h

0 . (9.33)

Notice that Lh
−1 is Hermitian.

Next, we will consider the quasi-primary conditions forW generators (9.18). Transformations
ofWm under g(ρ) are given in Appendix.A. The boundary limits of the quasi-primary conditions
for W (9.18) are reduced to the following conditions:

(W2 − 4W1 + 6W0 − 4W−1 +W−2) |ψ⟩B = 0 (9.34)

(W̄2 − 4W̄1 + 6W̄0 − W̄−1 + W̄−2) |ψ⟩B = 0 (9.35)

As in the case of Virasoro generators, these conditions define generators W h
2 and W̄ h

2 , which
annihilate the boundary state. Also the su(1, 2) algebra defines remaining Wm generators

W h
2 =

i

4
(W2 − 4W1 + 6W0 − 4W−1 +W−2) (9.36)

W h
1 =

i

4
(W2 − 2W1 + 2W−1 −W−2) (9.37)

W h
0 =

i

4
(W2 − 2W0 +W−2) (9.38)

W h
−1 =

i

4
(W2 + 2W1 − 2W−1 −W−2) (9.39)

W h
−2 =

i

4
(W2 + 4W1 + 6W0 + 4W−1 +W−2) (9.40)
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We adopt the rule of the Hermitian conjugation (Wm)† = −W−m. Note that W h
m with odd m

are Hermitian and the others are anti-Hermitian. The boundary state satisfies

W h
2 |ψ⟩B =W h

1 |ψ⟩B = 0

W h
0 |ψ⟩B = q |ψ⟩B . (9.41)

and similar conditions for W̄ h
m. Since the boundary state |ψ⟩ satisfies the primary conditions

(9.32) and (9.41), the state is a primary state in SU(1, 2) algebra. The state at the center of
the bulk will be constructed in terms of this primary state on the hyperbolic basis.

From similar discussion in the above, we should introduce transformation from the bound-
ary to an arbitrary point. According to (9.41) and its counterparts, it is carried out to in-
troduce four parameter (α, β, ᾱ, β̄), which are related with the transformations generated by
(W h

−2,W
h
−1, W̄

h
−2, W̄

h
−1) plus one coordinate γ, which are related with the transformations gen-

erated by W0 + W̄0. Then, the transformation takes the form

g(y, x, x̄, α, ᾱ, β, β̄, γ) = eixL
h
−1+ix̄L̄h

−1eiαW
h
−2+iᾱW̄h

−2eβW
h
−1+β̄W̄h

−1e
i
2
γ(Wh

0 +W̄h
0 )yL

h
0+L̄h

0 . (9.42)

Since W h
−1 is anti-Hermitian, corresponding finite transformations can be defined without the

imaginary unit i.

9.3 CFT Description of Local State in the Bulk

We will solve the quasi-primary conditions for the local state at the center of the bulk |ψ⟩. This
state will be built from the boundary state |ψ⟩B.

For a while, we will see the case without W extension. In [13], this was solved by a series
expansion. Here, we will obtain the state in terms of an integral form. Assume that the local
state is represented in a form

|ψ⟩ =
∫
dxdx̄f(x, x̄)exL

h
−1ex̄L̄

h
−1 |ψ⟩B . (9.43)

Let us first consider the condition (9.13) with n = 0. When Lh
0 is applied on |ψ⟩B, we obtain

Lh
0 |ψ⟩ =

∫
dxdx̄f(x, x̄)exL

h
−1(e−xLh

−1Lh
0e

xLh
−1)ex̄L̄

h
−1 |ψ⟩B (9.44)

Calculating the commutator

e−xLh
−1Lh

0e
xLh

−1 = Lh
0 + xLh

−1 (9.45)

and replacing Lh
0 and Lh

−1 by ∆/2 and ∂x, we can obtain

Lh
0 |ψ⟩ =

∫
dxdx̄

(
∆

2
− x∂x

)
f(x, x̄)exL

h
−1ex̄L̄

h
−1 |ψ⟩B . (9.46)

After a similar calculation for L̄h
0 is done, the condition (Lh

0 − L̄h
0) |ψ⟩ = 0 yields an equation

(x∂x − x̄∂x̄) f(x, x̄) = 0 (9.47)

Similarly, the other two conditions yield the following equations:(
x2∂x +∆x

)
f(x, x̄) = 0 (9.48)(

x̄2∂x̄ +∆x̄
)
f(x, x̄) = 0 (9.49)
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From the above three equations, we can obtain a solution up to an overall constant

f(x, x̄) = (1 + xx̄)∆−2, (9.50)

and the local state at the center of the bulk is obtained by

|ψ⟩ =
∫
dxdx̄(1 + xx̄)∆−2exL

h
−1ex̄L̄

h
−1 |ψ⟩B =

π

1−∆

∞∑
n=0

(−1)n

n!(∆)n
(Lh

−1L̄
h
−1)

n |ψ⟩B . (9.51)

Here, (∆)n = ∆(∆+1) · · · (∆+n−1). This expression coincide with the one, which is obtained
by a different way in [15].

In the case of spin-3 gravity, it is necessary to introduce four extra variables, which correspond
to W generators. The state at the center of the bulk can be obtained in a similar way.

|ψ⟩ =
∫
dxdydzdx̄dȳdz̄F (x, y, z, x̄, ȳ, z̄)exW

h
−2+x̄W̄h

−2eyW
h
−1+ȳW̄h

−1ezL
h
−1+z̄L̄h

−1 |ψ⟩B . (9.52)

Here, x̄, ȳ and z̄ are complex conjugates of x, y and z. The function F is obtained by solving
eight equations (9.13) and (9.14) and given by the following expression

F (x, y, z, x̄, ȳ, z̄) =

(
R+

R−

) 3
4
iq

T
∆−8
4 , (9.53)

where

R+ = 1 + 2ζ|1 + ξ2|2 + ζ2|1− 4ξ1 − 2ξ2 − ξ22 |2 (9.54)

R− = 1 + 2ζ|1− ξ2|2 + ζ2|1 + 4ξ1 + 2ξ2 − ξ22 |2 (9.55)

T = 1 + 4ζ(1 + |ξ2|2) + 2ζ2(|4ξ1 + 2ξ̄2|2 + 3|ξ23 − 1|2)
+4ζ3(1 + |ξ2|2)−1(|1 + |ξ2|4 − ξ22 − ξ̄22 |2 + |4(1 + |ξ2|2)ξ1 + 3ξ2 − ξ32 + ξ̄2 + ξ22 ξ̄2|2)
+ζ4|1− 16ξ21 − 16ξ1ξ2 − 6ξ22 + ξ42 |2 (9.56)

Here, ζ and ξi are variables defined by

ζ = zz̄, ξ1 =
x

z2
, ξ2 =

y

z
(9.57)

and the bar symbol denotes complex the conjugate. Substituting this solution F into (9.52),
we can obtain the formal integral expression for a state at the center of the bulk. As in the
case of SL(2,R), a local state in an arbitrarily bulk point can be given by multiplying the
transformation g in (9.42):

|Φ(y, x, x̄, α, ᾱ, β, β̄, γ)⟩ = g(y, x, x̄, α, ᾱ, β, β̄, γ) |ψ⟩ , (9.58)

where

g(y, x, x̄, α, ᾱ, β, β̄, γ) = eixL
h
−1+ix̄L̄h

−1eiαW
h
−2+iᾱW̄h

−2eβW
h
−1+β̄W̄h

−1e
i
2
γ(Wh

0 +W̄h
0 )yL

h
0+L̄h

0 .

There are six integrals and it is technically difficult to perform. From the equivalence with the
HKLL reconstruction, however, we should reconstruct the local state at an arbitrary point by
using a bulk to boundary propagator for the bulk scalar field with a conformal weight (∆/2,∆/2).
In the next section, we will consider the bulk scalar field, which satisfies the Klein-Gordon
equation and solve this equation. Actually, it will turn out that a solution is invariant under
SU(1, 2) transformation for the bulk.
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9.4 Differential Representation for SU(1, 2) Generators

In order to obtain the second-order differential equation, we should consider a differential rep-
resentation or an infinite dimensional representation for SU(1, 2) generators. As we discussed
in Section.2, given an infinitesimal transformation parameter ϵ, we can seek a differential repre-
sentation T such that a field Φ transforms as

Φ′(x′) = (1− ϵT )Φ(x)

From now, we will seek a differential representation of W generators.
The local state at an arbitrary point is obtained by performing a transformation g(y, x, x̄, α, ᾱ, β, β̄, γ)

for the center state |ψ⟩. By studying SU(1, 2) × SU(1, 2) transformation of this state, we will
be able to obtain an infinite dimensional representation of Lh

n and W h
m in the bulk. First, let us

apply e−ϵLh
−1 on |Φ(y, x, x̄, α, ᾱ, β, β̄, γ)⟩, where a parameter ϵ is an infinitesimal constant. We

have

e−ϵLh
−1 |Φ(y, x, x̄, α, ᾱ, β, β̄, γ)⟩ = |Φ(y, x+ iϵ, x̄, α, ᾱ, β, β̄, γ)⟩

= (1− iϵ∂x) |Φ(y, x, x̄, α, ᾱ, β, β̄, γ)⟩ (9.59)

and this defines a representation L̂h
−1 = i∂x. In the below, we will omit the coordinates

(y, x, x̄, α, ᾱ, β, β̄, γ) for simplicity. For the other generators, the exponent of the generator
is moved to the right by using the SU(1, 2) algebra until it reaches the center state |ψ⟩, and the
condition (9.13) and (9.14) are used and then the exponent is moved to the left. For example,

we consider an exponent e−ϵLh
0 .

e−ϵLh
0 |Φ⟩ = e−ϵLh

0 eixL
h
−1eϵL

h
0 e−ϵLh

0 eαW
h
−2eϵL

h
0 · · · e−ϵLh

0 yL
h
0+L̄h

0 |ψ⟩

= |Φ⟩ − ϵ

(
x∂x + 2α∂α + β∂β +

1

2
y∂y

)
|Φ⟩+O(ϵ2). (9.60)

In the second line, we use the Baker-Campbell-Hausdorff formula

esXY e−sX = Y + s[X,Y ] +
1

2
s2[X, [X,Y ]] + · · · .

By this procedure, we identify the following representations

L̂h
−1 = i∂x

L̂h
0 = x∂x + 2α∂α + β∂β +

1

2
y∂y

L̂h
1 = −ixy∂y − i(x2 + 3β2)∂x − 3iβ∂γ − i(2β3 + 4xα)∂α − i(2xβ + 4α)∂β

−iy2 cosh 2γ∂x̄ − iy2β̄ cosh 2γ∂ᾱ − iy2 sinh 2γ∂β̄

Ŵ h
−2 = i∂α (9.61)

Ŵ h
−1 = −x∂α − ∂β

Ŵ h
0 = −2iβ∂x − i(x2 + β2)∂α − 2ix∂β − i∂γ

Ŵ h
1 = 3x∂γ + (6xβ − 4α)∂x + (x3 + 3xβ2)∂α + (β2 + 3x2)∂β + βy∂y

+y2 sinh 2γ∂x̄ + y2β̄ sinh 2γ∂ᾱ + y2 cosh 2γ∂β̄

Ŵ h
2 = −i(8α− 4xβ)y∂y + 6i(x2 − β2)∂γ + i(12βx2 − 4β3 − 16xα)∂x

+i(4x3 + 4xβ2 − 16αβ)∂β − i(3β4 − x4 + 16α2 − 6x2β2)∂α

+i[y4 − 4y2β̄(β cosh 2γ − x sinh 2γ)]∂ᾱ − 4i(β sinh 2γ − x cosh 2γ)y2∂β̄

−4i(β cosh 2γ − x sinh 2γ)y2∂x̄.
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The expressions for L̄h
n and W̄ h

m are obtained by replacing (x, x̄, α, ᾱ, β, β̄) by (x̄, x, ᾱ, α, β̄, β).
These generators satisfy the wedge-mode algebra (9.7). In the following discussion, we will omit
the hat symbol for simplicity.

10 Correlation functions and Bulk Geometry

In Section.7, we reviewed the construction of bulk scalar state as a state in conformal field
theory. SL(2,R)× SL(2,R) symmetric theory has a quadratic Casimir operator. According to
[15], an eigenvalue equation of the quadratic Casimir operator for a bulk scalar state coincides
with the Klein-Gordon equation for the scalar. This implies that the Klein-Gordon equation
is inherent to the conformal field theory and the differential representation of the quadratic
Casimir operator corresponds to the Klein-Gordon operator.

There is a quadratic Casimir operator in the W3 extended conformal field theory. In Sec-
tion.9, the infinite dimensional representation of SU(1, 2) generators was also obtained. Then,
the eigenvalue equation becomes a second-order differential equation and we should interpret
this equation as the equation of motion for the bulk scalar field. Since this theory has two
diagonalized generator L0 and W0, eigenvalues contain both the conformal dimension ∆ and W3

charge q.
Using this representation, we will study correlation functions of quasi-primary operators in

the boundary. the bulk to boundary propagators is constructed by solving an eigenvalue problem
of a SU(1, 2) quadratic Casimir operator.

10.1 Correlation Functions on the Boundary

First, we need a representation of the holomorphic SU(1, 2) generators on the boundary. At the
boundary y → 0, the boundary state |ϕ⟩B is the eigenstate of L0 and W0 with the eigenvalue
∆/2 and iq. Then, in order to obtain the representation, we replace

y∂y → ∆ (10.1)

∂γ → q (10.2)

and take the limit y → 0. Generators on the boundary are expressed as follows:

L−1 = i∂x

L0 = −x∂x − 2α∂α − β∂β − ∆

2
L1 = −i(x2 + 3β2)∂x − ix∆+ 3iqβ − i(2β3 + 4aα)∂α − i(2xβ + 4α)∂β

W−2 = i∂α

W−1 = −x∂α − ∂β (10.3)

W0 = −2iβ∂x − i(x2 + β2)∂α − 2xi∂β − iq

W1 = (−4α+ 6xβ)∂x + (x3 + 3xβ2)∂α + (3x2 + β2)∂β + β∆+ 3ixq

W2 = −i(4β3 − 12βx2 + 16xα)∂x − i(3β4 − x4 + 16α2 − 6x2β2)∂β

+i(−16αβ + 4xβ2 + 4x3)∂β − 6i(x2 − β2)q + i(4xβ − 8α)∆.

Similarly, generators L̄n, W̄m are obtained from the above by interchanging x→ x̄, α→ ᾱ, β →
β̄.

Let O∆i,qi(xi, αi, βi) be holomorphic quasi-primary operators at points (xi, αi, βi). Due to
the su(1, 2) invariance, the two-point function of these operators

G12(x1, α1, β1;x2, α2, β2) = ⟨0|TO∆1,q1(x1, α1, β1)O∆2,q2(x2, α2, β2) |0⟩ , (10.4)
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where the symbol T denotes the time-ordering product, must satisfy the following conditions:

(L(1)
n + L(2)

n )G12 = 0 (10.5)

(W (1)
m +W (2)

m )G12 = 0. (10.6)

Here, superscripts (1) and (2) refer to each operator O∆i,qi . By n = −1 in (10.5) and m = −2
in (10.6), G12 must be a function of x1−x2 and α1−α2. Taking other constraints into account,
only if ∆1 = ∆2 and q1 = q2, this function is non-zero and G12 is determined up to overall
constant. For a time order t1 > t2, the two-point function is given by

G12 = (D12)
−∆+3iq

4 (D∗
12)

−∆−3iq
4 , (10.7)

where D12 and D∗
12 are defined by

D12 = x212 − β212 − 2x12(β1 + β2) + 4α12 (10.8)

D∗
12 = x212 − β212 + 2x12(β1 + β2)− 4α12. (10.9)

Notice that in order to avoid the light-cone singularity we adopt the Feynmann prescription
and replace x12 by x12 − iϵ. We omit iϵ term for simplicity. The two-point function of anti-
holomorphic quasi-primary operator is calculable in the similar way but we need to take the
replacement D12 → D̄12 and D∗

12 → D̄∗
12. Here D̄12 and D̄∗

12 are defined by

D̄12 = x̄212 − β̄212 − 2x̄12(β̄1 + β̄2) + 4ᾱ12 (10.10)

D̄∗
12 = x̄212 − β̄212 + 2x̄12(β̄1 + β̄2) + 4ᾱ12. (10.11)

Next, let us consider three point function of quasi-primary operators:

G123(x1, α1, β1;x2, α2, β2;x3, α3, β3) = (10.12)

⟨0|TO∆1,q1(x1, α1, β1)O∆2,q2(x2, α2, β2)O∆3,q3(x3, α3, β3) |0⟩ . (10.13)

In a similar fashion, G123 is a solution to the following equations:

3∑
i=1

L(i)
n G123 = 0 (10.14)

3∑
i=1

W (i)
m G123 = 0. (10.15)

G123 is non-zero only for q1 + q2 + q3 = 0. Unlike the case of the conformal field theory, there
are three linearly independent solutions to these equations:

G123 = (D12D
∗
12)

− 1
8
(∆1+∆2−∆3)(D23D

∗
23)

− 1
8
(∆2+∆3−∆1)(D13D

∗
13)

− 1
8
(∆1+∆3−∆2)

3∑
i=1

ciKi(10.16)

where ci is constant and

K1 =

(
D13

D∗
13

)− 3
4
iq1 (D23

D∗
23

)− 3
4
iq2

K2 =

(
D21

D∗
21

)− 3
4
iq2 (D31

D∗
31

)− 3
4
iq3

(10.17)

K3 =

(
D32

D∗
32

)− 3
4
iq3 (D12

D∗
12

)− 3
4
iq1
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However, there are several restrictions. When one of the operator is an identity, this reduces to
a two point function. For example, let O∆3,q3 be an identity. In this case, K1 cannnot appear.
So, the coefficient c1 should be a polynomial with respect to ∆3 and q3. Similarly, c2 and c3
should be a polynomial with respect to (∆1, q1) and (∆2, q2).

For α, β, ᾱ, β̄, γ ̸= 0, the conformal invariance is broken in these correlation functions, since
extra five coordinates are introduced. If α = β = ᾱ = β̄ = γ = 0, the invariance is recovered and
the two-point function G12 and the three-point function G123 coincide with the ones discussed
in Section.3. It is natural, because the scalar state (9.58) at (α, β, ᾱ, β̄, γ) = 0 coincides with
the usual conformal covariant state in Section.7.

At β = 0, this leads to usual conformal invariant two-point function with conformal dimen-
sion ∆. There is another point where conformal invariance is recovered. That is the point where
β → ∞. After multiplying a normalization factor, the two-point function behaves as x−∆

12 . This
implies that the conformal invariance is recovered and the dual operator with the bulk scalar is
a quasi-primary operator with conformal dimension ∆/2. We will discuss in detail in the later
section.

10.2 Bulk to Boundary Propagator

From the structure of the local state in the bulk, the scalar local state in the bulk satisfies a
differential equation which is associated with the quadratic Casimir operator of su(1, 2)

C2(L,W ) = (L0)
2 − 1

2
(L1L−1 + L−1L1)−

1

8
(W2W−2 +W−2W2)

+
1

2
(W1W−1 +W−1W1)−

3

4
(W0)

2. (10.18)

It can be shown that the eigenvalue of C2 on |O∆,q⟩ is given by (∆2−8∆−3q2)/4. Substituting
the infinite dimensional representation (9.61), a second-order differential equation for a scalar
field is obtained:[

y2∂2y − 7y∂y + 3∂2γ − 4y2 cosh 2γ∂x∂x̄ − 4y2 cosh 2γ(β̄∂x∂ᾱ + β∂x̄∂α)

−4y2 sinh 2γ(∂x∂β̄ + ∂x̄∂β)− 4y2 sinh 2γ(β∂α∂β̄ + β̄∂ᾱ∂β)

+(y4 − 4ββ̄y2 cosh 2γ)∂α∂ᾱ − 4y2 cosh 2γ∂β∂β̄ −m2
]
|Φ⟩ = 0, (10.19)

where m is a mass of the scalar field and defined by

m2 = ∆2 − 8∆− 3q2 (10.20)

This equation is interpreted as the Klein-Gordon equation for a scalar field in eight dimensional
enlarged spacetime. The spacetime is isometric under SU(1, 2) × SU(1, 2) transformation and
the scalar field transforms non-trivially under this symmetry transformation (9.58).

The construction of the bulk to boundary propagator is carried out by solving (10.19). Let
K∆,q be the bulk to boundary propagator. Near the boundary, K∆,q can be expressed as the
power series expansion in y:

K∆,q(y, γ,X1;X2) =
∞∑
n=0

y∆+2ne−iqγfn(γ,X1;X2), (10.21)

where Xi denotes 6 cordinates (xi, x̄i, αi, ᾱi, βi, β̄i). The leading order term f0 is just the product
of a holomorphic and an anti-holomorphic two-point functions in the boundary conformal field
theory:

f0 = (D12D̄12)
−∆+3iq

4 (D∗
12D̄

∗
12)

−∆−3iq
4 (10.22)
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Substituting (10.22) into (10.19), an equation for f1 can be obtained and it is easily solved. By
repeating this process sequentially, we can obtain other functions fn. Up to order y∆+4, the
results are expressed in Appendix.B.

Up to order y∆+4, the series (10.21) can be summed up and formed into

K∆,q = y∆e−iqγ
[
D12D̄12 − 2y2(x12 + β12)(x̄12 + β̄12)e

−2γ + y4
]−∆+3iq

4[
D∗

12D̄
∗
12 − 2y2(x12 − β12)(x̄12 − β̄12)e

2γ + y4
]−∆−3iq

4 . (10.23)

It can be proved that this expression solves the Klein-Gorodon equation (10.19) exactly. Also,
it is checked that this satisfies the bulk su(1, 2)× su(1, 2) invariance conditions:

(L(1)
n + L(2)

n )K∆,q = 0 (10.24)

(W (1)
m +W (2)

m )K∆,q = 0. (10.25)

Notice that in the above expressions, the superscript (1) denotes the generators in the bulk
(9.61) and (2) denotes the generators in the boundary (10.3). Hence, the solution (10.23) is
su(1, 2)× su(1, 2) invariant and the exact solution for (10.19).

By using the bulk to boundary propagator, the scalar field inside the bulk should be recon-
structed in terms of boundary operators. This provides a more explicit expression for the local
state at an arbitrary bulk point than that in Section.9:

|Φ(y, x, x̄, α, ᾱ, ββ̄, γ)⟩ =
∫
d6X ′K∆,q(y, γ,X;X ′) |ϕ⟩B . (10.26)

10.3 Geometry of 8D Manifold

In the quantum field theory in the curved spacetime, the Klein-Gorodon equation for a scalar
field can be expressed as

gµν∇µ∇νϕ =
1√
−g

gµν∂µ
(√

−g∂νϕ
)
= m2ϕ, (10.27)

where gµν is a metric of the manifold and m is a mass of a scalar field. It is possible to read off
the metric from (10.27). Since the spacetime must be enlarged by five extra coordinates that
corresponds to Wm transformation, the metric contains their components.

The equation (10.19) coincides with the Klein-Gordon equation for a scalar field (10.27).
Then, it is possible to read off a metric from this equation:

ds20 = gµνdx
µdxν

=
dy2

y2
− 1

y4
(y2 cosh 2γ − 4ββ̄)dxdx̄+

4

y4
dαdᾱ− 1

y2
cosh 2γdβdβ̄

− 4

y4
(βdxdα+ β̄dx̄dα) +

1

y2
sinh 2γ(dxdβ̄ + dx̄dβ) +

1

3
dγ2 (10.28)

The determinant of this metric is g = detgµν = −y−18/12. This spacetime is no longer a 8 di-
mensional pure AdS space. One of the evidences is the number of minus signs. A pure AdS space
has a signature (−,+,+,+,+,+,+,+), but this metric has a signature (−,−,−,+,+,+,+,+).
Secondarily, it can be shown that this metric satisfies the Einstein equation

Rµν −
1

2
gµνR+ Λ8gµν = 0 (10.29)
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with a negative cosmological constant Λ8 = −36. However, the fact that a pure AdS space is
maximally symmetric spacetime tells us a cosmological constant should be −21. Furthermore,
the symmetry does not coincide with the one of the pure AdS space. In fact, (10.28) is invariant
under SU(1, 2)× SU(1, 2) rather than SO(2, 7).

The ordinary AdS space can be realized by taking a three dimensional hypersurface Σ0

embedded at α = ᾱ = β = β̄ = γ = 0. Other hypersurface with constant α, ᾱ, β, β̄ and γ can
be also considered. An induced metric on this hypersurface ΣC is given by

ds20|ΣC
=
dy2

y2
− 1

y4
(y2 cosh 2γ − 4ββ̄)dxdx̄. (10.30)

This geometry is interesting. For β = β̄ = 0, the hypersurface is of course an AdS space with an
unit radius. When we set β = −β̄ = λ and take the limit λ→ ∞, the term proportional to y−4

dominates in the second term. So, hypersurface asymptotes to an AdS space with half an unit
radius. For ββ̄ < 0, the spacetime is not an AdS, but asymptotically AdS. This is a solution

interpolating the W3 and W
(2)
3 vacua, which are discussed in Section.8. W

(2)
3 vacuum is realized

in the ultraviolet region y = 0, while in the infrared region y → ∞ W3 vacuum is realized.

10.4 AdS/CFT Dictionaries in Spin-3 Gravity

In Section.6, we reviewed the AdS/CFT correspondence. There is an equivalence between
correlation functions in the AdS gravity and ones in conformal field theory. This equivalence
is described by two equivalent methods, which are called the differentiating and extrapolating
dictionaries, respectively.

Again we briefly recall the two dictionaries. The differentiating dictionary tells us that the
generating functional in both side are equivalent[7][8]

ZAdS = ZCFT

The partition function in AdS gravity is expressed in terms of a classical action S of fundamental
fields ϕ in Euclidean signature with a boundary condition ϕ0

ZAdS = exp [−S[ϕ0]] .

While the generating functional of correlation functions in the conformal field theory is expressed
in terms of the product between a quasi-primary operator O and its source ϕ0

ZCFT =

⟨
exp

[∫
ddxϕ0O

]⟩
.

where the source function ϕ0 is the boundary value at the boundary of AdS spacetime on the
gravity side. Two-point function is given by functionaly differentiating the source function.

In another dictionary[9], the leading behavior of the bulk correlator is equal to the correlation
function in conformal field theory. More mathematically, we consider a bulk fundamental field ϕ
and their correlation function. Then, the leading boundary behavior is equal to the correlation
function in conformal field theory with normalization

y2∆ ⟨ϕ(x1)ϕ(x2)⟩ ∼ ⟨O(x1)O(x2)⟩

where O is a quasi-primary operator dual to the bulk field ϕ. This dictionary holds in our
construction since the leading behavior of the bulk to boundary propagator (10.23) is equal to
the boundary to boundary propagator (10.22) up to normalization factor.
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Here, there is one question whether the differentiating dictionary is valid in the spin-3 gravity
or not. More explicitly, can we write down the classical action integral for scalar field coupled
to the spin-3 gravity? In this subsection, we will show that the differentiating dictionary also
holds in the spin-3 gravity.

We should switch to an Euclidean signature by a Wick rotation

x = z, β = iξ, α = iζ (10.31)

x̄ = −z̄, β̄ = iξ̄, ᾱ = −iζ̄. (10.32)

Here z̄, ξ̄ and ζ̄ are the complex conjugations of z, ξ and ζ. It can be shown that in the region
z12, ξ12, ζ12 ∼ 0 and in the y → 0 limit, (10.23) behaves as

K∆,q = N (γ1)y
8−∆e−iqγ1δ2(z12)δ

2(ξ12)δ
2(ζ12) + · · ·

+y∆e−iqγ1(DE
12D̄

E
12)

−∆+3iq
4 (D∗E

12 D̄
∗E
12 )

−∆−3iq
4 + · · · (10.33)

where the dots stand for terms with higher order powers of y and E means Wick rotated version
of D12’s, according to the rule (10.31) and (10.32). N (γ1) is given by

N (γ1) =

∫
d2zd2ξd2ζ (1 + 2e−2γ1 |z + iξ|2 + |z2 + ξ2 − 2izξ + 4iζ|2)−

∆+3iq
4

(1 + 2e2γ1 |z − iξ|2 + |z2 + ξ2 + 2izξ − 4iζ|2)−
∆−3iq

4 . (10.34)

We define an action integral for a bulk scalar field coupled to spin-3 gravity by

Smatter =

∫
dyd2zd2ξd2ζdγ

√
g
(
gµν∇µΦ

∗∇νΦ+m2Φ∗Φ
)
. (10.35)

By substituting a solution for the Klein-Gordon equation

Φ(y, γ, z, ξ, ζ, z̄, ξ̄, ζ̄) =

∫
d2z′d2ξ′d2ζ ′K∆,q(y, γ, z, ξ, ζ, z̄, ξ̄, ζ̄; z

′, ξ′, ζ ′, z̄′, ξ̄′, ζ̄ ′)Φ0(z
′, ξ′, ζ ′, z̄′, ξ̄′, ζ̄ ′)

(10.36)
, where Φ0 is a boundary condition, into the action integral (10.35), a generating functional for
two-point function is obtained as a surface integral on the boundary

Smatter =

(∫ ∞

−∞
dγN (γ)e−iqγ

)∫
d2z1d

2ξ1d
2ζ1d

2z2d
2ξ2d

2ζ2f0Φ
∗
0(z1, ξ1, ζ1, z̄1, ξ̄1, ζ̄1)Φ0(z2, ξ2, ζ2, z̄2, ξ̄2, ζ̄2)

(10.37)
where f0 is the boundary two-point function given by (10.22). Therefore, the differentiating
dictionary is established in the case of spin-3 gravity coupled to a scalar field.

11 Vielbein Formulation in 8D

In addition to a quadratic Casimir operator, there is one more Casimir operator in the W3

extended conformal field theory. This is a cubic Casimir operator. Substituting (9.61) into
this operator, a third-order differential equation are obtained. Although this is an independent
equation in the context of the boundary theory, it will turn out that a solution (10.23) also
satisfies this eigenvalue equation. This equation allows us to read off a completely symmetric
rank-3 tensor field, which is called a spin-3 gauge field.

In this section, we will study the geometry of the enlarged spacetime. At a hypersurface
with vanishing extra coordinates, this coincides with the three-dimensional AdS spacetime. We
will discuss the vielbein formulation of this geometry analogous to Section.8. The vielbein is
uniquely determined by the metric and the spin-3 field up to a local frame transformation. We
will introduce 8× 8 gauge connection matrices A and Ā with an analogy of SL(2,R)×SL(2,R)
case. Surprisingly, these field strengths are flat.
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11.1 Spin-3 Gauge Field and Vielbein Formalism

We will consider an another Casimir operator for SU(1, 2) symmetry, which is called a cubic
Casimir operator. This is defined by

C3 = − i

4
(L1L1W−2 + L1W−2L1 +W−2L1L1)− i(L0L0W0 + L0W0L0 +W0L0L0)

+
i

2
(L1L0W−1 + L0L1W−1 + L1W−1L0 + L0W−1L1 +W−1L0L1 +W−1L1L0)

− i

4
(L1L−1W0 + L−1L1W0 + L1W0L−1 + L−1W0L1 +W0L1L−1 +W0L−1L1)

+
i

2
(L0L−1W1 + L−1L0W1 + L0W1L−1 + L−1W1L0 +W1L0L−1 +W1L−1L0) (11.1)

− i

4
(L−1L−1W2 + L−1W2L−1 +W2L−1L−1)−

i

4
(W2W−1W−1 +W−1W2W−1 +W−1W−1W2)

+
i

8
(W2W0W−2 +W0W2W−2 +W2W−2W0 +W0W−2W0 +W−2W0W2 +W−2W2W0)

− i

4
(W2W−1W−1 +W−1W2W−1 +W−1W−1W2)−

i

4
(W1W1W−2 +W1W−2W1 +W−2W1W1)

+
i

4
(W1W0W−1 +W0W1W−1 +W1W−1W0 +W0W−1W1 +W−1W0W1 +W−1W1W0)−

3

4
iW 3

0 .

The local state for the scalar field in the bulk also satisfies an eigenstate equation for the cubic
Casimir operator:[

C3(L,W ) + C3(L̄, W̄ )
]
|Φ⟩ = −3

2
iq(∆2 − 8∆ + 16 + q2) |Φ⟩ (11.2)

After Substituting the infinite dimensional representation for generators into the above equation,
a differential equation for the scalar field Φ is obtained. This can be written in the following
form

ϕµνρ∇µ∇ν∇ρΦ = −3

2
iq(∆2 − 8∆ + 16 + q2)Φ, (11.3)

where ∇µ is a covariant derivative for the metric (10.28). The tensor ϕµνρ is completely sym-
metric and given by

ϕ = ϕµνρdx
µdxνdxρ

=
1

36y4
[
27β̄dx̄dx2 + 27βdxdx̄2 − 27y sinh 2γdydxdx̄− 27dx2dᾱ− 27dx̄2dα

+27dαdβ̄2 + 27dᾱdβ2 − 72dαdᾱdγ − 18y2dy2dγ + 2y4dγ3 − 27β̄dx̄dβ2

−27βdxdβ̄2 + 72β̄dx̄dαdγ + 72βdxdᾱdγ − 72ββ̄dxdx̄dγ

+(27ydxdβ̄dy + 27ydx̄dβdy − 9y2dxdx̄dγ − 9y2dβdβ̄dγ) cosh 2γ

+(−27ydβdβ̄dy + 9y2dxdβ̄dγ + 9y2dx̄dβdγ) sinh 2γ
]
. (11.4)

On the hypersurface ΣC , (11.4) simplifies to

ϕ|ΣC
=

3

4y4
[
β̄dx̄dx2 + βdxdx̄2 − y sinh 2γdydxdx̄

]
. (11.5)

It is clear that ϕ is equal to zero at the hypersurface Σ0. It can be shown that 8 dimensional
covariant derivative of ϕµνρ vanishes.

From now, let us show that the field ϕ coincides with a spin-3 gauge field. To do so, we
introduce a vielbein eaµ with SL(3,R) local symmetry. Here, the superscript a denotes local
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indices and the subscript µ denotes spacetime indices. Notice that this is different from the
8× 3 rectangular vielbein introduced in [19] but this is an 8× 8 square vielbein.

We consider SL(3,R) gauge connections

A = ω + e = ta(ω
a
µ + eaµ)dx

µ (11.6)

Ā = ω − e = ta(ω
a
µ − eaµ)dx

µ (11.7)

and require flatness conditions on them

F = dA+A ∧A = 0 (11.8)

F̄ = dĀ+ Ā ∧ Ā = 0. (11.9)

Here, ω denotes a spin connection and ta are generator matrices for SL(3,R) described in
Appendix.C. Note that in even dimensions there is no Chern-Simons action which yields the
flatness conditions. Taking a hypersurce with constant α, ᾱ, β, β̄ and γ, there are the equations
of motion for the gauge connection, which are written by (11.8) and (11.9). On this surface that
frame fields (11.6) and (11.7) reduce to 8×3 rectangular connection, equations (11.8) and (11.9)
will coincide with the equations of motion for connections in SL(3,R)×SL(3,R) Chern-Simons
gauge theory.

11.2 Solutions to Flatness Conditions

In the preceding subsections, we obtained the metric (10.28). In Cartan formulation, the metric
can be obtained by

gµν =
1

2
tr[e2] = habe

a
µe

b
ν , (11.10)

where hab is the Killing mertic for SL(3,R) and defined as

hab =
1

2
tr[tatb]. (11.11)

It turns out there are two solutions to (11.8) and (11.9), which produce (10.28).

• Solution (I)

A =
1

y
dyt2 +

1

y
(cosh γdx− sinh γdβ)t3 +

1

2
dγt6

+
1

y
(sinh γdx− cosh γdβ)t7 −

1

y2
(β̄dx̄− dᾱ)t8 (11.12)

Ā = −1

y
dyt2 −

1

y
(cosh γdx̄− sinh γdβ̄)t1 −

1

2
dγt6

−1

y
(sinh γdx̄− cosh γdβ̄)t5 +

1

y2
(βdx− dα)t4 (11.13)

• Solution (II)

A =
1

y
dyt2 +

1

y
(cosh γdx− sinh γdβ)t3 −

1

2
dγt6

+
1

y
(sinh γdx− cosh γdβ)t7 +

1

y2
(βdx− dα)t8 (11.14)

Ā = −1

y
dyt2 −

1

y
(cosh γdx̄− sinh γdβ̄)t1 +

1

2
dγt6

−1

y
(sinh γdx̄− cosh γdβ̄)t5 −

1

y2
(β̄dx̄− dᾱ)t4 (11.15)
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As β and β̄ increase from 0 to ∞, the leading terms in the solution (I) interchange between Ax

and Ax̄, while ones in the solution (II) does not interchange. It is found that the solution (I) has
both Ax and Ax̄ components. This solution does not satisfy boundary condition Ax̄ = Āx = 0
on the hypersurface ΣC . In the other hand, the solution (II) satisfies these boundary conditions.

For the solutions (I) and (II), the metrics are exactly the same and coincide with (10.28).
The spin-3 fields, which is defined in terms of a vielbein field

φ =
1

3!
tr(e3), (11.16)

are not the same. One for the solution (II) exactly coincides with ϕ in (11.4) up to an overall
constant. By performing an SL(3,R)× SL(3,R) gauge transformation U for A and Ā

A→ A′ = U−1AU + U−1dU (11.17)

Ā→ Ā′ = UAU−1 + UdU−1, (11.18)

(11.19)

it is possible to change the spin-3 field. Although it may be possible to transform the solution
(I) into (II) by such a transformation, this will change the metric field. This is because the
solutions (I) and (II) are not equivalent.

Although there are two independent solutions for flat conditions (11.8) and (11.9), only for
the solution (II) both the metric and the spin-3 field, which is defined in terms of a vielbein field
coincide with (10.28) and (11.4). Hence, from the viewpoint of bulk reconstruction, the solution
(II) is appropriate.

Both solutions satisfy the flatness condition (11.8) and (11.9). In the following section, we
will construct black hole solutions as extensions on this solution.

12 New Scale for the Renormalization Flow

InSection.9 and Section.10, we obtained the differential representation for SU(1, 2) generators.
We also obtained the two-point function of the scalar fields on the boundary which is invariant
under the SU(1, 2) × SU(1, 2) transformations. Furthermore, from the eigenvalue equation for
the quadratic Casimir operator, we read off the metric field in Section.11.

In this section, we will analyze a boundary scalar two-point function and discuss a new scale
for the renormalization flow.

12.1 Conformal Dimension for Scalar Field

The scalar two-point function on the boundary is given by (10.22). This is determined by the
boundary SU(1, 2) symmetry. For simplicity, we will focus on the holomorphic part of the two-
point function. However, a similar discussion holds for the anti-holomorphic part. So, we define
the holomorphic two-point function as

G12 = (D12)
−∆+3iq

4 (D∗
12)

−∆−3iq
4 , (12.1)

where D12 and D∗
12 are defined by

D12 = x212 − β212 − 2x12(β1 + β2) + 4α12 (12.2)

D∗
12 = x212 − β212 + 2x12(β1 + β2)− 4α12. (12.3)

If two operators are put on a hypersurface ΣC with constant α, β and γ, then two-point function
reduces to

G12|ΣC
= (x212 − 4x12β)

−∆+3iq
4 (x212 + 4x12β)

−∆−3iq
4 . (12.4)
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This breaks conformal invariance in general. For β = 0, however, this corresponds to a two-point
function with conformal dimension (∆/2,∆/2). This result comes from ordinary conformal filed
theory, and on the hypersurface Σ0 conformal symmetry are recovered. Furthermore, conformal
symmetry is recovered by taking β to infinity after changing the normalization of the quasi-
primary field by multiplying a factor β∆/4. Then, the conformal dimension is reduced by half
and spin-3 charge q vanishes at the end of the limit. The same conclusion can be reached for
the three-point function. Therefore, the conformal field theory flows to the another one.

To summerize, an operator

O(x, α, β) = β
∆
4 eixL

h
−1eiαW

h
−2eβW

h
−1eL−1O(0)e−L−1e−βWh

−1e−iαWh
−2e−ixLh

−1 (12.5)

where O(0) is the holomorphic primary operator with h = ∆/2 at the origin of Euclidean
plane, have conformal correlation function of conformal weight h/2 in the limit β → ∞. This
renormalization group flow proceeds along β direction at y = 0 in the higher dimensional space
with the metric (10.28). This is similar to the renormalization group flow in the radial direction
y. Because β appears in the metric (10.28) in the combination ββ̄/y4 with y, the limit β → ∞
corresponds to y → 0 that is ultraviolet limit.

12.2 Renormalization Group Flow between Two Vacua

As we discussed in Section.8, there are two vacua correponding to two types of the embeddings of
sl(2,R) in sl(3,R). One is called principal embedding in SL(3,R), where SL(2,R) is generated
by (L−1, L0, L1). In another type, SL(2,R) is generated by (W−2, L0,W2). We define new
SL(2,R) generators L̂n by rescaling as

L̂1 =
1

4
W2, L̂0 =

1

2
L0, L̂−1 =

1

4
W−2 (12.6)

and this embedding gives rise to a new algebra known as W
(2)
3 .

It is clear that in this embedding a scaling dimension ∆/2 changes to ∆/4, then the conformal
weight of primary field change one half.

Again, in a hypersurface β = 0, two-point function of scalar fields tales the form

G12|β=0 ∼
1

x∆12

,while in a hypersurface β → ∞ it takes the form

G12|β→∞ ∼ 1

x
∆
2
12

.

So, this observation implies that vacuum change from principal vacuum to W
(2)
3 vacuum when

β goes from zero to infinity.
Our renormalization group flow will be triggered by some additional terms in the action. We

will argue that these terms are given by

∆S = −iβW h
−1 − iβ̄W̄ h

−1. (12.7)

Recall that under the flow, an operator O(x) transforms as

O(x) → eixL
h
−1eβW

h
−1O(0)e−βWh

−1e−ixLh
−1

= eβW
h
−1O′(x)e−βWh

−1 (12.8)
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where
O′(x) = eix(L

h
−1−βWh

−2)O(0)e−ix(Lh
−1−βWh

−2). (12.9)

In the above discussion, we omitted α dependence because [W−1,W−2] = 0. The fact that
Lh
−1 change to L−1 − iβW h

−2 is consistent with the observation that for β = 0 the translation
generator is Lh

−1 and for β → ∞ it is proportional to W h
−2.

Then, arbitrary states of form |ψ⟩ = O1(x1)O2(x2) · · · On(xn) |0⟩ are transformed according
to

|ψ⟩ → eβW
h
−1O′

1(x1)O′
2(x2) · · · O′

n(xn) |0⟩ (12.10)

In path integral formalism, this translation is done by adding a term ∆S = iβW h
−1 to the action.

We regard this additional term as the origin of the change of the translation generator Lh
−1.

Next, we will consider the geometry. If the renormalization flow from W3 vacuum to W
(2)
3

vacuum is realized, the geometry will change. More strictly, for β = 0 W3 vacuum is realized,
while for β → ∞ another vacuum is realized. As we discussed in the previous section, the metric
of eight dimensional spacetime is given by (10.28)

ds20 =
dy2

y2
− 1

y4
(y2 cosh 2γ − 4ββ̄)dxdx̄+

4

y4
dαdᾱ− 1

y2
cosh 2γdβdβ̄

− 4

y4
(βdxdα+ β̄dx̄dα) +

1

y2
sinh 2γ(dxdβ̄ + dx̄dβ) +

1

3
dγ2.

when we restrict a hypersurface ΣC with constant α, β, ᾱ, β̄ and γ, it reduces to

ds20|ΣC
=
dy2

y2
− 1

y4
(y2 cosh 2γ − 4ββ̄)dxdx̄.

For β = β̄ = 0, this yields the Poincaré AdS spacetime. While for ββ̄ → ∞, this asymptotes to

ds20|ΣC
∼ dy2

y2
− 4

y4
λ2dxdx̄

where we set β = −β̄ = λ. After we rescale a variable y to 4λz = y2, we can find

ds20|ΣC
∼ dz2

4z2
− 1

4z2
dxdx̄.

It is just the Poincaré AdS with half an AdS radius. The roughly sketch of geometry is given
by Figure 5.

For 0 < β <∞, there is an interpolating geometry. When the ultraviolet region y = 0, W
(2)
3

vacuum is realize. While when the infrared region y → ∞, W3 vacuum is realize.
This fact is almost consistent with the result in [21]. In our result, variables x and x̄ do not

interchange after and before renormalization flow occurs, however in [21], authors claim that
these variables interchange.

What field theories do live on the hypersurface? Of course, At the hypersurface Σ0 and the
one where β → ∞, the theories on the boundary are the conformal field theory. At the other
hypersurface, although there is no conformal field theory, there are operators dressed by Wm

generators. We denote the operators as O′. The relation between O′ and the primary operator
O in the conformal field theory is given by

O′(0) = eiαW
h
−2eβW

h
−1O(0)e−βWh

−1e−iαWh
−2 (12.11)

This implies that at the hypersurface the boundary theory is the quantum field theory with
dressed operators O′. When the extra coordinates go from zero to infinity, the theory living
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Figure 5: The flow of geometry

on the boundary flows from the conformal field theory to the conformal field theory. In the
intermediate region, however, the theory is not conformal. As a result of the flow, the conformal
dimension of the field operator changes from (∆/2,∆/2) to (∆/4,∆/4).

Finally, we will consider the role of β. In the ordinary AdS/CFT correspondence, the radial
direction y corresponds to the energy scale of the boundary theory. The boundary conformal
field theory with a metric

ds2CFT = ηµνdx
µdxν (12.12)

is invariant under a scale transformation xµ → α′xν , which rescales the energy E → E/α′. In
the AdS spacetime, the metric is given by

ds2 =
1

y2
(dy2 + ηµνdx

µdxν). (12.13)

When we take a hypersurface with constant y, the induced metric is given by

ds2 =
1

y2
ηµνdx

µdxν (12.14)

and this implies that rescaled energy is given by E′ ∝ 1/y. In the pure AdS spacetime, the
symmetry is SO(2, 2). When we take the holographic screen at constant y, the symmetry on
the screen coincides with conformal symmetry. In general, asymptotically AdS spacetime, this
statement is not true because the bulk has less symmetry than pure AdS spacetime. Near the
boundary, however, the conformal symmetry is recovered. This means that the theory on the
holographic screen at a constant y change. In the large y or the infrared region, the theory is
not conformal. When y approaches the boundary, the theory flows to conformal field theory.

In the case of our model, the metric is given by (10.28). When we consider the hypersurface
ΣC with constant α, β, γ, the induced metric is given by (10.30). By performing the general
coordinate transformation 4βz = y2 with β = −β̄ ̸= 0, the radial coordinate changes to z.

ds2 =
dz2

z2
− 1

4βz
(cosh 2γ +

β

z
)dxdx̄ (12.15)

We fix y = ϵ≪ 1 where the two-point function of two scalar behaves as (12.1). Then, the radial
coordinate z determines the value of β uniquely. When z moves from the infrared region z ∼ ∞
to the ultraviolet region z ∼ 0, β moves from 0 to ∞. This is shown in Figure 6.
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At β = 0 the theory is a conformal field theory where the scaling dimension of the scalar
primary is ∆/2, on the other hand, at β → ∞ the theory is another conformal field theory
with the scaling dimension of the scalar ∆/4. At intermediate regions, the conformal symmetry
is broken because of a non-zero β. The boundary theory is a quantum field theory where field
operators are given by dressed operators (12.11). Therefore, the theory flows from one conformal
field theory to another conformal field theory and β triggers off this flow.

z

Β

Figure 6: Relation between z and β with constant y

13 Black Hole Solution for the Chern-Simons flatness condition

In this section, we will consider new solutions for the Chern-Simons gauge connections A and Ā.
In particular, we will focus on connections for black holes with or without a spin-3 charge. For
this purpose, we will consider a perturbation around the background (11.6) and (11.7). First,
we will consider flat connections at y = 0, which are denoted as A0 and Ā0

A0 = (cosh γdx− sinh γdβ)t3 −
1

2
dγt6

+ (sinh γdx− cosh γdβ)t7 + (βdx− dα)t8 (13.1)

Ā0 = (− cosh γdx̄+ sinh γdβ̄)t1 +
1

2
dγt6

− (sinh γdx̄− cosh γdβ̄)t5 − (β̄dx̄− dᾱ)t4. (13.2)

Gauge connections at an arbitrary y are obtained by carrying out the following gauge transfor-
mations

A0 = b−1(y)A0b(y) + b−1(y)db(y) (13.3)

Ā0 = b(y)Ā0b
−1(y) + b(y)db−1(y), (13.4)

where b(y) = yt2 . These connection (13.1) and (13.2) satisfy the flatness conditions

F0 = dA0 +A0 ∧ A0 = 0 (13.5)

F̄0 = dĀ0 + Ā0 ∧ Ā0 = 0. (13.6)
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From now, we add small perturbations ψ and ψ̄ to (13.1) and (13.2):

A = A0 + ψ (13.7)

Ā = Ā0 + ψ̄ (13.8)

We require that these satisfy the flatness conditions (11.8) and (11.9). The transformation b(y)
is used to obtain connections A and Ā.

When ψ and ψ̄ are expanded as ψ = ψ(1) + ψ(2) + ψ(3) + · · · , we can obtain the flatness
conditions to each orders of perturbation systematically. The i-th order perturbation ψ(i) should
satisfy

dψ(i) +A0 ∧ ψ(i) + ψ(i) ∧ A0 +
i−1∑
k=1

ψ(k) ∧ ψ(i−k) = 0. (13.9)

Let us solve the above equation for i = 1

dψ(1) +A0 ∧ ψ(1) + ψ(1) ∧ A0 = 0. (13.10)

By expanding ψ(1) and A0 into a basis of SL(3,R) generators as

ψ(1) = ψ(1)ata (13.11)

A0 = Aa
0ta, (13.12)

(13.10) is transformed into
dψ(1)a + fabcAb

0 ∧ ψ(1)c = 0, (13.13)

where fabc is the structure constant for sl(3,R) algebra given in Appendix.C. Explicit forms of
these equation are given by

dψ(1)1 + 4(sinh γdx− cosh γdβ) ∧ ψ(1)4 + dγ ∧ ψ(1)5 = 0

dψ(1)2 − 2(cosh γdx− sinh γdβ) ∧ ψ(1)1 + 16(βdx− dα) ∧ ψ(1)4 − 2(sinh γdx− cosh γdβ) ∧ ψ(1)5 = 0

dψ(1)3 − (cosh γdx− sinh γdβ) ∧ ψ(1)2 + 4(βdx− dα) ∧ ψ(1)5 − 2(sinh γdx− cosh γdβ) ∧ ψ(1)6 − dγ ∧ ψ(1)7 = 0

dψ(1)4 = 0 (13.14)

dψ(1)5 − 4(cosh γdx− sinh γdβ) ∧ ψ(1)4 + dγ ∧ ψ(1)1 = 0

dψ(1)6 − 3(sinh γdx− cosh γdβ) ∧ ψ(1)1 − 3(cosh γdx− sinh γdβ) ∧ ψ(1)5 = 0

dψ(1)7 − (sinh γdx− cosh γdβ) ∧ ψ(1)2 − 4(βdx− dα) ∧ ψ(1)1 − 2(cosh γdx− sinh γdβ) ∧ ψ(1)6 − dγ ∧ ψ(1)3 = 0

dψ(1)8 − 2(βdx− dα) ∧ ψ(1)2 + (sinh γdx− cosh γdβ) ∧ ψ(1)3 − (cosh γdx− sinh γdβ) ∧ ψ(1)7 = 0

For a = 4, the equation is simple and solved by introducing an arbitrary function Q1: ψ
(1)4 =

−dQ1. Other equations are also solved by taking appropriate linear combinations of some
equations and introducing seven arbitrary functions Qi where i = 2, 3, · · · , 7. Then, the most
general solutions are given by

ψ(1)1 = (dQ3 − 4Q1dx) sinh γ + (dQ2 + 4Q1dβ) cosh γ

ψ(1)2 = −(16βQ1 + 2Q2)dx+ 16Q1dα− 2Q3dβ + dQ4

ψ(1)3 = [dQ6 + 4Q3dα− 2Q5dβ − (Q4 + 4βQ3)dx] cosh γ − [dQ7 − 4Q2dα−Q4dβ − (2Q5 − 4βQ2)] sinh γ

ψ(1)4 = −dQ1 (13.15)

ψ(1)5 = −(dQ3 − 4Q1dx) cosh γ − (dQ2 + 4Q1dβ) sinh γ

ψ(1)6 = −dQ5 + 3Q2dβ + 3Q3dx

ψ(1)3 = [dQ6 + 4Q3dα− 2Q5dβ − (Q4 + 4βQ3)dx] sinh γ − [dQ7 − 4Q2dα−Q4dβ − (2Q5 − 4βQ2)] cosh γ

ψ(1)8 = −dQ8 −Q6dβ + 2Q4dα+ (Q7 − 2βQ4)dx.

Similar calculation holds for the perturbation ψ̄(1). Only we need is to replace variables, arbi-
trary functions and perturbations in (13.15) (x, α, β,Qi, ψ

(1)1, ψ(1)2, ψ(1)3, ψ(1)4, ψ(1)5, ψ(1)6, ψ(1)7, ψ(1)8)
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by (x̄, ᾱ, β̄, Q̄i, ψ̄
(1)3, ψ̄(1)2, ψ̄(1)1, ψ̄(1)8, ψ̄(1)7, ψ̄(1)6, ψ̄(1)5, ψ̄(1)4). Hence there are sixteen pertur-

bative gauge modes Qi and Q̄i. For static or stationary black hole solutions, these functions
must be chosen such that ψ(1) and ψ̄(1) are periodic in the direction of x and x̄. Using results of
first order perturbation, we can solve the equations for second order perturbation. By continuing
these procedure, we can solve i-th order perturbation systematically.

13.1 Asymptotically AdS Black Hole Solution without Spin-3 Charge

The flat connections for a black hole without spin-3 charge are obtained by choosing suitable
Qi and Q̄i, which are determined to make ψ(1) and ψ̄(1) are periodic in x and x̄

Q1 = Q3 = 0

Q2 = −ax
Q4 = −ax2

Q5 = −3azβ (13.16)

Q6 = −1

3
ax3 − 3axβ2

Q7 = −ax2β − 4axα

Q8 =
1

3
ax3β − 2ax2α+ axβ3.

Q̄i is obtained by replacing (Qi, x, α, β, a) into (Q̄i, x̄, ᾱ, β̄,−ā). Then ψ(1) and ψ̄(1) are given by

ψ(1) = [−a cosh γt1 − a(3β2 cosh γ − 4α sinh γ)t3

+a sinh γt5 + 3aβt6 + a(4α cosh γ − 3β2 sinh γ)t7 − aβ3t8]dx (13.17)

ψ̄(1) = [ā cosh γt3 + ā(3β̄2 cosh γ − 4ᾱ sinh γ)t1

−ā sinh γt7 − 3āβ̄t6 − ā(4ᾱ cosh γ − 3β̄2 sinh γ)t5 + āβ̄3t4]dx̄ (13.18)

In the above equations, parameters a and ā are the following constants

a = 2G(M + J), ā = 2G(M − J), (13.19)

where M and J are mass and angular momentum, G is gravitational constant.
So far, we consider a first-order perturbation corresponding a stationary black hole. Gener-

ally, we have to consider the next order solution in order to obtain an exact solution. It is found
that a solution A0 + ψ(1) satisfies the full order flat condition (13.5). This is because the first
order perturbation has only x component. The second order equation contains a wedge product
ψ(1) ∧ ψ(1) but this term vanishes and we can take a solution ψ(2) = 0.

The vielbein e = (A− Ā)/2 yields the metric

ds2 = ds20 + adx2 + ādx̄2 − 2aβdγdx− 2āβ̄dγdx̄− 4

y4
(aβ̄β3 + āββ̄3)dxdx̄

+
a

y2
(3β2 cosh 2γ − 4α sinh 2γ)dxdx̄+

ā

y2
(3β̄2 cosh 2γ − 4ᾱ sinh 2γ)dxdx̄

− aā

(
y2 cosh 2γ − 6ββ̄ − 4

y4
β3β̄3 +

9β2β̄2

y2
cosh 2γ +

16αᾱ

y2
cosh 2γ − 12β2ᾱ

y2
sinh 2γ − 12β̄2α

y2
sinh 2γ

)
dxdx̄

− a

y2
(3β2 sinh 2γ − 4α cosh 2γ)dxdβ̄ − ā

y2
(3β̄2 sinh 2γ − 4ᾱ cosh 2γ)dx̄dβ

+
4a

y4
β3dxdᾱ+

4ā

y4
β̄3dx̄dα, (13.20)
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where ds20 is the metric (10.28). It also turns out that this metric satisfies eight dimensional
vacuum Einstein equation (10.29).

On the hypersurface ΣC , the metric reduces to

ds2 =
dy2

y2
− 1

y4
(y2 cosh 2γ − 4ββ̄)dxdx̄+ adx2 + ādx̄2 − 4

y4
(aβ̄β3 + āββ̄3)dxdx̄

+
a

y2
(3β2 cosh 2γ − 4α sinh 2γ)dxdx̄+

ā

y2
(3β̄2 cosh 2γ − 4ᾱ sinh 2γ)dxdx̄ (13.21)

− aā

(
y2 cosh 2γ − 6ββ̄ − 4

y4
β3β̄3 +

9β2β̄2

y2
cosh 2γ +

16αᾱ

y2
cosh 2γ − 12β2ᾱ

y2
sinh 2γ − 12β̄2α

y2
sinh 2γ

)
dxdx̄.

The induced metric (13.21) is also a black hole solution to the equation of motion of three
dimensional SL(3,R)× SL(3,R) Chern-Simons theory. This black hole does not have a spin-3
charge. In particular, on a hypersurface Σ0 with α = ᾱ = β = β̄ = γ = 0, the metric coincides
with the one of BTZ black hole [23].

It also turns out that a spin-3 field φ = tr(e3)/6 for these flat connections A and Ā satisfies
the eight dimensional equation

∇µφνρσ = 0. (13.22)

The complete result of the spin-3 field is very complex and it is expressed in Appendix.D. On
the hypersurface Σ0, it vanishes

φ|Σ0 = 0. (13.23)

13.2 Hawking Temperature for Black Hole Solution without Spin-3 Charge

The Hawking temperature of this black hole (13.21) can be obtained by holonomy conditions
[25]. We recall the procedure in Section.8. Let us consider the case of finite and non-vanishing
a and ā. The flatness condition (11.8) solves for the more general form

A = U−1dU (13.24)

where U is a matrix function and U−1 is its inversion. On the hypersurface ΣC , this reduces
to Ax = U−1∂xU and U is given by U = exp(xAx). On the three dimensional asymptotically
Euclidean AdS space, which is obtained by Wick rotating a time direction, the coordinate z ≡ x
and z̄ ≡ x̄ are identified as (z, z̄) ∼ (z + 2πτ, z̄ + 2πτ̄), where τ and τ̄ are modular parameters
of the boundary tori. A holonomy matrix w are defined as a Willson line

ew = U(z, z̄)−1U(z + 2πτ, z̄ + 2πτ̄). (13.25)

So, w is given by
w = 2πτAx. (13.26)

Similar discussion holds for anti-holomorphic part and a holonomy matrix w̄ is defined by

w̄ = 2πτ̄Āx̄. (13.27)

By requiring that the flat connections are non-singular, the matrix w and w̄ should be
required to have eigenvalues 0, 2πi or −2πi. So, we require that the holonomy matrices satisfy
the following two conditions

detw = 0 (13.28)

trw2 = −8π2 (13.29)
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and similar equations for w̄. The connections for the black hole without a spin-3 charge satisfy
the first condition trivially. Substituting this solution into the second condition, we find

τ =
i

2
√
a
, τ̄ =

i

2
√
ā
. (13.30)

A periodicity of a time direction relates to the inverse of temperature T and we define the inverse
right and left temperature as

βR = −2πiτ, βL = −2πiτ̄ , (13.31)

where βR = 1/TR and βL = 1/TL. Then we obtain

βR =
π√
a
=

π√
2G(M + J)

, βL =
π√
ā
=

π√
2G(M − J)

. (13.32)

13.3 Asymptotically Black Hole Solution with Spin-3 Charge

In this section, we will consider a black hole solution for (13.5) with the spin-3 charge. Although
procedures are similar in the preceding subsection, Solving the equations is more difficult. In
the preceding section, there are two parameters related to the mass and the angular momentum.
But, in this case, we have to add some extra parameters related to spin-3 charges and its chemical
potentials, which denotes b, b̄ and µ, µ̄. Furthermore, the integrability condition for the partition
function is imposed as in Section.8.

First, let us solve the equation (13.5) for a first order perturbation ψ(1). When contribution
from spin-3 charge is taken into account, it turns out that arbitrary functions Qi takes form

Q1 = bx

Q2 = QBTZ
2 − 4bxβ − 8bα

Q3 = 2bx2

Q4 = QBTZ
4 + 4bx2β − 16bxα (13.33)

Q5 = QBTZ
5 + 2bx3 − 5bxβ2 − 24bαβ

Q6 = QBTZ
6 − 8bx2α+ 4bx3β − 4bxβ3 − 24bαβ2

Q7 = QBTZ
7 − 16bxαβ − 16bα2 + 2bx2β2 + bx4

Q8 = QBTZ
8 + µx+ 8bx2αβ − 2bx3β2 − 16bxα2 +

b

5
x5 + bxβ4 + 8bαβ3

where QBTZ
i are given by (13.16). Substituting these into ψ(1) (13.14), we can find that α

components appear in the connection A in addition to x components. In preceding subsection,
flat connections up to first order perturbation is exact solutions for (13.5). In this case, however,
these are not exact. the first order perturbation has α components and then ψ(1) ∧ψ(1) term in
the second order equation does not vanish.

Then let us consider the flatness conditions for the second order perturbation. The differential
equation is given by

dψ(2) +A0 ∧ ψ(2) + ψ(2) ∧ A0 + ψ(1) ∧ ψ(1) = 0. (13.34)

Inhomogeneous solutions for this equation are given by

ψ
(2)3
I = −96abα2β cosh γdx− 32bµα sinh γdx

ψ
(2)6
I = 48abα2dx

ψ
(2)7
I = −96abα2β sinh γ − 32bµα cosh γdx

ψ
(2)8
I = −48abα2β2dx.

78



There is an ambiguity associated with the solutions to the homogeneous parts for ψ(2). Making
ψ(2) periodic in x and keeping the Fefferman-Graham gauge for the metric ψ(2)2 = 0, this
ambiguity is fixed. We take into account these contributions and obtain the second order solution

ψ(2)1 = ζ2bµ sinh γdβ + ζ2bµ cosh γdx

ψ(2)2 = 0

ψ(2)3 = ψ
(2)3
I + 2ζ1aµβ cosh γdx+ (4ζ2bµβdα− 2ζ2bµβ

2dx) cosh γ − 4ζ2bµα sinh γdx

ψ(2)4 = 0 (13.35)

ψ(2)5 = −ζ2bµ sinh γdx− ζ2bµ cosh γdβ

ψ(2)6 = ψ
(2)6
I − ζ1aµdx

ψ(2)7 = ψ
(2)7
I + 2ζ1aµβ sinh γdx− 4ζ2bµα cosh γdx+ (4ζ2bµβdα− 2ζ2bµβ

2dx) cosh γ

ψ(2)8 = ψ
(2)8
I + ζ1aµβ

2dx+ 2ζ2bµβ
2dα− 2

3
ζ2bµβ

3dx

where ζ1 and ζ2 are constants and are determined by the integrability condition that we will
discuss in the later. By repeating this procedure order by order, we will obtain the solution for
i-th order perturbation ψ(i) in principle. The solutions for the third perturbation are written in
Appendix.E, which contain the extra constant parameter ζ3. Of course we can add higher-order
perturvations, which do not depend on α, β, such as ζ4a

2b2 and ζ5a
2µ2 and so on. These terms

are restricted from the holnomy conditions, which will be discussed later, and we find ζi = 0
except for ζ1, ζ2 and ζ3. Hence, we will consider only non-zero constant and omit other terms
in the following discussion.

Let us consider the holonomy up to this order. As in preceding subsection, a holonomy
matrix w can be defined and imposed two constraints (13.28) and (13.29). Those constraints
are given by

27b2ζ22µ
3τ3 + 9bτ3[3 + a(−6ζ2 + ζ1(8 + ζ2)µ

2)] + a2µτ3(27− 2aζ31µ
2 − 9[ζ1 + 8aζ3µ

2)] = (4th order tems)

3 + 12aτ2 − 12b(−4 + ζ2)µτ
2 + 4a2(ζ21 + 12ζ3)µ

2τ2 = (4th order tems).

On the right hand side of the above equations, there are terms which are higher order in the
expansion parameter and these depend on α and β. Surprisingly if we consider the next order
solution, fourth-order terms are exactly canceled out by a new contribution from the next order
and their terms do not change any terms in the left hand side. Hence, if we consider all order
perturbation, the holonomy conditions may reduce to the following form ultimately

27b2ζ22µ
3τ3 + 9bτ3[3 + a(−6ζ2 + ζ1(8 + ζ2)µ

2)] + a2µτ3(27− 2aζ31µ
2 − 9[ζ1 + 8aζ3µ

2)] = 0 (13.36)

3 + 12aτ2 − 12b(−4 + ζ2)µτ
2 + 4a2(ζ21 + 12ζ3)µ

2τ2 = 0. (13.37)

In the following discussions, we assume that this observation is valid.
Then, we will solve holonomy conditions (13.36) and (13.37) with respect to a and b. (13.37)

is solved as

b =
1 + 4aτ2 + 1

12(ζ
2
1 + 12ζ3)ν

2a2

(ζ2 − 4)ντ
(13.38)

where we define ν = 4µτ . By substituting this into (13.36) and differentiating the result with
respect to τ and ν. Then , we solve the differential equation for (∂a/∂τ)ν and (∂b/∂ν)τ and
require that these two differential coefficients should satisfy(

∂a

∂ν

)
τ

=

(
∂b

∂τ

)
ν

. (13.39)

This equation is the integrability condition for the partition function of the black hole [20]

Z = Tre
iπ
2G

(aτ+ 1
4
bν)e

iπ
2G

(āτ̄+ 1
4
b̄ν̄). (13.40)
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The integrability condition tells us that non-zero parameter ζi are determined uniquely and
given by

(ζ1, ζ2, ζ3) = (−2,−8, 1). (13.41)

As we discussed, we can add some higher order terms which only depend on x, such as ζ4a
2b2

and ζ5a
2µ2. The constraint (13.39) eliminates ζi for i ≥ 4. Then, the right-mover temperature

is given by TR = i/2πτ .
A similar analysis for the left mover can also be carried out. The holonomy conditions for

bar parts require that a solution which guarantee the integrability condition should satisfy

(ζ̄1, ζ̄2, ζ̄3) = (−2, 8, 1). (13.42)

The entropy of this black hole S = SL + SR can be obtained by solving differential equation
in [20]

τ =
i

4π2
∂SR
∂a

, ν =
i

4π2
∂SR
∂b

. (13.43)

The right-moving pert SR is given by

SR =
π

2G

√
af

(
27b2

2a3

)
(13.44)

where

f(x) = cos

[
arctan

(√
x(2− x)

6(1− y)

)]
.

Surprisingly, the entropy and partition function do not depend on α and β.
Thanks to the miraculous cancellation, holonomy conditions (13.36) and (13.37) do not

depend on the variables α, β, ᾱ, β̄ and γ. This situation is similar to that in the black hole
without spin-3 charge. So, let us study the holonomy conditions for the flat connections on the
hypersurface Σ0 with α = β = ᾱ = β̄ = γ = 0. The flat connections are given by

A|Σ0 =
[
(−a+ ζ2bµ)t1 + t3 − (b+ ζ3a

2µ)t4 − ζ1aµt6 − µt8
]
dx (13.45)

Ā|Σ0 =
[
(ā+ ζ̄2b̄µ̄)t3 + t1 − (b̄+ ζ̄3ā

2µ̄)t8 − ζ̄1āµ̄t6 − µ̄t4
]
dx̄. (13.46)

These are solutions to the equations of motion in three dimensional Chern-Simons theory with
the boundary condition Ax̄ = Āx = 0. Since x component and x̄ component are decomposed,
the flatness conditions are trivially satisfied and there are no constraints for constants ζi. These
are determined by requiring the integrability condition (13.39) and coincides with (13.41) and
(13.42). The metric is obtained by

ds2 =
dy2

y2
+

(
a+ 12bµ+

16

3
a2µ2

)
dx2 +

(
ā+ 12b̄µ̄+

16

3
ā2µ̄2

)
dx̄2

− 1

3y4
[
3y2 + 12µµ̄+ 8aāµµ̄y4 + 12y8(b+ a2µ)(b̄+ ā2µ̄)

]
dxdx̄

−y2(a+ 8bµ)(ā+ 8b̄µ̄)dxdx̄. (13.47)

This coincides with the BTZ black hole when we take b = b̄ = µ = µ̄ = 0.
The most general black hole solution in the spin-3 gravity will be obtained by replacing all

constant parameter a, b, µ into functions that depend on x. Similarly, constants with bar symbol
are replaced by functions of x̄. The flat connections are given by

A|Σ0 = [(−a(x) + ζ2b(x)µ(x))t1 + t3 − (b(x) + ζ3a(x)
2µ(x))t4

−ζ1a(x)µ(x)t6 − µ(x)t8]dx (13.48)
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Ā|Σ0 = [(ā(x̄) + ζ̄2b̄(x̄)µ̄(x̄))t3 + t1 − (b̄(x̄) + ζ̄3ā(x̄)
2µ̄(x̄))t8

−ζ̄1ā(x̄)µ̄(x̄)t6 − µ̄(x̄)t4]dx̄. (13.49)

It turns out that (13.48) and (13.49) still satisfy the flatness conditions. In fact, when we
take b = b̄ = µ = µ̄ = 0, the metric coincides with the most general BTZ black hole in the
Fefferman-Graham gauge [35].

Next we consider connections which do not satisfy the boundary condition Ax̄ = Āx = 0,
which are introduced in [21].

A′ = (t3 − at1 − bt4)dx+ µ(8bt1 + a2t4 − 2at6 + t8)dx̄ (13.50)

Ā′ = −(t1 − āt3 − b̄t8)dx̄+ µ̄(8b̄t3 + ā2t8 − 2āt6 + t4)dx. (13.51)

To make the variation problem well-defined, the extra local terms

SExtra =
k

4π

∫
y=ϵ

d2x

[
4

y
A′1

x̄ +
16µ

y2
A′4

x

]
(13.52)

must be added. The metric is given by

ds′2 =
dy2

y2
+

1

3

[
3a(1 + 8b̄µ̄y2) + 4ā2µ̄(3by4 + 4µ̄)

]
dx2 +

1

3

[
3ā(1 + 8bµy2) + 4a2µ(3b̄y4 + 4µ)

]
dx̄2

−
[
1

y2
+

4µµ̄

y4
+

4

3
(9bµ+ 9b̄µ̄+ 2aāµµ̄) + 4y4(bb̄+ a2ā2µµ̄) + y2(aā+ 64bb̄µµ̄)

]
dxdx̄ (13.53)

and this obviously does not coincide with (13.47). It is checked that the spin-3 field is also
different from that obtained from (13.45) and (13.46). Surprisingly the holonomy conditions are
exactly coincide with (13.36) and (13.37). The gauge connections are not equivalent to ours.
There are the following two reasons. First, the asymptotics of this metric is totally different
from the one of ours. Second, if the gauge connections are equivalent, there is common matrix
U to connect these

A′ = U−1AU + U−1dU (13.54)

Ā′ = UĀU−1 + UdU−1. (13.55)

It turns out that the matrix does not exist. Hence, although the partition function is exactly
the same, two sets of flat connections define two distinct bulk geometries.

14 Action Integral for 3D Spin-3 Gravity Coupled to a Scalar
Field

In this work, the formulation of the three-dimensional spin-3 gravity coupled to a scalar field in
eight-dimensional bulk space is studied. There is a natural action for the scalar field written by
(10.35). To make this formulation complete, we should consider an action for the gravity sector.

We introduced the eight dimensional vielbein eaµ and spin connection ωa
µ in this work. The

gauge connections could be defined by A = ω + e and Ā = ω − e. By solving the flatness
conditions (11.8) and (11.9) for the connections, we found a new black hole solutions. If we
restrict to hypersurface ΣC with constant α, β, ᾱ, β̄ and γ, the connections become solutions to
equations of motion of SL(3,R)× SL(3,R) Chern-Simons theory.

However, Chen-Simons formulations for even dimension does not exist and it is not possible
to formulate the gravity sector by means of the Chern-Simons action. So, we should consider
an action that reproduces the equations of motion for e and ω at the semiclassical level.
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Let us consider flatness conditions (11.8) and (11.9) again. By taking an appropriate linear
combination, the conditions yields the equations of motion for e and ω

dea + fabcω
b ∧ ec = 0 (14.1)

dωa +
1

2
fabcω

b ∧ ωc +
1

2
fabce

b ∧ ec = 0. (14.2)

Here, the structure constant f and its contraction is written in Appendix.C. The first condition
is rewritten as a torsionless condition in terms of components

∇µe
a
ν + fabcω

b
µe

c
ν − (µ↔ ν) = 0. (14.3)

Recall the condition of metricity ∇µgνρ = 0. The full covariant derivative of the vielbein should
vanish

Dµe
a
ν = ∇µe

a
ν + fabcω

b
µe

c
ν = 0. (14.4)

Then, we adopt this condition as the equation of motion for the vielbein. We solve the equation
with respect to ωa

µ and the solution is given by

ω̃a
µ =

1

12
fabce

b
ν∇µe

cν . (14.5)

We define the curvature for the local sl(3,R) transformation

Ra
µν(ω) = ∂µω

a
ν − ∂νω

a
µ + fabcω

b
µω

c
ν (14.6)

then the second equation (14.2) is rewritten as

Ra
µν(ω̃) + fabce

b
µe

c
ν = 0. (14.7)

It can be shown that the following action yields this equation

Sgravity =
1

16πG

∫
d8x|e|

(
fa

bceµb e
ν
cR

a
µν(ω̃) +

10

3
Λ8

)
(14.8)

where we define |e| = deteaµ and Λ8 is a cosmological constant in eight dimension, which is equal
to −36.

In the preceding section, an action for a scalar field has been obtained and it is written by
(10.35). Then, We propose that the total action

S = Sgravity + Smatter. (14.9)

describes the three-dimensional spin-3 gravity coupled to a scalar field. In the large central
charge limit, the action for the spin-3 gravity determines the geometry of the eight-dimensional
spacetime semi-classically. The action for the scalar Smatter describes the scalar field in this
background.

15 Summary and Future Works

In this Thesis, the three-dimensional spin-3 gravity was studied from the point of view of the
AdS/CFT correspondence. According to preceding works by other groups, the spin-3 gravity
is dual to the W3 extended conformal field theory. Also, this theory can be described as the
SL(3,R)×SL(3,R) Chern-Simons theory. So far, this duality is guaranteed only at the level of
the operator product expansion. In [21][20], the gauge transformations for the gauge connection
A and Ā give the W3 algebra.

It was unknown how the bulk field can be expressed as operators in W3 extended conformal
field theory and how the matter action can be written. We found answers to these questions.
Our results are the following:
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1) A bulk scalar state is reconstructed from a conformal family generated by the generator
in the W3 extended conformal field theory. Since the commutators [Wn,Wm] give confor-
mal transformations, we should enlarge the three-dimensional AdS spacetime to an eight-
dimensional spacetime in order to construct W3 invariant theory by analogy with super-
space. The enlarged spacetime is defined by introducing five extra coordinate (α, β, ᾱ, β̄, γ).
On a hypersurface with vanishing extra coordinate, the usual three-dimensional AdS space-
time is realized. We performed the bulk reconstruction by imposing conditions (9.13) and
(9.14), which is a natural extension of ones in [15]. The solution (9.58) is expressed in
terms of the primary operator and its descendants in terms of L−1, W−1 and W−2.

2) There is a quadratic Casimir operator in the W3 extended conformal field theory. The re-
constructed state satisfies the eigenvalue equation for the Casimir operator with eigenvalue
(∆2−8∆−3q2)/4. We interpreted this eigenvalue as the mass of the bulk scalar. Also, we
obtained the differential representations for generators. Substituting these representations
into the quadratic Casimir operator, then the quadratic Casimir operator yields a second-
order differential operator. This equation is interpreted as the Klein-Gordon equation for
a free scalar with the mass m2 = (∆2−8∆−3q2)/4 in the enlarged spacetime. The action
integral, which yields the Klein-Gordon equation, is just the action for the massive free
scalar.

3) There is also a cubic Casimir operator. The eigenvalue equation for the Casimir operator
yields the third-order differential equation. Thanks to the two differential equations, we
read off the metric and the spin-3 field. These allowed us to determine the vielbein and the
spin connection uniquely. We defined the SL(3,R) × SL(3,R) gauge connections. These
satisfies the flatness conditions in the enlarged spacetime (11.8) and (11.9). We adopted
these conditions as the equations of motion for the vielbein and the spin connection. We
also constructed the action for gravity sector (14.8), which yields the equations of motion.

4) Coordinates β and β̄ play the role of a new renormalization flow parameter. The two-
point function for the massive scalar fields is obtained by solving SU(1, 2) × SU(1, 2)
invariant conditions (10.5) and (10.6). The solution violates conformal invariance since
the extra coordinates are introduced. There are two points where the conformal invariance
is recovered. One is the point where β = β̄ = 0. Another is the one where (β, β̄) goes to
infinity. At the former point, the metric coincides with the Poincaré AdS metric with a
unit AdS radius. At the latter one, the metric coincides with that of the AdS with half a
unit radius. This implies that a conformal vacuum changes when β and β̄ go from zero to
infinity. There are two inequivalent SL(2,R) embeddings of SU(1, 2) namely W3 vacuum

and W
(2)
3 vacuum. The gauge connections of the former is expressed in terms of matrices

(t1, t2, t3) and corresponding metric is the Poincaré AdS metric with a unit radius, while
the ones of the latter is expressed in terms of matrices (t4, t2, t8) and the corresponding
metric is the one with half a unit radius. Therefore, coordinate β plays the role of a new
flow parameter. And when β goes from zero to infinity, the corresponding vacuum goes

from W3 to W
(2)
3 . At the other points for other values of (β, β̄), interpolating solution

is realized. The conformal invariance is broken on the hypersurface. So, the dual theory
living on the boundary is no longer the conformal field theory but a quantum field theory.

The field operators is dressed by g(α, β) = eiαW
h
−2+iᾱW̄h

−2eβW
h
−1+β̄W̄h

−1 .

5) We obtained new black hole solutions by solving the flatness conditions. In the case of the
black hole without the spin-3 charge, taking a hypersurface Σ0, it coincides with the BTZ
black hole. The Hawking temperature is obtained by solving holonomy condition and it
coincides with that in [21]. However, in the case of the black hole with the spin-3 charge,
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the situation is different. The gauge connection corresponding to the black hole with the
spin-3 charge was also obtained by solving the flatness conditions perturbatively. In this
Thesis, we carried out up to the third-order perturbation. The perturbative expansion con-
tinued as an infinite series. It was checked that higher-order terms did not affect physical
quantities, such as the Hawking temperature and the entropy: two holonomy conditions
whose solution gives the Hawking temperature were determined by perturbations up to the
third-order perturbation. Then, the partition function for the black hole coincided with
that in [21]. Although the partition functions are exactly the same, the geometry is to-
tally different. Furthermore, our gauge connections satisfies the usual boundary condition
Ax̄ = Āx = 0.

There remain several problems to resolve.
First, we obtained the action integral on the enlarged spacetime. This will provide a starting

point to investigate higher-spin gravity. In the case of SL(2,R)×SL(2,R) Chern-Simons theory,
the corresponding action coincides with the Einstein-Hilbert action as we reviewed in Section8.
In the spin-3 gravity case, we obtained the action integral (14.8) in vielbein formalism. It is
still unknown whether the action can be rewritten in terms of the metric-like fields, such as the
metric gµν and the spin-3 gauge field φµνρ, because the number of degrees of freedom of the
metric and the spin-3 field is much larger than that of the vielbein: the number of degrees of
freedom of the vielbein is 56, while the one of the metric is 36 and the one of the spin-3 field
is 120. Because φµνρ must satisfy the condition ∇µφνρλ = 0, however, components of gµν and
φµνρ are not independent. It may be necessary to leave the vielbein in the action. This is not a
drawback of the theory, because the vielbeins will be necessary when fermions are introduced.

Secondly, we obtained a new black hole solution with the spin-3 charge. Although the
geometry is totally different from that in [21], the thermodynamical partition function is the
same. So are the conformal field theories living on the boundaries the same?

Thirdly, the black hole geometry has less symmetry than AdS space intuitively in general.
In three dimensions, however, the AdS spacetime and the BTZ black hole are locally equivalent.
The BTZ black hole can be obtained by an appropriate coordinate transformation from the
AdS spacetime. It is worth investigating the existence of the coordinate transformation from
enlarged AdS to enlarged BTZ or black hole with the spin-3 charge in eight dimensions. If the
transformation exists, it will be possible to construct the scalar state in the black hole spacetime
and the bulk-boundary propagator for the black hole geometry.
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A Transformation of Wm under g(ρ)

Transformations of Wm under

g(ρ) = exp

[
−1

2
ρ(L1 − L−1 + L̄1 − L̄−1)

]
(A.1)

are given by

g(ρ)W2g
−1(ρ) =

1

4
(cosh2 2rho+ 2 cosh ρ+ 1)W2 − sinh ρ(cosh ρ+ 1)W1

+
3

2
sinh2 2ρW0 + sinh ρ(1− cosh ρ)W−1 (A.2)

+
1

4
(cosh2 2ρ− 2 cosh ρ+ 1)W−2

g(ρ)W1g
−1(ρ) = −1

8
(sinh 2ρ+ 2 sinh ρ)W2 +

1

2
(cosh 2ρ+ cosh ρ)W1

−3

4
sinh 2ρW0 +

1

2
(cosh 2ρ− cosh ρ)W−1 (A.3)

−1

8
(sinh 2ρ+ 2 sinh ρ)W−2

g(ρ)W0g
−1(ρ) =

1

8
(cosh 2ρ− 1)W2 −

1

2
sinh 2ρW1 +

1

4
(3 cosh 2ρ+ 1)W0

−1

2
sinh 2ρW−1 +

1

8
(cosh 2ρ− 1)W−2 (A.4)

g(ρ)W−1g
−1(ρ) = −1

8
(sinh 2ρ+ 2 sinh ρ)W2 +

1

2
(cosh 2ρ− cosh ρ)W1

−3

4
sinh 2ρW0 +

1

2
(cosh 2ρ+ cosh ρ)W−1 (A.5)

−1

8
(sinh 2ρ+ 2 sinh ρ)W−2

g(ρ)W−2g
−1(ρ) =

1

4
(cosh2 2rho− 2 cosh ρ+ 1)W2 + sinh ρ(− cosh ρ+ 1)W1

+
3

2
sinh2 2ρW0 − sinh ρ(1 + cosh ρ)W−1 (A.6)

+
1

4
(cosh2 2ρ+ 2 cosh ρ+ 1)W−2.

Similar relations are obtained for anti-holomorphic part. Then, at the boundary ρ→ ∞ Wm −
(−1)mW̄−m gives

g(ρ)(W2 − W̄−2)g
−1(ρ) → 1

6
e2ρ(W2 − 4W1 + 6W0 − 4W−1 +W−2)

−1

6
e2ρ(W̄2 − 4W̄1 + 6W̄0 − 4W̄−1 + W̄−2)

g(ρ)(W1 + W̄−1)g
−1(ρ) → 1

16
e2ρ(−W2 + 4W1 − 6W0 + 4W−1 −W−2)

− 1

16
e2ρ(W̄2 − 4W̄1 + 6W̄0 − 4W̄−1 + W̄−2)

g(ρ)(W0 − W̄−0)g
−1(ρ) → 1

16
e2ρ(W2 − 4W1 + 6W0 − 4W−1 +W−2)

− 1

16
e2ρ(W̄2 − 4W̄1 + 6W̄0 − 4W̄−1 + W̄−2)
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It is clear that the following two independent conditions on the boundary state are obtained

(W2 − 4W1 + 6W0 − 4W−1 +W−2) |ψ⟩B = 0 (A.7)

(W̄2 − 4W̄1 + 6W̄0 − 4W̄−1 + W̄−2) |ψ⟩B = 0. (A.8)

B Solution to the Klein-Gordon Equation

We consider the bulk- boundary propagator, which is a solution to the Klein-Gordon equation
(10.19). We assume that the solution K∆,q can be expressed as

K∆,q(y, γ,X1;X2) =
∞∑
n=0

y∆+2ne−iqγfn(γ,X1;X2) (B.1)

near the boundary. Here, Xi denotes (xi, x̄i, αi, ᾱi, β, β̄i). f0 is equal to the boundary two-
point function of quasi-primary operators, which is given by (10.22). We can solve the equation
perturbatively. First, we consider the sub-leading equation at the order of y∆+2. By substituting
the boundary two-point function, an equation for f1 is obtained and it is readily solved

f1 = (∆+ 3iq)
(x12 + β12)(x̄12 + β̄12)

2D12D̄12

e−(iq+2)γf0

+(∆− 3iq)
(x12 − β12)(x̄12 − β̄12)

2D∗
12D̄∗

12

e−(iq−2)γf0. (B.2)

By repeating this procedure, we can obtain the function f2 as

f2 =
(∆+ 3iq)(∆ + 3iq + 4)

8

(x12 + β12)
2(x̄12 + β̄12)

2

(D12D̄12
)2

e−(iq+4)γf0

+
(∆− 3iq)(∆− 3iq + 4)

8

(x12 − β12)
2(x̄12 − β̄12)

2

(D∗
12D̄∗

12
)2

e−(iq−4)γf0

+
∆2 − 4∆ + 12iq + 9q2

16D∗
12D̄

∗
12

e−iqγf0 +
∆2 − 4∆− 12iq + 9q2

16D12D̄12
e−iqγf0

+
∆2 + 9q2

16

(
1

D̄12D∗
12

+
1

D̄∗
12D12

)
e−iqγf0. (B.3)

C sl(3,C) Algebra

Generators of sl(3,C) in the fundamental representation are given by [19]

t1 =

 0 0 0
1 0 0
0 1 0

 , t2 =

 1 0 0
0 0 0
0 0 −1

 , t3 =

 0 −2 0
0 0 −2
0 0 0


t4 =

√
−σ

 0 0 0
0 0 0
2 0 0

 , t5 =
√
−σ

 0 0 0
1 0 0
0 −1 0

 , t6 =
√
−σ

 2
3 0 0
0 −4

3 0
0 0 0

(C.1)

t7 =
√
−σ

 0 −2 0
0 0 2
0 0 0

 , t8 =
√
−σ

 0 0 8
0 0 0
0 0 0

 .
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For σ < 0, the algebra, t4, t5, · · · , t8 are real and the algebra coincides with sl(3,R). While
for σ > 0, these generators are pure imaginary and the algebra coincides with su(1, 2). The
Killing metric can be defined by

hab =
1

2
tr[tatb]. (C.2)

Its non-zero components are the follows

h22 = 1, h13 = −2, h48 = −8σ, h57 = 2σ, h66 = −4

3
σ. (C.3)

Indices of the local frame are lowered by the Killing metric hab and raised by its inversion hab.
The structure constant fabc are defined by

[ta, tb] = fab
ctc. (C.4)

It is completely symmetric and non-zero components are given by

f123 = −2, f158 = −8σ, f167 = 4σ, f248 = 16σ, f257 = −2σ, f347 = −8σ, f356 = 4σ. (C.5)

The completely symmetric tensor dabc is defined by

dabc =
1

2
tr[{ta, tb}tc]. (C.6)

Casimir operators are given by

C2 = habTaTb (C.7)

C3 = dabcTaTbTc (C.8)

where Ta is some irreducible representation of sl(3,C).
From the adjoint representation (T a)bc = σfb

a
c, the following relations are obtained

fa
bcfbcd =

12

σ2
had (C.9)

dcdefcaffd
fgfegb = 0. (C.10)

D Spin-3 Field without Spin-3 Charge

Given the vielbein field e, the spin-3 field can be given by

φ =
1

3!
tr(e3). (D.1)

The spin-3 field without mass parameters ϕ coincides with (11.4) up to a multiplicative constant.
In the case of a black hole, owing to the existence of perturbations ψ and ψ̄, the spin-3 field
becomes a polynomial of the second degree for a and ā.

Complete result is
φ = 4ϕ+ ϕP (D.2)
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where

ϕP =
6aβ

y2
dy2dx+

12a2α

y
dydx2 − 3a2dx2dα+

3a

y4
(16aα2 − 2β2 − aβ4)dx2dᾱ

+
3

y4
[
−āβ̄2 + a2

{
−3āy4β2 + β4 − āβ4β̄2 + 16α2(−1 + āβ̄2)

}
− a(−2β2 + ā(y4 + 2β2β̄2))

+ay2β
{
−1 + 3āβ̄2 + a(−β2 + ā(y4 + 16αᾱ+ 3β3β̄2))

}
cosh 2γ

−4ay2β(āᾱ+ a(−α+ āᾱβ2 + 3āαβ̄2)) sinh 2γ
]
dx2dx̄

+
3aβ

y2
(−4aα cosh 2γ + (1 + aβ2) sinh 2γ)dx2dβ̄ + a(1 + 3aβ2)dx2dγ +

3āββ3

y4
dβ2dx̄

− 2aβdγ2dx− 3a

y
dydxdβ − 3a

y3
(3β2 cosh 2γ − 4α sinh 2γ)dydxdβ̄

− 3

2y3
[
4(−āα+ a(−α+ 3āᾱβ2 + 3āαβ̄2)) cosh 2γ

+(3āβ̄2 + a(3β2 + ā(y4 − 16αᾱ− 9β2β̄2))) sinh 2γ
]
dydxdx̄

+
6a

y4
[
4ββ̄(−1 + āβ̄2)− y2(−1 + 3āβ̄2) cosh 2γ + 4āy2ᾱ sinh 2γ

]
dxdx̄dα

− 3a

y4
[
8αβ̄(−1 + āβ̄2 + 4āy2ᾱβ) cosh 2γ − y2β(−1 + 3āβ̄2) sinh 2γ

]
dxdx̄dβ

+
1

2y4
[
−y2

{
−3āβ̄2 + a(−3β2 + ā(y4 + 16αᾱ+ 9β2β̄2))

}
cosh 2γ

+4ββ̄(3aāy4 + 2aβ2 + 2āβ̄2 − 2aāβ2β̄2) (D.3)

+4y2(−aα− āᾱ+ 3aāᾱβ2 + 3aāαβ̄2) sinh 2γ
]
dxdx̄dγ

+
24aβ

y4
dxdαdᾱ− 6a

y

2

sinh 2γdxdαdβ̄ − 24

y4
aαdxdᾱdβ − 8aβ3

y4
dxdᾱdγ

+
3aβ

y2
cosh 2γdxdβdβ̄ +

a

y2
(4α cosh 2γ − 3β2 sinh 2γ)dxdβ̄dγ

+ (x↔ x̄, α↔ ᾱ, β ↔ β̄, a↔ ā).
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E Solution for Third Perturbation

Third-order perturbations for flatness conditions are given as follows

ψ(3)1 = cosh γ(H1 + dQ
(3)
2 )− sinh γH2 − 4ζ3a

2µβ cosh γdx− 8ζ3a
2µ cosh γdα

ψ(3)2 = 0

ψ(3)3 = cosh γH3 + sinh γ(−H4 − 4βQ
(3)
2 dx+ 4Q

(3)
2 dα)

−4ζ3a
2µβ3 cosh dx− 24ζ3a

2µβ2 cosh γdα

ψ(3)4 = ζ2abµβdx+ 2ζ2b
2µβ2dx+ 8ζ2b

2µβdα− ζ3µa
2dx

ψ(3)5 = cosh γH2 − sinh γ(H1 + dQ
(3)
2 ) + 4ζ3a

2µβ sinh γdx+ 8ζ3a
2µ sinh γdα (E.1)

ψ(3)6 = −48b2µ(8 + ζ2)α
2dx− 8abµζ2β

3dx− 8b2µζ2β
4dx

−64b2µζ2β
3dα+ 3Q

(3)
2 dβ + 6ζ3a

2µβ2dx+ 24ζ3a
2µβdα

ψ(3)7 = sinh γH3 + cosh γ(−H4 − 4βQ
(3)
2 dx+ 4Q

(3)
2 dα)

−4ζ3a
2µβ3 sinh γdx− 24ζ3a

2µβ2 sinh γdα

ψ(3)8 = 48b2µ(ζ2 + 8)α2β2dx+ 256ab2α4βdx− 32abµζ1α
2βdx

+
2

3
b2µζ2β

6dx+ 2bµζ2β
2dx+ abµζ2β

5dx+ 8bµζ2β
5dα− ζ3a

2µβ4dx− 8ζ3a
2µβ3dα.

Here, one-form Hi and the function Q
(3)
2 are given by

H1 = 5abµζ2β
2dx+

20

3
b2µζ2β

3dx+ 40b2µζ2β
2dα

H2 = 256ab2α3dx− 16abµζ1αdx

H3 = 96b2µ(ζ2 + 8)α2βdx+ 256ab2α4dx− 32abµζ1α
2dx (E.2)

+4b2µζ2β
5dx+ 5abµζ2β

4dx+ 4bµ2ζ2βdx+ 40b2µζ2β
4dα

H4 = −256ab2α3β2dx+ 4abµ(4ζ1 + ζ2)αβ
2dx

Q
(3)
2 = −256ab2α3β + 4abµ(4ζ1 + ζ2)αβ. (E.3)

ϕ̄(3)a is obtained by the following replacement (x, α, β,Qi, ψ
(1)1, ψ(1)2, ψ(1)3, ψ(1)4, ψ(1)5, ψ(1)6, ψ(1)7, ψ(1)8)

by (x̄, ᾱ, β̄, Q̄i, ψ̄
(1)3, ψ̄(1)2, ψ̄(1)1, ψ̄(1)8, ψ̄(1)7, ψ̄(1)6, ψ̄(1)5, ψ̄(1)4) and (a, b, µ, ζ1, ζ2, ζ3) by (−ā, b̄, µ̄, ζ̄1, ζ̄2, ζ̄3).
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