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PREFACE

This volume is intended as the proceedings of Sapporo Symposium on Partial Differential Equations, held on July 29 through July 31 in 1998 at Department of Mathematics, Hokkaido University.

This is the 23rd time of the symposium on Partial Differential Equations. The symposium was founded by Professor Taira Shirota more than 20 years ago. It has one of longest history among symposiums on partial differential equations in Japan.

We wish to dedicate this volume to Professors Rentaro Agemi and Kōji Kubota for their large contribution to the organization of the symposium for many years.
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GLOBAL EXISTENCE AND WAVE BREAKING FOR A SHALLOW WATER EQUATION

J. ESCHER, UNIVERSITY OF KASSEL

1. Introduction

Recently, R. Camassa and D. Holm [1] proposed a new model to describe unidirectional propagation of waves of the surface of a shallow layer of water:

\[
\begin{aligned}
\begin{cases}
    u_t - u_{txx} + 3uu_x = 2u_x u_{xx} + uu_{xxx} & (t, x) \in (0, \infty) \times \mathbb{R} \\
    u(0, \cdot) = u_0.
\end{cases}
\end{aligned}
\]  

(1.1)

The variable \( u(t, x) \) above represents the fluid’s velocity at time \( t \) in the \( x \) direction in appropriate nondimensional units. Unlike the well-known Korteweg-de Vries equation (KdV), which is derived by an asymptotic expansion in the equation of motion, equation (1.1) is obtained in [1] by using an asymptotic expansion directly in the Hamiltonian for Euler’s equation in the shallow water regime. Equation (1.1) was already derived earlier as a bi-Hamiltonian generalization of the KdV equation, cf. [8]. The novelty of Camassa and Holm’s work was the physical derivation of (1.1) and the discovery that equation has solitary waves that retain their shape under interaction and eventually emerge with their original shape and speed. As for the KdV equation there is a spatial periodic version of the Camassa-Holm equation which is also of interest:

\[
\begin{aligned}
\begin{cases}
    u_t - u_{txx} + 3uu_x = 2u_x u_{xx} + uu_{xxx} & (t, x) \in (0, \infty) \times \mathbb{R} \\
    u(t, x + 1) = u(x, t) & (t, x) \in (0, \infty) \times \mathbb{R} \\
    u(0, \cdot) = u_0.
\end{cases}
\end{aligned}
\]  

(1.2)

It is the aim of this note to present some recent results for both equations (1.1) and (1.2).

2. Well-posedness and global existence of strong solutions

It is convenient to reformulate equation (1.1) in terms of the new variable \( y := u - u_{xx} \). Obviously, we have

\[
yy_x + 2uy_x = 3uu_x - uu_{xxx} - 2u_x u_{xx},
\]

so that we obtain from (1.1):

\[
y_t + yy_x + 2u - xy = 0, \quad y(0) = y_0,
\]
where \( y_0 := u_0 - (u_0)_{xx} \). Writing \( Q := (1 - \partial_x^2)^{-1} \) and
\[
A(y)z := (Qy)\partial_x z + 2(Qy)z,
\]
with \( \text{dom}(A(y)) := \{ z \in L_2(\mathbb{R}) ; (Qy)z \in H^1(\mathbb{R}) \} \), equation (1.1) is equivalent to the quasilinear evolution equation
\[
\frac{d}{dt} y + A(y)y = 0, \quad y(0) = y_0.
\]
Observe that \( A(y) \) represents a (possibly) degenerate first order operator, since \( Qy \) may vanish on an arbitrary closed subset of \( \mathbb{R} \). Using some tools from harmonic analysis (in particular the so-called "T(1)" theorem), it is possible to verify the hypotheses of T. Kato’s general theory for abstract quasilinear evolution equations of hyperbolic type (cf. [9]) to obtain the following result.

**Theorem 1.** [2, 3] (a) Given \( u_0 \in H^3(\mathbb{R}) \), there exists a maximal \( T = T(u_0) \) and a unique solution to problem (1.1). The solution \( u \) depends continuously on the initial data \( u_0 \).

(b) Given \( u_0 \in H^3(\mathbb{R}) \), let \( y_0 := u_0 - (u_0)_{xx} \) and assume that \( y_0 \) belongs to \( L_1(\mathbb{R}) \) and does not change sign. Then the corresponding solution \( u(\cdot, u_0) \) exists globally.

It is not difficult to see that the \( H^1(\mathbb{R}) \)-norm of the solution is preserved during the evolution. However, in order to prove part (b) of Theorem 1, we need a priori bounds in \( H^3(\mathbb{R}) \) for the solution. These estimates are obtained by using the hypotheses on the sign of the potential \( y_0 \). We shall see in Section 4 that the above result about global existence is close to optimal, i.e. we shall specify large classes of initial data for which \( y_0 \) changes sign and for which the corresponding solution blows up in finite time.

### 3. Weak solutions

Observe that the class
\[
C([0, T), H^3(\mathbb{R})) \cap C^1([0, T), H^2(\mathbb{R}))
\]
is optimal to solve (1.1) in the space \( C([0, T), L_2(\mathbb{R})) \). Solutions belonging to (3.1) are called **strong solutions**.

A particular feature of the Camassa-Holm equation is the soliton interaction of solitary waves with corners at their crests, discovered numerically in [1]. Obviously, such solutions do not belong to the space (3.1). To provide the mathematical framework for the study of soliton interaction we shall introduce the notion of weak solutions to (1.1). To do this, let us first rewrite (1.1) as a conservation law. More precisely, let \( p(x) := (1/2) \exp(-|x|) \) be the Fourier
transform of the Poisson kernel on \( \mathbb{R} \). Then the resolvent \((1 - \partial_x^2)^{-1}\) can be represented as the following convolution operator:

\[
(1 - \partial_x^2)^{-1}f = p \ast f, \quad f \in L^2(\mathbb{R}).
\]

Assume now \( u_0 \in H^2(\mathbb{R}) \) and let \( u \in C([0, T], H^2(\mathbb{R})) \cap C^1([0, T), H^2(\mathbb{R})) \) be the corresponding strong solution to (1.1). Then using (1.1) it is not difficult to verify that

\[
(1 - \partial_x^2)(u_t + uu_x) = -2uu_x - u_{xx} = -\partial(u^2 + (1/2)u_x^2).
\]

Hence

\[
u_t + uu_x = -\frac{1}{2} \partial_x(p \ast (u^2 + \frac{1}{2}u_x^2)) \quad \text{in} \quad C([0, T), H^1(\mathbb{R})).
\]

Introducing the nonlinear operator

\[
F(v) := -\frac{1}{2} (v^2 + p \ast (v^2 + \frac{1}{2}v_x^2)), \quad v \in H^1(\mathbb{R}),
\]

equation (1.1) can be rewritten as the following nonlocal conservation law

\[
u_t + F(u)_x = 0, \quad u(0, \cdot) = u_0
\]

A function \( u \in L^\infty((0, \infty), H^1(\mathbb{R})) \) is called a global weak solution to (1.1) if and only if it satisfies equation (3.2) in the sense of distributions. It is not very difficult to verify that every strong solution is a weak solution, and that every weak solution belonging to (3.1) is a strong solution. The following result is more interesting:

**Theorem 2.** [4] Let \( u_0 \in H^1(\mathbb{R}) \) and assume that \( y_0 = u_0 - u_{0,xx} \) is a positive regular Borel measure on \( \mathbb{R} \) with bounded total variation. Then there exists a global weak solution of the initial value problem (1.1).

The proof of Theorem 2 is based on an approximation procedure. More precisely, we first approximate appropriate initial data in \( H^1(\mathbb{R}) \) by smooth functions producing a sequence of global strong solutions to (1.1). For this sequence we have uniform bounds in \( H^1(\mathbb{R}) \) and therefore it is possible to extract a subsequence \( u_n \) converging weakly in \( H^1(\mathbb{R}) \) to some \( u \). The most delicate part of the proof is to show that \( u_n^2, x \) converges weakly in \( L^2(\mathbb{R}) \) to \( u_x^2 \). To overcome this difficulty we use the method of compensated compactness, cf. [4].

4. **Wave breaking**

As mentioned in Section 2, blow-up phenomena occur for certain initial profiles. In fact, in the case of the equation (1.2) on the circle \( S \), a quite detailed description of this phenomena is possible. Let us first state the following result:
Theorem 3. [2, 5] Assume that $u_0 \in H^3(S)$ satisfies one of the following conditions:

(a) $\int_S u_0 \, dx = 0$,
(b) $\int_S (u_0^3 + u_0 u_0^2) \, dx = 0$,
(c) $\min_S u_0' + \max_S u_0' \leq -2\sqrt{3}|u_0|_{H^1(S)}$.

Then the maximal existence time of the corresponding solution is finite.

It is worth to note that neither the smoothness nor the size in $H^3(S)$, nor the size of the support of the initial data influence the life-span, but the shape of the initial data. In addition, Theorem 3 implies that in general one can not expect to control by conservation laws the $H^2(\mathbb{R})$-norm of the solution $u$ to (1.1). This is in striking contrast to the KdV-equation, for which the conservation laws immediately yield a priori estimates in any $H^r(\mathbb{R})$-norm, $r \geq 0$. To further investigate the structure of this blow-up phenomena the following result is very useful:

Theorem 4. [6] Let $T > 0$ and $v \in C^1([0,T), H^2(S))$. Then for every $t \in [0,T)$ there exists at least one point $\xi(t) \in S$ with

$$m(t) := \min_{x \in S}[v_x(t, x)] = v_x(t, \xi(t)),$$

and the function $m$ is almost everywhere differentiable with

$$\frac{dm}{dt}(t) = v_x(t, \xi(t)) \quad a.e. \text{ on } (0,T).$$

It can show that the maximal existence time of a solution to (1.2) is finite if and only if its slope becomes unbounded in finite time (while the solution itself remains bounded). This is classically referred to as wave breaking. Based on Theorem 4, it is even possible to determine the exact blow-up rate of this wave breaking:

Theorem 5. [7] The maximal existence time $T$ is finite if and only if

$$\lim_{t \to T} \min_{x \in S} u_x(t, x) = -\infty.$$

In this case we have

$$\lim_{t \to T} (T - t) \min_{x \in S} u_x(t, x) = -2.$$

For a large class of odd initial data we can also describe the exact blow-up set, i.e. the points in $S$ where the slope of the solution becomes unbounded:
Theorem 6. [7] Let $u_0 \in H^2(S) \setminus \{0\}$ be given and set $y_0 := u_0 - u_0,xx$. Assume that $y_0$ is odd with $y_0(x) \geq 0$ on $[0,1/2]$ and $y_0(x) \leq 0$ on $[1/2,1]$. Then the corresponding solution blows up in finite time $T$. We have that
$$u_x(t,0) = u_x(t,1/2) = u_x(t,1) \to -\infty \text{ as } t \to T,$$
while
$$\sup_{(t,x) \in [0,T) \times S} |u(t,x)| < \infty$$
and
$$\sup_{t \in [0,T)} |u_x(t,x)| < \infty, \quad x \in (0,1/2) \cup (1/2,1).$$
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WEAK SOLVABILITY AND WELL-POSEDNESS FOR NONLINEAR DISPERIVE SYSTEMS

TAKAYOSHI OGAWA
GRADUATE SCHOOL OF MATHEMATICS
KYUSHU UNIVERSITY
FUKUOKA 812-8581 JAPAN

1. Interaction Equations

This is a survey talk concerning the time local well-posedness of the system of dispersive equations which arose from the interaction phenomena appearing in the wave wave theory. Let \( \phi(t, x, y) \) be the fluid velocity potential and \( \eta(t, x) \) be the surface displacement. Then the motion of the fluid surface is described by the following system of equations.

\[
\begin{align*}
\Delta \phi &= 0, \quad x \in \mathbb{R}, \quad -h < y < \eta(x), \\
\frac{\partial \eta}{\partial t} - \frac{\partial \phi}{\partial y} + \frac{\partial \phi}{\partial x} \frac{\partial \eta}{\partial x} &= 0, \quad y = \eta(x), \\
\frac{\partial \eta}{\partial t} + \frac{1}{2} |\nabla \phi|^2 + \eta - \frac{C}{(1 + (\eta_x)^2)^{3/2}} \eta_x &= 0,
\end{align*}
\]

where \( y = \eta(x) \) and \( t \geq 0 \).

The solvability and well-posedness are studied by Yoshihara [39] and Iguchi [17]. In order to extract interaction phenomena, so called multiple-scaling expansion is employed: Introducing scaled variables \( (t_k, x_k, y_k) \), where \( t_k = \varepsilon^k t, x_k = \varepsilon^k x \) \((k = 1, 2, \ldots)\), unknown functions are expanded in the following forms:

\[
\begin{align*}
\phi(t, x, y) &= \sum_n \varepsilon^{\mu(n)} \phi_n(t_1, t_2, \ldots, x_1, x_2, \ldots), \\
\eta(t, x) &= \sum_n \varepsilon^{\mu(n)} \eta_n(t_1, t_2, \ldots, x_1, x_2, \ldots)
\end{align*}
\]

We then suppose that the first approximation of the surface displacement is given by

\[
\begin{align*}
\eta_1(t_1, x_1) &= S(t_1, x_1) e^{i(kx - \omega t)} + \overline{S}(t_1, x_1) e^{-i(kx - \omega t)} + L(t_1, x_1)
\end{align*}
\]

where the first two term describes highly oscillating wave and \( L(t, x) \) denotes the slowly drifting long wave. Comparing to the same order terms of \( \varepsilon^{\mu(n)} \) we obtain an interaction equation ( Kaupman [18], Grimshaw [15]):

\[
\begin{align*}
\{ i \partial_t S + \partial_x^2 S &= \alpha L S, \\
\partial_t L + \partial_x L &= \beta \partial_x (|S|^2),
\end{align*}
\]
special case is the modified Zakharov system (Yajima-Oikawa [38]).

Slightly general form of the equation is obtained by Djordjevic-Redekopp [10] and Benney [6]:

\[
\begin{cases}
    i(\partial_t S + c_g \partial_x S) + \partial_x^2 S = \alpha LS + \gamma |S|^2 S, \\
    \partial_t L + c_l \partial_x L = \beta \partial_x(|S|^2),
\end{cases}
\]

c_g, c_l, \alpha, \beta, \gamma \text{ are real constants. When the long wave } L \text{ is governed by a dispersive equation, two kinds of models are suggested: Coupled Schrödinger-KdV equation (Kawahara-Sugimoto-Kakutani [20]):}

\[
\begin{cases}
    i(\partial_t S + c_g \partial_x S) + \partial_x^2 S = \alpha LS, \\
    \partial_t L + c_l \partial_x L + \partial_x^2 L + \partial_x^2 L^2 = \beta \partial_x(|S|^2),
\end{cases}
\]

and an interaction on surface between two phase flow (Funakoshi-Oikawa [11]):

\[
\begin{cases}
    i\partial_t S + \partial_x^2 S = \alpha LS, \\
    \partial_t L + \nu \partial_x \partial_x L = \beta \partial_x(|S|^2),
\end{cases}
\]

where \( \nu > 0 \) and \( D_x = H \partial_x \) with \( Hu = \mathcal{F}^{-1}((-i)\text{sgn}(\xi)\hat{u}) \) being the Hilbert transform.

Common structures among those equations are summarized as follows:

- Short wave envelope "S" is governed by the Schrödinger type equation
- Long wave "L" is subject to the dispersive or wave equation with the drift effect.
- Common coupling nonlinearities.

We note that the Benney’s equation is solvable by ”inverse scattering method” (Yajima-Oikawa [38], Ma [28]).

2. WELLE-POSEDNESS

On a view of the theory of evolution equation, it is desirable to show the well-posedness of those systems. By using Galilei-Gauge transform

\[
\begin{align*}
    u(t, x) &= \sqrt{|\alpha \beta|} e^{i(c_g - c_l) t / 2 - i(c_g - c_l)x^2 / 4} S(t, x + c_l t), \\
    v(t, x) &= \beta L(t, x + c_l t),
\end{align*}
\]

Tsutsumi-Hatano [36] simplified the second system and consider the Cauchy problem in the following form:

\[
\begin{cases}
    i\partial_t u + \partial_x^2 u = mu + \gamma |u|^2 u, \quad t, x \in \mathbb{R}, \\
    \partial_t v = \partial_x(|u|^2), \\
    u(x, 0) = u_0(x), \\
    v(x, 0) = v_0(x).
\end{cases}
\]
They showed the time local well-posedness Benney’s’ equation in the Sobolev space $H^{m+1/2} \times H^m$ where $m = 0, 1, 2, \ldots$. Analogous observation was done for the coupled Schrödinger-KdV equation (M. Tsutsumi [34]):

\[
\begin{align*}
\begin{cases}
i \partial_t u + \partial_x^2 u &= vu + \gamma |u|^2 u, & t, x \in \mathbb{R}, \\
\partial_t v + \partial_x^2 v + \partial_x v^2 &= \partial_x(|u|^2) \\
u(0, x) &= u_0(x), & v(0, x) = v_0(x).
\end{cases}
\end{align*}
\]

Here we precisely define the meaning of “well-posedness” in the Sobolev space in $H^s$. For $s \geq 0$ we let

\[H^s(\mathbb{R}) = \{ u \in L^2(\mathbb{R}); \langle \xi \rangle^s \hat{u}(\xi) \in L^2 \},\]

where $\langle \cdot \rangle = (1 + |\cdot|^2)^{1/2}$.

To consider the weaker solution, we solve the corresponding integral equation to the Cauchy problem of interaction system. For example to Benney’s equation,

\begin{align*}
(2.1) & \quad u(t) = U(t)u_0 - i \int_0^t U(t - t') \left\{ u(t')v(t') + \gamma |u(s)|^2 u(t') \right\} dt', \\
(2.2) & \quad v(t) = v_0 + \int_0^t \beta \partial_x |u(t')| dt',
\end{align*}

where $U(t) = e^{it\partial_x^2}$ is the free Schrödinger evolution group.

Definition. (Well posedness in $H^s$) The equation (B) is (time locally) well-posed in $H^s$ if for any $(u_0, v_0) \in H^s \times H^{s-1/2}$, there exists a time interval $T = T(u_0, v_0)$ and unique pair of solutions $(u, v)$ of the integral equations (2.1)-(2.2) such that

- $(u, v) \in C([0, T); H^s) \cap X \times C([0, T); H^{s-1/2}) \cap Y$, where $X$ and $Y$ are properly chosen subspaces in $C([0, T); H^s)$ and $C([0, T); H^{s-1/2})$ respectively.
- $(u, v)$ is unique in the above space,
- $(u, v)$ is continuously depending on $(u_0, v_0)$.

Under this framework, Tsutsumi-Hatano established the local $H^{m+1/2}$ well-posedness in [35] and [36]. In fact by observing three conservation laws:

- $\|u(t)\|_2 = \|u_0\|_2$,
- $P(u(t), v(t)) = P(u_0, v_0)$ (momentum),
- $E(u(t), v(t)) = E(u_0, v_0)$ (energy),

where

\[P(u, v) = \|v(t)\|^2_2 + 2Im \int_{\mathbb{R}} u(t) \partial_x \overline{u}(t) dx,\]
\[E(u, v) = \|\partial_x u\|^2_2 + \frac{1}{2}\|u\|^4_4 + \int_{\mathbb{R}} |v|^2 dx,\]

they also proved the time global well-posedness to the Benney system for $H^{3/2}$ initial data. Since the largest space where Tsutsumi-Hatano obtained the well-posedness was $H^{1/2} \times L^2$, the following natural question arose: Can we obtain the well-posedness in larger space than $H^{1/2}$?
3. MAIN RESULTS

To cover all non-negative exponent \( s \geq 0 \) and to treat the full system, we introduce the Fourier restriction norm used by Bourgain [7] as auxiliary function spaces \( X \) and \( Y \).

\[
\|u\|_{b}^{2} = \int_{\mathbb{R}^2} \langle \tau + \phi(\xi) \rangle^{2b} \langle \xi \rangle^{2s} |\hat{u}(\tau, \xi)|^2 d\xi d\tau = \|U(-t)f(t)\|_{H_{t}^{s}(\mathbb{R};H_{x}^{s}(\mathbb{R}))}^{2},
\]

\[
\|v\|_{b}^{2} = \int_{\mathbb{R}^2} \langle \tau + \psi(\xi) \rangle^{2b} \langle \xi \rangle^{2s} |\hat{v}(\tau, \xi)|^2 d\xi d\tau = \|V(-t)h(t)\|_{H_{t}^{s}(\mathbb{R};H_{x}^{s}(\mathbb{R}))}^{2},
\]

where \( \phi(\xi) \) and \( \psi(\xi) \) are real valued functions and \( U(t) = e^{it\phi(x)} \), \( V(t) = e^{it\psi(x)} \) are the unitary operators associated with the linear dispersive equations.

The basic argument due to Bourgain [7], Kenig-Ponce-Vega [25] give the well-posedness result for the Cauchy problem:

\[
\begin{cases}
\partial_t v + \partial_x^3 v + \partial_x (v^2) = 0, & t, x \in \mathbb{R}, \\
v(x, 0) = v_0(x),
\end{cases} \quad (KdV)
\]

We take \( \phi(\xi) = |\xi|^3, U(t) = e^{-t\partial_x^3} \) and set \( \Phi_0^b = X_b^s \).

**Theorem 0** ([7],[25]). Let \( s > -3/4 \). For \( v_0 \in H^s \) the KdV equation \((KdV)\) is locally well-posed in \( H^s \) i.e., \( \exists T = T(v_0) > 0, b \in (1/2, 7/12) \) and \( \exists v \in C([0, T); H^s) \cap X^s_b \): unique solution of \((KdV)\) and the map from \((u_0, v_0)\) to \((u, v)\) is Lipschitz continuous from \( H^s \) to \( C([0, T); H^s) \cap X^s_b \).

**Remark 1:** For the nonlinear Schrödinger equation

\[
\begin{cases}
 i\partial_t u + \partial_x^2 u = f(u), & t, x \in \mathbb{R}, \\
u(x, 0) = u_0(x),
\end{cases} \quad (NLS)
\]

where \( f(u) \) is either \( u^2, \bar{u}^2, u^3 \) or \( \bar{u}^3 \), analogous result is obtained ([25]). However the gauge invariant version of \((NLS)\) \( f(u) = |u|^2u \) is not improved by this method. Hence the regularity for the initial data is now obtained only \( u_0 \in L^2 \).

Also the single Benjamin-Ono equation, the regularity for the initial data is not improved by this method.

We now turn into the system equations: For the Benney’s equation

\[
\begin{cases}
 i\partial_t u + \partial_x^2 u = vu + \gamma |u|^2 u, & t, x \in \mathbb{R}, \\
i\partial_t v + c\partial_x v = \partial_x (|u|^2), \\
u(x, 0) = u_0(x), \\
v(x, 0) = v_0(x),
\end{cases} \quad (B)
\]
Let $\phi(\xi) = |\xi|^2$, $U(t) = e^{-it\partial_x} \psi(\xi) = c\text{sgn}(\xi)|\xi|$, $V(t) = e^{-ct\partial_x}$ and set $X_b^s \equiv \Psi_b^s$ and $Y_b^s \equiv \Psi_b^s$. We have:

**Theorem 1 ([3])**. Let $s \geq 0$. For $(u_0, v_0) \in H^s \times H^{s-1/2}$ Benney’s equation (B) is locally well-posed i.e., $\exists T = T(u_0, v_0) > 0, b \in (1/2, 3/4)$ and $\exists (u, v) \in C([0,T); H^s) \times C([0,T); H^{s-1/2})$: unique solution of (B) with

$$u \in X_b^s \quad v \in Y_b^{s-1/2}$$

and the map from $(u_0, v_0)$ to $(u, v)$ is the Lipschitz continuous from $H^s \times H^{s-1/2}$ to $C([0,T); H^s) \times C([0,T); H^{s-1/2})$.

For the two phase flow equations

$$\begin{cases}
i \partial_t u + \partial_x^2 u = vu, & t, x \in \mathbb{R}, \\
\partial_t v + v \partial_x D_x^2 v = \partial_x (|u|^2), \\
u(x, 0) = u_0(x), \\
v(x, 0) = v_0(x),
\end{cases} \quad (FO)$$

we use $\psi(\xi) = \nu \text{sgn}(\xi)|\xi|^2$ and $Y_b^s \equiv \Psi_b^s$.

**Theorem 2 ([3])**. For $s \geq 0$ and $|v| < 1$, (FO) is locally well-posed with $(u_0, v_0) \in H^s \times H^{s-1/2}$, i.e., $\exists T = T(u_0, v_0) > 0, b \in (1/2, 3/4)$ and $\exists (u, v) \in C([0,T); H^s) \times C([0,T); H^{s-1/2})$: unique solution of (FO) and

$$u \in X_b^s \quad v \in Y_b^{s-1/2}.$$

**Remark 2**: Structure of the nonlinear terms requires the regularity difference $\frac{1}{2}$. Let $(u, v)$ be a solution pair of the Benney’s equation. Then setting

$$u_\lambda(x, t) = \lambda^{3/2} u(\lambda x, \lambda^2 t),$$

$$v_\lambda(x, t) = \lambda^2 v(\lambda x, \lambda^2 t),$$

(ignoring $\gamma |u|^2 u$). $(u_\lambda, v_\lambda)$ solves Benney’s equation with initial data

$$u_{\lambda 0} = \lambda^{3/2} u_0(\lambda x),$$

$$v_{\lambda 0} = \lambda^2 v_0(\lambda x).$$

Now take the derivative of order $s$ to $u_\lambda$ and $s - 1/2$ to $v_\lambda$

$$\|D_x^s u_\lambda\|_2^2 = \lambda^{2s} \|D_x^s u\|_2^2$$

$$\|D_x^{s-1/2} v_\lambda\|_2^2 = \lambda^{2s} \|D_x^{s-1/2} v\|_2^2$$

The difference of order $1/2$ is required to keep them equivalent under the scaling.

**Remark 3**: A similar result for Schrödinger-KdV system is possible (Bekiranov-Ogawa-Ponce [2]):

$$\begin{cases}
i \partial_t u + \partial_x^2 u = vu + \gamma |u|^2 u, & t, x \in \mathbb{R}, \\
\partial_t v + v \partial_x D_x^2 v + \partial_x^2 v^2 = \partial_x (|u|^2), \\
u(x, 0) = u_0(x), \\
v(x, 0) = v_0(x),
\end{cases} \quad (SK)$$
i.e., $H^s \times H^{s-1/2}$ local well-posedness ($s \geq 0$). This improves the previous result by M. Tsutsumi [34].

○ Remark 4:
An analogous result for the Zakharov system:

\[
\begin{cases}
    i\partial_t u + \partial_x^2 u = vu, & t, x \in \mathbb{R}, \\
    \partial_t^2 v - \partial_x^2 v = \partial_x^2 (|u|^2), \\
    u(x, 0) = u_0(x), \\
    v(x, 0) = v_0(x), \partial_t v(x, 0) = v_1(x)
\end{cases}
\]

is considered by Bourgain [8], Ginibre-Tsutsumi-Velo [13] and Takaoka [33].

○ Remark 5:
For (FO), if $|\nu| = 1$, our method does not work well. A sort of cancellation prevents to establish the crucial estimate. We are expecting that if $s > 0$ then a similar result hold for (FO) with $\nu = \pm 1$.

○ Remark 6:
In view of Theorem 1 and 2, whether the second equation (long wave) is dispersive type or wave equation, it does not concern on the well-posedness result. In the other words, any smoothing effect in the second equation does not give any effect to obtain up to $L^2 \times H^{-1/2}$ solutions.

We are expecting so far that the case $s = 0$ is optimal under the method present here. In fact, we can show that the crucial estimate in our method does not hold for $s < 0$.

**Proposition 3.** If $s < 0$ and $\nu = \pm 1$ then there is a counter example of the following estimate:

\[\|uv\|_{X_{s-1}^2} \leq C\|u\|_{X_s^2} \|v\|_{Z_{s-1}^1}.\]

One application of the well-posedness for the equations is a limiting problem in the system (FO).

\[
\begin{cases}
    i\partial_t u + \partial_x^2 u = vu, & t, x \in \mathbb{R}, \\
    \partial_t v + \nu \partial_x D_x v = \partial_x (|u|^2),
\end{cases} \quad \text{(FO)}
\]

Passing the parameter $\nu \to 0$, the solution strongly converges to the solution without the dispersive term $\partial_x D_x v$. Namely:

**Theorem 4 ([3]).** As $\nu \to 0$ in (FO) the $L^2 \times H^{-1/2}$ solution converges to the solution of Benney’s equation with $c = 0$. i.e., Let $(u_\nu, v_\nu)$ be $L^2 \times H^{-1/2}$ solution of (FO) and $(u, v)$ be of (B) with $c = 0$ with the same initial data. Then

\[
\begin{align*}
    \|u_\nu - u\|_{C(0,T;L^2)} &\to 0, \\
    \|v_\nu - v\|_{C(0,T;H^{-1/2})} &\to 0
\end{align*}
\]
as $\nu \to 0$. 
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The system (FO) describes the model under the deep water flow, and (B) with \( c = 0 \) is for the shallow flow. Theorem 4 states that the solution in the deep flow equation (FO), is approximately getting close to the shallow setting solution as parameter \( \nu \to 0 \).

In the regular case, the similar result is relatively easy to show. However, our Theorem 4 proves that the system is stable even in the weaker space \( L^2 \times H^{-1/2} \). This stability stems from the smoothing properties not only by free Schrödinger evolution operator but the nonlinear coupling term in the second equation. In fact, the nonlinear coupling \( \partial_x |u|^2 \) has a better smoothing property itself than other term. One can observe that if we multiply the solution \( u \) with the complex conjugate of \( u \), a sort of cancellation happens and the singularity is disappear. Therefore to obtain the weaker solution for (FO) or (SK), we do not need the dispersive properties for the second equation but only need the Schrödinger part and this special structure of nonlinearity.
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Abstract: We consider the global existence, asymptotic behavior, and global non-existence of solutions for the following damped nonlinear wave equations of Kirchhoff type in unbounded domain:

\[ u_{tt} + M(\|A^{1/2}u\|^2)Au + \delta u_t = f(u) \quad \text{in } \mathbb{R}^N \times \mathbb{R}_+ \]

with initial data

\[ u(x,0) = u_0(x) \quad \text{and} \quad u_t(x,0) = u_1(x), \]

where \( A = -\Delta \equiv \sum_{j=1}^{N} \partial_{x_j}^2 \) is the usual Laplace operator, \( \| \cdot \| \) is the norm of \( L^2(\mathbb{R}^N) \), \( \delta \) is a non-negative constant, \( M(\cdot) \) is a nonlinear function satisfying

\[ M(\|A^{1/2}u\|^2) \equiv a + b\|A^{1/2}u\|^{2\gamma} \]

with \( a, b \geq 0, a + b > 0, \) and \( \gamma \geq 1, \) and \( f(u) \) is a \( C^1 \)-function satisfying

\[ |f(u)| \leq k_1 |u|^{\alpha+1} \quad \text{and} \quad |f'(u)| \leq k_2 |u|^\alpha \]

with \( k_1, k_2 \geq 0 \) and \( \alpha > 0. \) For typical example, we can take \( f(u) = C|u|^\alpha u. \)

When \( N = 1, \) Eq.(E) describes nonlinear vibrations of an elastic string. Kirchhoff (1883) firstly studied such integro-differential equations.

In the case of \( a > 0 \) and \( b > 0, \) (E) is called non-degenerate type, and in the case of \( a = 0 \) and \( b > 0, \) degenerate one.

When \( \delta = 0, \) the problem of the local well-posedness in suitable Sobolev spaces has already studied by many authors. On the other hand, in such spaces there are no works related to the global-in-time solvability. For non-degenerate wave equations of Kirchhoff type with nonlinear perturbations

\[ u_{tt} + (1 + \|A^{1/2}u\|^2)Au = f(u, u_t, \nabla u), \]

however, D’Ancona and Spagnolo (CPAM, 1994) have shown the existence of a global \( C^\infty \)-solution under small \( C_0^\infty \)-data. Their results cannot be applied to degenerate equations, and under weaker initial data belonging to \( H^2(\mathbb{R}^N) \times H^1(\mathbb{R}^N) \) also, we cannot obtain any information.
To state our results, we define the following:

\[ E(t) = \|u(t)\|^2 + J(u(t)), \]
\[ J(u) = (a + b(1 + \gamma)^{-1}\|A^{1/2}u\|^{2\gamma})\|A^{1/2}u\|^2 - \int_{\mathbb{R}^N} F(u) \, dx \]

with \( F(u) = 2 \int_0^u f(\eta) \, d\eta, \)

\[ E_1(t) = \|u_t(t)\|^2 + (a + b\|A^{1/2}u(t)\|^{2\gamma})\|A^{1/2}u(t)\|^2, \]
\[ E_2(t) = \|A^{1/2}u(t)\|^2 + (a + b\|A^{1/2}u(t)\|^{2\gamma})\|Au(t)\|^2, \]

\( \mathcal{W}_* = \{ u \in H^1(\mathbb{R}^N); K(u) > 0 \} \cup \{ 0 \}, \)
\( \mathcal{V}_* = \{ u \in H^1(\mathbb{R}^N); K(u) < 0 \}, \)

and

\[ K(u) = \begin{cases} a\|A^{1/2}u\|^2 - k_1\|u\|^\alpha_a^2 & \text{if } a > 0 \\ b\|A^{1/2}u\|^{2(\gamma+1)} - k_1\|u\|^\alpha_a^2 & \text{if } a = 0, \end{cases} \]

where we take \( k_1 = 1 \) if \( f(u) = \|u\|^{\alpha} u. \)

(0) Local Existence

**Theorem.** Suppose that \( \{u_0, u_1\} \in H^2(\mathbb{R}^N) \times H^1(\mathbb{R}^N) \) and \( M(\|A^{1/2}u_0\|^2) > 0 \) (i.e. \( a > 0 \) or \( \|A^{1/2}u_0\|^2 \neq 0 \) if \( a = 0 \)) and \( \alpha \leq 2/(N-4)^+ \). Then, the problem (E) admits a unique local solution \( u(t) \) in the class \( \cap_{j=0}^j C^j([0,T); H^2-j(\mathbb{R}^N)) \) for some \( T = T(\|u_0\|_{H^2}, \|u_1\|_{H^1}) > 0. \)

(I) Global Existence & Decay in Non-Degenerate Case \( (a = b = \delta = 1) \)

(E1) \( u_{tt} + (1 + \|A^{1/2}u\|^{2\gamma})Au + u_t = f(u). \)

**Theorem.** Let \( N \leq 3. \) Suppose that \( \alpha \geq 4/N \) and \( u_0 \in \mathcal{W}_* \). Then, there exists a certain open (unbounded) set \( \mathcal{S} \) in \( H^2(\mathbb{R}^N) \times H^1(\mathbb{R}^N) \) including \( \{0,0\} \) such that if \( \{u_0, u_1\} \in \mathcal{S}, \) the problem (E1) admits a unique global solution \( u(t) \in \mathcal{W}_* \) in the class \( \cap_{j=0}^j C^j(\mathbb{R}^+; H^2-j(\mathbb{R}^N)) \) satisfying

\[ (1 + t)E_1(t) + (1 + t)^2E_2(t) \leq C \quad \text{for } t \geq 0. \]

Moreover, if \( \{u_0, u_1\} \in L^1(\mathbb{R}^N) \times L^1(\mathbb{R}^N), \) then

\[ (1 + t)^{N/2}\|u(t)\|^2 + (1 + t)^{1+N/2}E_1(t) + (1 + t)^{2+N/2}E_2(t) \leq C. \]

(II) Global Existence & Decay in Degenerate Case \( (a = 0, b = \delta = 1) \)

(E2) \( u_{tt} + \|A^{1/2}u\|^{2\gamma}Au + u_t = f(u). \)
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Theorem. Let $N \leq 3$. Suppose that
\[
\alpha \geq 4(\gamma + 1)/N ,
\]
and
\[
\alpha > 2\gamma \quad \text{and} \quad \alpha + 4 > 4\gamma \quad \text{if} \quad N = 3 ,
\]
and $u_0 \in W_*$ with $\|A^{1/2}u_0\|^2 \neq 0$. Then, there exists a certain open (unbounded) set $S'$ in $H^2(\mathbb{R}^N) \times H^1(\mathbb{R}^N)$ including $\{0,0\}$ such that if $\{u_0,u_1\} \in S'$, the problem (E2) admits a unique global solution $u(t) \in W_*$ in the class $\bigcap_{j=0}^{2}(\mathbb{R}_+;H^{2-j}(\mathbb{R}^N))$ satisfying
\[
(1 + t)E(t) + H(t) \leq C \quad \text{for} \quad t \geq 0 ,
\]
where we set
\[
H(t) = \|A^{1/2}u(t)\|^2/\|A^{1/2}u(t)\|^{2\gamma} + \|Au(t)\|^2 .
\]
Moreover, if $\gamma = 1$, then we have
\[
(1 + t)H(t) \leq C \quad \text{for} \quad t \geq 0 .
\]

(III) Global Non-Existence in the case $f(u) = |u|^\alpha u$

(E3) \[ u_{tt} + M(\|A^{1/2}u\|^2)Au + \delta u_t = |u|^\alpha u \]

Theorem. Suppose that $\alpha \geq 2\gamma$ and either
\[ E(0) < 0 \quad \text{or} \quad E(0) = 0 \quad \text{and} \quad (u_0,u_1) > 0 . \]
Then, the local solution $u$ of (E3) cannot be continued to some finite time $T > 0$.

Theorem. Let $N \geq 3$ and $\alpha = 4/(N - 2)$. Suppose that
\[ u_0 \in V_* \quad \text{and} \quad E(0) < D_a \]
and either
\[ \alpha \geq 2\gamma \quad \text{if} \quad a > 0 \quad \text{or} \quad \alpha > 2\gamma \quad \text{if} \quad a = 0 . \]
Then, the local solution $u$ of (E3) cannot be continued to some finite time $T > 0$, where
\[ D_a = \begin{cases} \frac{2}{N} \left( \frac{a}{c_*^2} \right)^{N/2} \quad \text{if} \quad a > 0 \\ \frac{2-N}{N(\gamma+1)} \left( \frac{b}{c_*^2} \right)^{N/(2-(\gamma(N-2))} \quad \text{if} \quad a = 0 \end{cases} \]
with
\[ c_* = \sup \{ \|u\|_{2N/(N-2)}/\|A^{1/2}u\| ; u \in H^1(\mathbb{R}^N), u \neq 0 \} . \]
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§1 INTRODUCTION

We study a smoothing property of solutions to the Cauchy problem for the derivative nonlinear Schrödinger equation of the following form

\[
\begin{align*}
\begin{cases}
iu_t + u_{xx} &= \mathcal{N}(u), & x \in \mathbb{R}, & t \in \mathbb{R}, \\
u(0, x) &= u_0(x), & x \in \mathbb{R},
\end{cases}
\end{align*}
\]

where the nonlinearity \( \mathcal{N}(u) = K_1 u + K_2 |u|^2 u_x + K_3 \ddot{u} u_x^2 \), contains the derivatives of the unknown and the functions \( K_j = K_j(|u|^2), K_j(z) \in C^{4+3}([0, \infty)) \). If \( K_3(z) = \frac{\lambda_3}{1 + \mu z} \) and \( \lambda_3 = \mu = 1, K_1 = K_2 = 0 \), then (1.1) appears in the classical pseudospin magnet model [16].

To state our main result we introduce some function spaces. The Lebesgue space is \( L^p = \{ \varphi \in S' : \| \varphi \|_p < \infty \} \), where \( \| \varphi \|_p = (\int |\varphi(x)|^p dx)^{1/p} \) if \( 1 \leq p < \infty \) and \( \| \varphi \|_\infty = \text{ess.sup}\{ |\varphi(x)| ; x \in \mathbb{R} \} \) if \( p = \infty \). For simplicity we let \( \| \varphi \| = \| \varphi \|_2 \). Weighted Sobolev space is \( H^{m,s}_p = \{ \varphi \in S' : \| \varphi \|_{m,s,p} = \left\| (1 + x^2)^{s/2} (1 - \partial_x^2)^{m/2} \varphi \right\|_p < \infty \} \), \( m, s \in \mathbb{R}, 1 \leq p \leq \infty \). For simplicity we write \( H^{m,s} = H^{m,s}_2 \). We denote also \( H^{m,\infty} = \cap_{s=1}^\infty H^{m,s} \). We let \( C(I; B) \) be the space of continuous functions from a time interval \( I \) to a Banach space \( B \).

Our main results are the following.

This is a joint work with N.Hayashi and P.I.Naumkin [22].
Theorem 1.1. Let the initial data \( u_0 \in H^{3,l} \), with any \( l \in \mathbb{N} \). Then for some time \( T > 0 \) there exists a unique solution

\[
u \in C \left( [-T,T]; H^{2,0} \right) \cap L^\infty \left( -T,T; H^{3,0} \right) \cap C \left( [-T,T] \setminus \{0\}; C^{l+2}(\mathbb{R}) \right)
\]

of the Cauchy problem (1.1) such that

\[
\sup_{t \in [-T,T]} \left| t \right|^{k} \left\| (1 + x^2)^{-k/2} \partial_x^k u(t) \right\|_{2.0} < \infty \quad \text{for} \quad 0 \leq k \leq l.
\]

By virtue of Theorem 1.1, (1.1) and the Sobolev's embedding inequality (see [6]) we get

Corollary 1.1. Let the initial data \( u_0 \in H^{3,\infty} \). Then for some time \( T > 0 \) there exists a unique solution \( u \in C^{\infty} \left( [-T,T] \setminus \{0\}; C^{\infty}(\mathbb{R}) \right) \) of the Cauchy problem (1.1).

Our method is applicable also to the case of the following general nonlinear term

\[ N(u) = K_1 u + K_2 |u|^2 u_x + K_3 \bar{u} u_x^2 + K_4 u^2 \bar{u}_x + K_5 u^3 \bar{u}_x^2, \]

depending on \( \bar{u}_x \). Here the functions \( K_j = K_j(|u|^2), K_j(z) \in C^{l+3}([0,\infty)) \). However in this case we have to assume the smallness of the initial data in the norm of the weighted Sobolev space \( H^{3,l} \). Indeed we have the following result.

Theorem 1.2. Let the initial data \( u_0 \in H^{3,l} \) and the norm \( \|u_0\|_{3,l} \) be sufficiently small, where \( l \in \mathbb{N} \). Then the same result as in Theorem 1.1 holds. Moreover if the initial data \( u_0 \in H^{3,\infty} \) and the norm \( \|u_0\|_{3,l} \) is sufficiently small for any \( l \in \mathbb{N} \) then the result of Corollary 1.1 is valid.

Smoothing effects of solutions to the nonlinear Schrödinger equation (1.1) with \( K_2 = K_3 = 0 \) was studied in [9] and the similar results to that of Theorem 1.1 were obtained by using the operator \( J = x + 2it\partial_x \), which commutes with the linear Schrödinger operator \( L = i\partial_t + \partial_x^2 \). However there are no similar results on nonlinear Schrödinger equations of derivative type except the derivative nonlinear Schrödinger equation

\[
\begin{cases}
  iu_t + u_{xx} = i \left( |u|^2 u \right)_x, & x \in \mathbb{R}, \quad t \in \mathbb{R}, \\
  u(0, x) = u_0(x), & x \in \mathbb{R}.
\end{cases}
\]  

The derivative nonlinear Schrödinger equation (1.2) can be translated to a system of nonlinear Schrödinger equations without derivatives of unknown functions. So the same results as in Theorem 1.1 were shown for the Cauchy problem (1.2) in [10].
The existence of solutions to the Cauchy problem (1.1) was established in [1] and [11] in the usual Sobolev space $H^{3,0}$. Taking the function space

$$\{ \phi \in C([-T, T]; L^2) ; \sup_{t \in [-T, T]} (\| \phi \|_{m,0} + \| J^t \phi \|_{m,0}) < \infty \}$$

into consideration instead of the space $C([-T, T]; H^{3,0})$ and using the method of [1], [11], [19] we can prove the following result.

Proposition 1.1. Let the initial data $U_0 \in H^{m,l}$, where $m \geq 3, l \leq m, l \in \mathbb{N}$. Then for some time $T > 0$ there exists a unique solution $u$ of the Cauchy problem (1.1) such that

$$u \in C([-T, T]; H^{m-1,0}) \cap L^\infty (-T, T; H^{0,0}) \cap C([-T, T] \setminus \{0\}; C^{m+l-1}(\mathbb{R})) .$$

This result also describes a smoothing property of solutions to the Cauchy problem (1.1), which is weaker than that of Corollary 1.1. In order to obtain the result we apply a smoothing effect of the linear Schrödinger equation. Smoothing properties of solutions to the linear Schrödinger equation were studied by many authors (see [2], [3], [5], [18], [21]) and later these results of [3], [18], [21] were improved in [14], [15]. However it seems that the method of the papers [14], [15] requires smallness and regularity assumptions on the initial data. To avoid these conditions and to gain smoothing properties of solutions to the linear Schrödinger equation we use some pseudo-differential operator of order 0. The history of such operators starts from Doi, who discovered in [5] the following operator $\exp \left( \int_{-\infty}^{\infty} \left( 1 + x'^2 \right)^{-1} dx' \frac{D}{(D^2)} \right)$, where $D = -i \partial_x$ and $\langle D \rangle = (1 - \partial_x^2)^{1/2}$, which is useful to gain a smoothing property of solutions. Chihara [2] used the following modification of this pseudo-differential operator $\exp \left( \int_{-\infty}^{\infty} \| u(t, x') \|^2 dx' \frac{D}{(D^2)} \right)$, to prove the local existence of solutions $u$ to the Cauchy problem for the nonlinear Schrödinger equations in higher order Sobolev space. He made use of some well known results concerning pseudo-differential operators, such as the $L^2$ - boundedness theorem and the sharp Gårding inequality, and that is why the higher order Sobolev space was needed. In this paper we apply a more simple operator $S(\varphi) = \cosh(\varphi) + i \sinh(\varphi) \mathcal{H}$, where $\varphi = \int_{-\infty}^{\infty} |u(t, x')|^2 dx'$ and $\mathcal{H} \phi = \frac{1}{\pi} \text{Pv} \int_{\mathbb{R}} \frac{\phi(x')}{x - x'} dx'$, which enables us to avoid the use of the technique of the pseudo-differential operators and so by virtue of simple explicit computations we can treat the problem in the natural order Sobolev space $H^{3,0}$. We note that by a different approach smoothing effects for the generalized KdV equation were studied in [4], [13].
Notations. We denote \( \partial_x = \frac{\partial}{\partial x} \), \( \partial_x^{-1} = \int_{-\infty}^{x} dx' \) and let \( \mathcal{F} \phi \) or \( \hat{\phi} \) be the Fourier transform of \( \phi(x) \), namely \( \hat{\phi}(\xi) = \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} e^{-i\xi x} \phi(x) dx \). We denote by \( \mathcal{F}^{-1} \phi \) or \( \hat{\phi} \) the inverse Fourier transform of the function \( \phi(\xi) \), indeed \( \hat{\phi}(x) = \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} e^{i\xi x} \phi(\xi) d\xi \). In what follows we also use the following relation \( |\partial_x| = \mathcal{F}^{-1} |\xi| \mathcal{F} = -\mathcal{H} \partial_x \). The Hilbert transformation \( \mathcal{H} \) with respect to the variable \( x \) is defined as follows

\[
\mathcal{H} \phi(x) = \frac{1}{\pi} \text{Pv} \int_{\mathbb{R}} \frac{\phi(z)}{x-z} dz = -i \mathcal{F}^{-1} \frac{\xi}{|\xi|} \mathcal{F} \phi,
\]

where \( \text{Pv} \) means the principal value of the singular integral. We widely use the fact that the Hilbert transformation \( \mathcal{H} \) is a bounded operator from \( L^2 \) to \( L^2 \). The fractional derivative \( |\partial_x|^\alpha, \alpha \in (0,1) \) is equal to

\[
|\partial_x|^\alpha \phi = \mathcal{F}^{-1} |\xi|^\alpha \mathcal{F} \phi = C \int_{\mathbb{R}} (\phi(x+z) - \phi(x)) \frac{dz}{|z|^{1+\alpha}}
\]

and similarly we have

\[
|\partial_x|^\alpha \mathcal{H} \phi = -i \mathcal{F}^{-1} \text{sign} \xi |\xi|^\alpha \mathcal{F} \phi = C \int_{\mathbb{R}} (\phi(x+z) - \phi(x)) \frac{dz}{|z|^{1+\alpha}},
\]

with some constant \( C \) (see [20] for constants \( C \)). Let \( J = J(t) = x + 2it \partial_x = M(t)(2it \partial_x) M(-t) \), where \( M = M(t) = \exp(ix^2/4t) \). We also freely use the following identities \( [J, \partial_x] = -1, [L, J] = 0 \), where \( L = i \partial_t + \partial_x^2 \). Different positive constants might be denoted by the same letter \( C \) when they do not cause any confusion.

\section{Proof of Theorem 1.1}

The main result is obtained by making use of the following three lemmas and the contraction mapping principle (for details of the proofs of Lemma 2.1-Lemma 2.3 and Theorem 1.1, see [22]).

The next lemma shows that the commutators \( [|\partial_x|^\alpha, \phi] \), and \( [|\partial_x|^\alpha \mathcal{H}, \phi] \), are continuous operators from \( L^2 \) to \( L^2 \).

\begin{lemma} \textbf{The following inequalities}

\[
\|[|\partial_x|^\alpha, \phi| \psi\| \leq C \|\phi\|_{1,0,\infty} \|\psi\| \quad \text{and} \quad \|[|\partial_x|^\alpha \mathcal{H}, \phi| \psi\| \leq C \|\phi\|_{1,0,\infty} \|\psi\|
\]

\end{lemma}

are valid, provided that the right hand sides are bounded.

We define a smoothing operator \( S(\varphi) = \cosh(\varphi) + i \sinh(\varphi) \mathcal{H} \), where the real-valued function \( \varphi(t,x) \in L^\infty(0,T;H^{2,0}_\infty) \cap C^1([0,T];L^\infty) \) and is positive. From its
definition we easily see that the operator $S$ acts continuously from $L^2$ to $L^2$ with the following estimate $\|S(\varphi)\psi\| \leq 2 \exp(\|\varphi\|_\infty) \|\psi\|$. The inverse operator $S^{-1}(\varphi) = (1 + i \tanh(\varphi) \mathcal{H})^{-1} \frac{1}{\cosh(\varphi)}$ also exists and is continuous

$$\|S^{-1}(\varphi)\psi\| \leq (1 - \tanh(\|\varphi\|_\infty))^{-1} \|\psi\| \leq \exp(\|\varphi\|_\infty) \|\psi\|.$$ 

The operator $S$ helps us to obtain a smoothing property of the linear Schrödinger equation by virtue of the usual energy estimates. In the next lemma we prepare an energy estimate, involving the operator $S$, in which we have an additional positive term giving us the norm of the half derivative of the unknown function $u$. We also assume that $\varphi(x)$ is written as $\varphi(x) = \partial_x^{-1}(\omega^2)$, so that $\omega(x) = \sqrt{\partial_x \varphi}$. We consider the linear Schrödinger equation

$$\begin{cases}
  iu_t + u_{xx} = f, & x \in \mathbb{R}, \quad t \in \mathbb{R}, \\
  u(0, x) = u_0(x), & x \in \mathbb{R},
\end{cases} \quad (2.1)$$

where the function $f(t, x)$ is a given function. We have the following lemma for the solutions to (2.1).

**Lemma 2.2.** The following inequality

$$\frac{d}{dt} \|Su\|^2 + \left\| \omega S \sqrt{\partial_x} |u| \right\|^2 \leq 2 \left| \text{Im}(Su, Sf) \right| + C \|u\|^2 e^{2\|\varphi\|_\infty} \left( \|\omega\|_4 + \|\omega\|_6 + \|\omega\|_{1,0,\infty} \|\omega\|_{\infty} + \|\varphi_x\|_{\infty} \right)$$

is valid for the solution $u$ of the Cauchy problem (2.1).

Lemma 2.2 is considered as a simple and explicit modification of smoothing effects of Doi [5].

**Lemma 2.3.** We have the following estimates

$$|\langle Su, S\psi \partial_x v \rangle| \leq \left\| \psi S \sqrt{\partial_x} |u| \right\|^2 + \left\| \psi S \sqrt{\partial_x} |v| \right\|^2 + C(\|u\|^2 + \|v\|^2) e^{6\|\varphi\|_\infty} \left( \|\psi\|_{1,0,\infty}^2 + \|\psi\|_{1,0,\infty}^2 \right) \left( 1 + \|\varphi\|_{1,0,\infty}^2 \right),$$

and

$$|\langle Su, S\psi \partial_x v \rangle| \leq \left\| \psi S \sqrt{\partial_x} |u| \right\|^2 + e^{4\|\varphi\|_\infty} \left\| \psi S \sqrt{\partial_x} |v| \right\|^2 + C(\|u\|^2 + \|v\|^2) e^{6\|\varphi\|_\infty} \left( \|\psi\|_{1,0,\infty}^2 + \|\psi\|_{1,0,\infty}^2 \right) \left( 1 + \|\varphi\|_{1,0,\infty}^2 \right),$$

provided that the right hand sides are bounded.

Lemma 2.3 is needed to obtain some estimates for nonlinearities.
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1 Introduction

Nonlinear small data scattering for the wave equation

\[ \Box u = \lambda |u|^{p-1}u, \quad t \in \mathbb{R}, \quad x \in \mathbb{R}^n \]

is considered. In this talk I would like to show that, in space dimension \( n = 2, 3, 4 \), the wave operators are defined for small data in a weighted Sobolev space under the condition \( p > p_0(n) \), where \( p_0(n) \) is a positive root of \((n-1)p^2 - (n+1)p - 2 = 0 \) (i.e., \( p_0(2) = (3 + \sqrt{17})/2, \quad p_0(3) = 1 + \sqrt{2}, \quad p_0(4) = 2 \)). Moreover, the asymptotic completeness of the wave operators is proved on a neighborhood of zero in the weighted Sobolev space, which settles the problem left open in the papers due to Kubota–Mochizuki [8], Tsutaya [18] and Pecher [15]. The modified energy method by Li–Zhou, together with the infinitesimal generators of the Lorentz group and the scaling operator, is employed to solve the associated integral equations.

2 Known results

In the nonlinear scattering theory we have two basic problems: existence of the wave operators and their asymptotic completeness. To prove the existence of the wave operator for negative time we usually try to solve the integral equation

\[ u(t) = u_-(t) + \lambda \int_{-\infty}^{t} \frac{\sin \omega(t - \tau)}{\omega} |u(\tau)|^{p-1}u(\tau) d\tau, \]

where \( \omega = \sqrt{-\Delta} \) and \( u_-(t) = (\cos \omega t)f_- + (\omega^{-1} \sin \omega t)g_- \) for given data \( (f_-, g_-) \). Put \( p_{\text{conf}}(n) := 1 + 4/(n - 1) \). Note that \( p_0(n) < p_{\text{conf}}(n) \) for all \( n \geq 2 \). Concerning the solvability of (2.1) in the case of \( p > p_{\text{conf}}(n) \), we have the following result of Lindblad–Sogge which is an extension of the earlier ones due to Pecher [14], Ginibre–Velo [2].
Theorem 2.1 ([10]) Let $n \geq 2$ and suppose that $p \geq p_{conf}(n)$ for $n = 2, 3$, $p_{conf}(n) \leq p \leq (n + 1)/(n - 3)$ for $n \geq 4$. Put $\mu = n/2 - 2/(p - 1)$. There exists a positive number $\delta = \delta(n, p, \lambda)$ such that for any $(f_-, g_-) \in \dot{H}^\mu \times \dot{H}^{\mu-1}$ with $\|(f_-, g_-); \dot{H}^\mu \times \dot{H}^{\mu-1}\| < \delta$ the integral equation (2.1) has a unique solution satisfying

\begin{align}
(2.2) \quad (u, \partial_t u) \in C_b((-\infty, 0]; \dot{H}^\mu \times \dot{H}^{\mu-1}) \text{ and } u \in L^{(p-1)(n+1)/2}(\mathbb{R}^{n+1}), \\
(2.3) \quad \|((u(t) - u_-(t), \partial_t u(t) - \partial_t u_-(t)); \dot{H}^\mu \times \dot{H}^{\mu-1}\| \to 0 \quad (t \to -\infty).
\end{align}

Here and below $\dot{H}^s$ means the homogeneous Sobolev space $\dot{H}^s = (-\Delta)^{-s/2}L^2$. A similar result for positive time also holds. As a consequence, the wave operators $W_{\pm}(f_\pm, g_\pm) \mapsto (u(0), \partial_t u(0))$ can be defined as mappings from a neighborhood of zero in $\dot{H}^\mu \times \dot{H}^{\mu-1}$ into $\dot{H}^\mu \times \dot{H}^{\mu-1}$. In their proof a particular form\(^1\) of the Strichartz-type inequalities and a kind of principle\(^2\) play major roles. I also mention here that unnatural assumption $p \leq (n + 1)/(n - 3)$ appearing in Theorem 2.1 has been recently relaxed by Nakamura–Ozawa [12].

Let us turn our attention to the case $p < p_{conf}(n)$. Though we have a more general form\(^3\) of the Strichartz-type inequalities, such a generalized version does not seem to provide us with any result concerning the global solvability of (2.1) in the case of $p < p_{conf}(n)$. Nevertheless, the $L^q - L^{q'}$-estimate for the fixed time due to Pecher [13], which is a starting point of the proof of mixed space-time estimates, turns out useful to cover the case $p < p_{conf}(n)$ at the expense of assuming more regularity and decay on data. Set $p_1(n) := (n^2 + 3n - 2 + \sqrt{(n^2 + 3n - 2)^2 - 8n(n - 1)})/2n(n - 1)$.

Theorem 2.2 (Mochizuki–Motai [11]) Let $n \geq 2$ and suppose that $p_1(n) \leq p \leq p_{conf}(n)$. The wave operators $W_{\pm}$ can be defined as mappings from a neighborhood of zero in $(H^{1+s,q} \times H^{s,q}) \cap (H^{1+q/p} \times L^{q/p})$ into $\dot{H}^1 \times L^2$. Here $q = 2(np - 1)/(n + 1)$, $s = (n + 1)/q - (n - 1)/2$.

In view of the result of Sideris concerning the blow-up theorem for small data [16], we expect that the theory holds even for $p_0(n) < p \leq p_1(n)$. In fact, this is the

\(^1\)This means a $L^qL^r$-estimate with the same exponents for the space and time variables.

\(^2\)See, e.g., [1] on page 83–84

\(^3\)This means a $L^qL^{r'}$-estimate with different exponents for the space and time variables. Such an estimate is often referred to as “mixed space-time estimate”.

\[24\]
case and we have the following.

**Theorem 2.3** (Kubota–Mochizuki [8], Tsutaya [18], Pecher [15]) Let \( n = 2, 3 \) and assume that \( p > p_0(n) \). Then the wave operators \( W_\pm \) can be defined as mappings from a neighborhood of zero in a weighted \( C^3 \times C^2 \) into \( (C^2 \times C^1) \cap (\dot{H}^1 \times L^2) \).

In [6],[7] Kubo–Kubota have proved a similar result in higher dimension (\( n \geq 5 \)) at the expense of assuming spherical symmetry on data. While the strategies in the preceding papers [10], [11] and [12] are fairly general and in fact they have been employed to show similar results for other equations such as nonlinear Schrödinger equations and Klein–Gordon equations (see, e.g., [17]), the method employed in [8], [18], [15] and [6]–[7] is quite different and seems specific to the analysis of nonlinear wave equations. So let us review briefly the paper of Pecher [15] where three space dimensional case is studied. Writing the integral equation in the classical form

\[
(2.4) \quad u(t, x) = \partial_t \left( \frac{1}{4\pi} \int_{|\xi|=1} f_-(x + t\xi) d\mu - \frac{t}{4\pi} \int_{|\xi|-1} g_-(x + t\xi) d\mu \right) + \frac{\lambda}{4\pi} \int_{-\infty}^{t} \frac{1}{t - \tau} \left( \int_{|y-x|=t-\tau} |u(\tau, y)|^{p-1} u(\tau, y) d\mu_y \right) d\tau
\]

and assuming a suitable decay condition on the data \((f_-, g_-)\), Pecher solved (2.4) by a variant of iteration in the space with the norm

\[
(2.5) \quad \|u\| = \sum_{|a| \leq 2} \sup_{t,x} (1 + |t| + |x|)(1 + ||t| - |x||)^{-2}[\partial_x^a u(t, x)].
\]

This procedure reminds us of the idea of John [3], who strikingly proved that, in the case of \( n = 3 \), the Cauchy problem (1.1) with \( p > p_0(3) \) has a global \( C^2 \)-solution for small smooth data of compact support.

Summing up, to solve the integral equation (2.1) or (2.4) and thus to define the wave operators, we have reviewed three available methods based on: (i) Strichartz-type estimates [10], [12] (ii) \( L^q - L^{q'} \)-estimate for the fixed time [11] (iii) John’s idea [8], [18], [15], [6], [7]. Each method of course has advantages and drawbacks of its own. While the case \( p_0(n) < p < p_{\text{conf}}(n) \) can not be treated by (i), this method has two big advantages. Theorem 2.1 is in fact proved under the assumption of minimal regularity on data. Another advantage lies in the fact that the asymptotic completeness of the wave operators can be shown on a neighborhood of zero in \( \dot{H}^\mu \times \dot{H}^{\mu-1} \). Actually we have
Theorem 2.4 ([10]. See also [12]) Assume the same as in Theorem 2.1. Then there exists $\delta = \delta(n, p, \lambda) > 0$ such that for any $(f, g) \in \dot{H}^\mu \times \dot{H}^{\mu-1}$ with $\| (f, g); \dot{H}^\mu \times \dot{H}^{\mu-1} \| < \delta$ the integral equation

$$u(t) = u_0(t) + \lambda \int_0^t \frac{\sin \omega(t - \tau)}{\omega} |u(\tau)|^{p-1} u(\tau) d\tau$$

has a unique solution satisfying

$$\| (u(t) - u_\pm(t), \partial_t u(t) - \partial_t u_\pm(t)); \dot{H}^\mu \times \dot{H}^{\mu-1} \| \to 0 \ (t \to \pm \infty),$$

where $u_\pm(t) = (\cos \omega t) f_\pm + (\omega^{-1} \sin \omega t) g$. Moreover, there exists a unique $(f_\pm, g_\pm) \in \dot{H}^\mu \times \dot{H}^{\mu-1}$ such that the solution satisfies

$$\| (u(t) - u_\pm(t), \partial_t u(t) - \partial_t u_\pm(t)); \dot{H}^\mu \times \dot{H}^{\mu-1} \| \to 0 \ (t \to \pm \infty),$$

where $u_\pm(t) = (\cos \omega t) f_\pm + (\omega^{-1} \sin \omega t) g_\pm$.

Next let us turn our attention to the methods (ii), (iii). As I explained before, the method (ii) enables us to treat in part the case $p < p_{crit}(n)$ and John’s method (iii) reduces the lower bound on $p$ to the optimal value $p_0(n)$ (limit excluded). Compared with (i), the methods (ii) and (iii) however have a common drawback: the asymptotic completeness never follows from (ii), (iii).

Hence my purpose is to show the asymptotic completeness of the wave operators on a neighborhood of zero in a weighted Sobolev space under the condition $p > p_0(n)$. I have succeeded in proving it in the case of $n = 2, 3, 4$ by making use of the modified energy method by Li-Zhou [9] together with the infinitesimal generators of the Lorentz group and the scaling operator.

3 Main Results

Following Klainerman [4], [5], we introduce several partial differential operators as follows: $\partial_0 = \partial/\partial t$, $\partial_j = \partial/\partial x_j$, $L_j = t \partial_j + x_j \partial t \ (j = 1, \cdots, n)$, $\Omega_{k\ell} = x_k \partial_\ell - x_\ell \partial_k \ (1 \leq k < \ell \leq n)$, $L_0 = t \partial t + x_1 \partial_1 + \cdots + x_n \partial_n$. These operators $\partial_0, \cdots, \partial_n$, $L_1, \cdots, L_n$, $\Omega_{12}, \cdots, \Omega_{n-1n}$ and $L_0$ are denoted by $\Gamma_0, \cdots, \Gamma_\nu$ in this order, where $\nu = (n^2 + 3n + 2)/2$. For a multi-index $\alpha = (\alpha_0, \cdots, \alpha_\nu)$ we denote $\Gamma_0^{\alpha_0} \cdots \Gamma_\nu^{\alpha_\nu}$ by $\Gamma^{\alpha}$. As I referred to before, my proof is based on the modified energy method by
Li-Zhou. While the classical energy method consists of the usual energy inequality and the standard Sobolev estimates, the Sobolev-type estimate we instead use is

\[
\|u(t, \cdot)\|_{L^p(|x| \leq \frac{|t|}{2})} \leq C(1 + |t|)^{-n(p-1)/2} \sum_{|\alpha| \leq s} \|\partial_t^\alpha u(t, \cdot)\|_{L^p},
\]

\[0 < s \leq n/p, \ 1 \leq p \leq q < \infty, \ 1/q \geq 1/p - s/n.\]

This inequality (3.1) tells us one of the advantages of the usage of the operators \(L_j, \Omega_{kl}\) and \(L_0\).

We next define the spaces of functions from which we take initial data. Let \(n = 2, 3, 4\) and set \(\theta = 1/2 - 1/p\) for \(p > p_0(n)\). For integers \(N \geq 1\) and \(p > p_0(n)\) we define the Hilbert spaces \(X_{N,p}\) and \(Y_{N,p}\) as

\[
X_{N,p} := \{ f \in \mathring{H}^\theta \cap \mathring{H}^{N+\theta} | \|f\|^2_{X_{N,p}} := \sum_{j=0}^N \| < x > - j \omega_j \theta f \|^2_{L^2} < \infty \},
\]

\[
Y_{N,p} := \{ g \in \mathring{H}^{-1+\theta} \cap \mathring{H}^{N-1+\theta} | \|g\|^2_{Y_{N,p}} := \sum_{j=0}^N \| < x > - j \omega_j^{-1+\theta} g \|^2_{L^2} < \infty \}.
\]

Here \( < x > := \sqrt{1 + |x|^2} \). Note that \(\theta > 0\) because \(p_0(n) \geq 2\) for \(n = 2, 3\) and \(4\). Hereafter we simply denote \(X_{N,p}, Y_{N,p}\) by \(X_N, Y_N\) respectively. Now we are in a position to state our results.

**Theorem 3.1** Let \(n = 2, 3, 4\) and assume \(p > p_0(n)\). Put \(m = 1\) for \(n = 2\) and \(m = 2\) for \(n = 3, 4\). There exists a constant \(\delta = \delta(n, p, \lambda) > 0\) with the following property: for any \((f, -g) \in X_m \times Y_m\) with \(\|(f, -g)\|_{X_m \times Y_m} < \delta\) the integral equation (2.1) has a unique solution \(u(t, x)\) satisfying

\[
(\Gamma^0 u, \Gamma^0 \partial_t u) \in C_b((-\infty, 0]; \mathring{H}^\theta \times \mathring{H}^{-1+\theta}),
\]

\[
\|(\Gamma^0 u(t) - \Gamma^0 u(-t), \Gamma^0 \partial_t u(t) - \Gamma^0 \partial_t u(-t))\|_{\mathring{H}^\theta \times \mathring{H}^{-1+\theta}} = O(|t|^{-\frac{1}{2} - \frac{n-1}{2} - \frac{1}{2}}) \text{ as } t \to -\infty
\]

for any \(\alpha\) with \(|\alpha| \leq m\), where \(u_+(t) = (\cos \omega t)f_+ + (\omega^{-1} \sin \omega t)g_-\). Moreover, this solution \(u\) satisfies

\[
(u, \partial_t u) \in C((-\infty, 0]; X_m \times Y_m),
\]

\[
\|(u(0), \partial_t u(0))\|_{X_m \times Y_m} \leq C \|(f, -g)\|_{X_m \times Y_m} \text{ for some constant } C > 0.
\]
Remark. The corresponding result for positive time also holds.

**Theorem 3.2** Let \( n = 2, 3, 4 \) and assume \( p > p_0(n) \). Let \( m \) be the same as in Theorem 3.1. There exists a constant \( \delta = \delta(n, p, \lambda) > 0 \) with the following property: for any \((f, g) \in X_m \times Y_m\) with \( \| (f, g) \|_{X_m \times Y_m} < \delta \) the integral equation (2.6) has a unique solution \( u(t, x) \) satisfying

\[
(3.6) \quad (\Gamma^\alpha u, \Gamma^\alpha \partial_t u) \in C_b(\mathbb{R}; \dot{H}^\theta \times \dot{H}^{-1+\theta}) \text{ for any } \alpha \text{ with } |\alpha| \leq m, \\
(3.7) \quad (u, \partial_t u) \in C(\mathbb{R}; X_m \times Y_m).
\]

Moreover, there exists a unique pair of functions \((f_+, g_+), (f-, g-) \in X_m \times Y_m\) satisfying

\[
(3.8) \quad \| (f_{\pm}, g_{\pm}) \|_{X_m \times Y_m} \leq C \| (f, g) \|_{X_m \times Y_m} \text{ for some constant } C > 0, \\
(3.9) \quad \| (\Gamma^\alpha u(t) - \Gamma^\alpha u_{\pm}(t), \Gamma^\alpha \partial_t u(t) - \Gamma^\alpha \partial_t u_{\pm}(t)) \|_{\dot{H}^\theta \times \dot{H}^{-1+\theta}} \\
= O(|t|^{-\left(\frac{n-1}{2}p - \frac{n-3}{2} - \frac{1}{p} + 1\right)}) \text{ as } t \to \pm \infty
\]

for any \( \alpha \) with \( |\alpha| \leq m \), where \( u_{\pm}(t) = (\cos \omega t)f_{\pm} + (\omega^{-1} \sin \omega t)g_{\pm} \).

The outline of the proof of the above theorems will be given in my talk.
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1 Introduction and the Cauchy Problem

In this talk we consider the Cauchy problem on the whole line $\mathbb{R} = (-\infty, \infty)$ and the initial-boundary value problem on the half line $\mathbb{R}_+ = (0, \infty)$ for a system of hyperbolic conservation laws with linear damping

$$\begin{cases}
    v_t - u_x = 0 \\
    u_t + p(v)_x = -\alpha u,
\end{cases} \quad x \in \mathbb{R} = (-\infty, \infty), \quad t > 0, \tag{1.1}$$

which is often called the $p$-system with damping. This system models a one-dimensional compressible flow through porous media. Here, $v > 0$ is the specific volume, $u$ is the velocity, the pressure $p$ is a smooth function of $v$ with $p > 0, p' < 0$, and $\alpha$ is a positive constant.

Our concern is to investigate the asymptotic behavior of solutions to (1.1). In this section we consider the Cauchy problem, and the initial-boundary value problem will be treated in the next section.

Darcy's law $p(v)_x = -\alpha u$ in fluid dynamics suggests that the solution $(v, u)$ to (1.1) time-asymptotically behave as $(\bar{v}, \bar{u})$, called the diffusion wave, satisfying

$$\begin{cases}
    \bar{v}_t - \bar{u}_x = 0 \\
    p(\bar{v})_x = -\alpha \bar{u}
\end{cases} \tag{1.2}$$

or

$$\bar{v}_t = -\frac{1}{\alpha} p(\bar{v})_{xx}, \quad p(\bar{v})_x = -\alpha \bar{u}. \tag{1.2}'$$

In fact, this was shown by Hsiao and Liu [4, 5] in the case of the Cauchy problem with small data. Following them we remind the approach to the problem. Our interest is in the solutions of (1.1) whose Cauchy data have the limits at $x = \pm \infty$:

$$(v, u)(x, 0) = (v_0, u_0)(x) \to (v_\pm, u_\pm) \quad as \quad x \to \pm \infty. \tag{1.3}$$
In the case of \( v_+ \neq v_- \), by \( \tilde{v}(x + x_0, t) = \tau(x,t) \) denote the similarity solution of \((1.2)\)' (first equation of \((1.2)\)') with the same end state \( v_\pm \) at \( x = \pm \infty \), and set \( \tilde{u} \) by \((1.2)\)'.

We now determine the shift \( x_0 \) and introduce the auxiliary function \((\tilde{v}, \tilde{u})\) because of \( \tilde{u}(\pm \infty, 0) = 0 \neq u_\pm \).

Hinted by \((1.1)_2\) we suppose that

\[
\begin{align*}
{u}(x, t) &\to e^{-\alpha t}u_\pm \quad \text{as} \quad x \to \pm \infty. \\
\end{align*}
\]

The integration of \((v - \tilde{v}) - (u - \tilde{u}) = 0\) over \( \mathbb{R} \) yields

\[
\frac{d}{dt} \int_{-\infty}^{\infty} (v - \tilde{v}) dx = e^{-\alpha t}(u_+ - u_-) = \frac{d}{dt} \left( \frac{u_+ - u_-}{-\alpha} e^{-\alpha t} \cdot 1 \right)
\]

and hence

\[
\frac{d}{dt} \int_{-\infty}^{\infty} [v(x, t) - \tilde{v}(x + x_0, t) - \frac{u_+ - u_-}{-\alpha} e^{-\alpha t} m_0(x)] dx = 0,
\]

where \( m_0 \) is a smooth function with compact support satisfying \( \int_{-\infty}^{\infty} m_0(x) dx = 1 \) and \( x_0 \) is a constant uniquely determined by

\[
\int_{-\infty}^{\infty} [\tilde{v}_0(x) - \tilde{v}(x + x_0, 0)] dx = \frac{u_+ - u_-}{-\alpha}
\]

(Without loss of generality suppose that \( x_0 = 0 \)). Hence \((\tilde{v}, \tilde{u})\) is defined by

\[
(\tilde{v}, \tilde{u})(x, t) = \left( \frac{u_+ - u_-}{-\alpha} e^{-\alpha t} m_0(x), e^{-\alpha t}[u_+ + (u_+ - u_-) \int_{-\infty}^{\infty} m_0(y) dy] \right)
\]

or

\[
\tilde{v}_t - \tilde{u}_x = 0, \quad \tilde{u}_t = -\alpha \tilde{u}.
\]

Note that \((\tilde{v}, \tilde{u})\) decays exponentially. Combination of \((1.1)_1, (1.2)\) and \((1.8)\) gives

\[
\begin{cases}
(v - \tilde{v} - \tilde{v})_t - (u - \tilde{u} - \tilde{v})_x = 0 \\
(u - \tilde{u} - \tilde{v})_t + (p(v) - p(\tilde{v}))_x + u_t + \alpha(u - \tilde{u} - \tilde{v}) = 0,
\end{cases}
\]

so that setting of the perturbation

\[
(V, z)(x, t) = (\int_{-\infty}^{\infty} (v - \tilde{v} - \tilde{v})(y, t) dy, (u - \tilde{u} - \tilde{v})(x, t))
\]

yields, after integration of \((1.9)_1\) in \( x \) due to \((1.5)-(1.7)\), the reformulated problem

\[
\begin{cases}
V_t - z = 0 \\
z_t + (p(V_x + \tilde{v} + \tilde{v}) - p(\tilde{v}))_x + \alpha z = -\tilde{u}_t \\
(V, z)|_{t=0} := (V_0, z_0)(x)
\end{cases}
\]

\( (RP) \)
and the linearized problem around $\bar{v}$

\[
\begin{aligned}
V_t - z &= 0 \\
\dot{z} + (p'(\bar{v})V)_x + \alpha z &= -F \\
(V, z)|_{t=0} &= (V_0, z_0)(x) \to 0 \quad \text{as} \quad x \to \pm \infty,
\end{aligned}
\]

or the second order wave equation of $V$ with damping

\[
V_{tt} + (p'(\bar{v})V_x)_x + \alpha V_t = -F,
\]

where

\[
F = \bar{u}_t + (p(V_x + \bar{v} + \bar{\theta}) - p(\bar{v}) - p'(\bar{v})V_x)_x.
\]

In the special case $v_+ = v_-$, $\bar{v}(x, t)$ is defined by

\[
\bar{v}(x, t) = v_- + \frac{1}{\sqrt{4\pi t}} e^{\frac{(x-y-V(x, t))^2}{4t}} \int_{-\infty}^\infty (v_0(y) - v_-) dy
\]

and $\bar{u}, \bar{v}$ and $\bar{\theta}$ are defined as above.

Denote the $H^k$-norm and $L^2$-norm by $\| \cdot \|_k$ and $\| \cdot \| = \| \cdot \|_0$, respectively, and set $\delta_0 = |v_+ - v_-| + |u_+ - u_-|$. Then the following theorem was shown by Hsiao and Liu [4].

**Theorem 1.1 (Hsiao-Liu)** Suppose that $(V_0, z_0) \in H^3 \times H^2$ and $\|V_0\|_3 + \|z_0\|_2 + \delta_0$ is suitably small. Then there exists a unique solution $(V, z)$ of (RP) in $C^0([0, \infty); H^3 \times H^2)$, which satisfies

\[
\| (V_x, z)(\cdot, t) \|_{L^\infty, L^\infty} = O(t^{-1/2}) \quad \text{as} \quad t \to \infty.
\]

Hinted by this theorem which implies that the system (1.1) essentially has a parabolic structure, the author in [11, 12] improved the decay rate (1.14).

**Theorem 1.2 (Nishihara)** The solution $(V, z)$ obtained in Theorem 1.1 satisfies

\[
\begin{aligned}
\sum_{j=0}^{3} (1 + t)^k \| \partial_x^j V(\cdot, t) \|^2 &+ \sum_{j=0}^{2} (1 + t)^{k+2} \| \partial_x^j z(\cdot, t) \|^2 \\
+ \int_0^t [\sum_{j=1}^{3} (1 + \tau)^{j-1} \| \partial_x^j V(\cdot, \tau) \|^2 &+ \sum_{j=0}^{2} (1 + \tau)^{j+1} \| \partial_x^j z(\cdot, \tau) \|^2] d\tau \\
\leq C(\|V_0\|_3^2 + \|z_0\|_2^2 + |\delta_0|),
\end{aligned}
\]

and

\[
\begin{aligned}
(1 + t)^4 \| z_t(\cdot, t) \|^2 &+ (1 + t)^5 (\| z_{xt}(\cdot, t) \|^2 + \| z_{tt}(\cdot, t) \|^2) \\
+ \int_0^t [(1 + \tau)^4 \| z_{xt}(\cdot, \tau) \|^2 &+ (1 + \tau)^5 \| z_{tt}(\cdot, \tau) \|^2] d\tau \\
\leq C(\|V_0\|_3^2 + \|z_0\|_2^2 + |\delta_0|).
\end{aligned}
\]
From (1.15) and the Sobolev inequality
\[ \|(V_x, z)(t)\|_{L^2(\mathbb{R})} = O(t^{-1/2}, t^{-1}) \]
and
\[ \|(V_x, z)(t)\|_{L^\infty(\mathbb{R})} = O(t^{-3/4}, t^{-5/4}), \]
latter of which is the same decay order as the \( L^\infty \)-norm of \((\Gamma_x, \Gamma_t)\)
\[ |(\Gamma_x, \Gamma_t)(x, t)| = \left| \int_{-\infty}^{\infty} (E_x, E_t)(x - y, t) \Gamma_0(y) dy \right| = O(t^{-3/4}, t^{-5/4}), \]
where \( \Gamma \) is a solution of the parabolic equation \( \Gamma_t - \kappa \Gamma_{xx} = 0 \) with the initial data \( \Gamma_0(x) \in L^2 \) and \( E(x, t) = \frac{1}{\sqrt{4\pi t}} e^{-x^2/4\alpha t} \) is the Green function. In other words, we may say that the solution \( V(x, t) \) of the second order wave equation with damping time-asymptotically behaves as that of the corresponding parabolic equation
\[ \tilde{V}_t + \frac{1}{\alpha} (p'(\tilde{v}) V_x)_x = 0. \]  \( (1.17) \)

Similar considerations were taken into by Mizumachi [10] and Li [7].

From these observation, it may be expected that
\[ \|(V, V_x, V_t)(\cdot, t)\|_{L^\infty} = O(t^{-1/2}, t^{-1}, t^{-3/2}) \]  \( (1.18) \)
provided that \((V_0, z_0)\) is in \( L^1 \). However, we do not know nice estimates of the Green function for a parabolic equation with variable coefficient, likely \( (1.17) \), and the optimal convergence rate \( (1.18) \) is not known yet.

In the case of \( \bar{v}_+ = \bar{v}_- \), since \( \tilde{v} \) is given by \( (1.13) \), rewrite \( (1.11) \) as
\[ V_t - \kappa V_{xx} = -\frac{1}{\alpha} \left\{ V_t + F + (p'(\tilde{v}) - p'(v_{\pm})) V_x \right\} := -\frac{1}{\alpha} V_t - \frac{1}{\alpha} \tilde{F}, \]  \( (1.19) \)
where \( \kappa = -p'(\bar{v}_{\pm})/\alpha \). Hence
\[ V(x, t) = \int_{-\infty}^{\infty} E(x - y, t) V_0(y) dy - \frac{1}{\alpha} \int_0^t \int_{-\infty}^{\infty} E(x - y, t - \tau) (V_t + \tilde{F})(y, \tau) dy d\tau. \]  \( (1.20) \)

Since
\[ -\frac{1}{\alpha} \int_0^{t/2} \int_{-\infty}^{\infty} E(x - y, t - \tau) V_t(y, \tau) dy d\tau \]
\[ = \int_{-\infty}^{\infty} E(x - y, t) \frac{z_0(y)}{\alpha} dy - \frac{1}{\alpha} \int_{-\infty}^{\infty} E(x - y, t/2) V_t(y, t/2) dy \]
\[ -\frac{1}{\alpha} \int_0^{t/2} \int_{-\infty}^{\infty} E_t(x - y, t - \tau) V_t(y, \tau) dy d\tau, \]
(1.20) is changed to

\[ V(x, t) - \int_{-\infty}^{\infty} E(x - y, t)(V_0 + \frac{z_0}{\alpha})(y)dy \]

\[ = -\frac{1}{\alpha} \int_{-\infty}^{\infty} E(x - y, t/2)V_t(y, t/2)dy \]

\[ - \int_{0}^{t/2} \int_{-\infty}^{\infty} E_t(x - y, t)\frac{x}{\alpha}V_t(y, t)dydt \]

\[ - \int_{0}^{t} \int_{-\infty}^{\infty} E(x - y, t - \tau)\frac{x}{\alpha}V_t(y, \tau)dyd\tau \]

\[ - \frac{1}{\alpha} \int_{0}^{t} \int_{-\infty}^{\infty} E(x - y, t - \tau)\frac{x}{\alpha}V_t(y, \tau)dyd\tau \]

(1.21)

Hence, defining \( \phi(x, t) \) by the solution of

\[ \phi_t - \kappa \phi_{xx} = 0, \quad \phi|_{t=0} = (V_0 + \frac{z_0}{\alpha})(x), \]

we have the following theorem.

**Theorem 1.3** Suppose that \((V_0, z_0) \in L^1\) in addition to the assumptions in Theorem 1.1. Then the solution \((V, z)\) of \((RP)\) or \((1.11)\) satisfies

\[ ||(V - \phi, (V - \phi)_x, (V - \phi)_t)(t)||_{L^\infty} = O(t^{-1}, t^{-3/2}, t^{-2}). \]

(1.23)

**Remark 1.1** Decay order (1.23) shows that \( \phi(x, t) \) given by (1.22) is an asymptotic profile of the solution \( V \) to (1.11), because \( ||(\phi, \phi_x, \phi_t)(t)||_{L^\infty} = O(t^{-1/2}, t^{-1}, t^{-3/2}) \). For the asymptotic profile of the damped wave equation of second order see Gallay and Raugel [1].

In [11, 12], the author treated the case \( u_+ = u_- = 0 \) and \( \int_{-\infty}^{\infty}(v_0(y) - v_{\pm})dy = 0 \) not only \( v_+ = v_- \), and obtained the same estimate as (1.23). Therefore, Theorem 1.3 generalized the results in [11, 12]. The proof of Theorem 1.3 is on the same line, which is done by the estimates of the right hand side in (1.21) using (1.15) and (1.16).

More general system than (1.1) has been considered by Hsiao and Serre [3], Hsiao and Luo [6], etc. See also the references therein and the book [2] by Hsiao.

### 2 The Initial-Boundary Value Problem on \( \mathbb{R}_+ \)

In this section we consider

\[
\begin{align*}
\left\{ \begin{array}{ll}
u_t - \nu_x = 0, & x \in \mathbb{R}_+, \; t > 0 \\
u_t + p(v)_x = -\alpha u
\end{array} \right.
\end{align*}
\]

(2.1)
with the initial data

\[ (v, u)|_{t=0} = (v_0, u_0)(x) \rightarrow (v_+, u_+) \quad \text{as} \quad x \rightarrow +\infty \quad (2.2) \]

and the null-Dirichlet boundary

\[ u|_{x=0} = 0 \quad (2.3) \]

or the null-Neumann boundary

\[ u_x|_{x=0} = 0, \quad (2.4) \]

the results of which are based on the joint work [13] of the author with T.Yang.

In both problems it is crucial how each problem is reformulated. Each reformulation below being taken the boundary effect into consideration does not yields the "boundary layer", and hence the results obtained and those proofs are much similar to the Cauchy problem in Sec. 1. Recently, corresponding to (2.4), Marcati and Mei have considered the problem with the Dirichlet boundary condition \( v|_{x=0} = g(t) \). However, their reformulation problem has the "boundary layer" and it is necessary to assume \( g(t) \rightarrow v_+ \). We now show how our problems are reformulated and state our results.

For the Dirichlet boundary problem (2.1)-(2.3), expecting

\[ (v, u)(x, t) \rightarrow (v_+, 0) \quad \text{as} \quad t \rightarrow \infty, \quad (2.5) \]

we put \( u_t \equiv 0 \) in (2.1)\(_2\) by the Darcy law, so that we have (1.2)' with \( u|_{x=0} = -\frac{1}{\alpha} p'(v)v_x|_{x=0} = 0 \). Approximating this by the solution \((\bar{v}, \bar{u})(x, t)\) of

\[ \bar{v} - \kappa \bar{v}_{xx} = 0, \quad \bar{v}_x(0, t) = 0, \quad (v(+\infty, t) = v_+ \quad \text{and} \quad \bar{u} = \kappa \bar{v}_x \]

or explicitly

\[ (\bar{v}, \bar{u})(x, t) = (v_+ + \frac{\delta_0 e^{-\frac{x^2}{4\pi\kappa(t+1)}}}{\sqrt{4\pi\kappa(t+1)}}) \]

where \( \kappa = -\frac{p'(v_+)}{\alpha} \) and

\[ \delta_0 = 2(\int_0^\infty (v_0(x) - v_+)dx - \frac{u_+}{\alpha}). \quad (2.6) \]

Thus, \((\bar{v}, \bar{u})\) satisfies

\[ \begin{cases} \bar{v}_t - \bar{u}_x = 0, & p'(v_+)\bar{v}_x = -\alpha \bar{u} \\ (\bar{u}_x, \bar{u})|_{x=0} = 0, & (\bar{v}, \bar{u})|_{x=0} = (v_+, 0). \end{cases} \quad (2.7) \]

Auxiliary function \((\hat{v}, \hat{u})(x, t)\) is defined by

\[ \begin{cases} \hat{v}_t - \hat{u}_x = 0, & \hat{u}_t = -\alpha \hat{u} \\ \hat{u}|_{x=0} = 0, & (\hat{v}, \hat{u})|_{x=0} = (0, u_+ e^{-\alpha t}) \end{cases} \quad (2.8) \]

or explicitly

\[ (\hat{v}, \hat{u})(x, t) = (\frac{u_+ m_0(x)}{-\alpha} e^{-\alpha t}, u_+ \int_x^\infty m_0(y)dy \cdot e^{-\alpha t}), \]

\[ -36 - \]
where $m_0$ is smooth whose support is in $\mathbb{R}_+$ and integration over $\mathbb{R}_+$ is 1. Combining (2.1), (2.7), (2.8) with
\[
\int_0^\infty (v - \bar{v} - \dot{v})(y, t) dy = \int_0^\infty (v_0(x) - v_+)(x) dx - \frac{\delta_0}{\alpha} - \frac{u_+}{\alpha} = 0
\]
by (2.6), we reach the setting of the perturbation
\[
(V, z)(x, t) = \left(-\int_0^\infty (v - \bar{v} - \dot{v})(y, t) dy, (u - \bar{u} - \dot{u})(x, t)\right)
\]
and the reformulated problem
\[
\begin{cases}
V_t - z = 0 \\
z_t + (p(V_x + \bar{v} + \dot{v}) - p(\bar{v}))_x + \alpha z = -u_t + (p'(v_+) - p'(\bar{v}))\delta_x
\end{cases}
\]
\begin{equation}
(V, z)|_{t=0} = (V_0, z_0)(x)
\end{equation}
\begin{equation}
(DRP)
\end{equation}
\[
:= \left(-\int_0^\infty (v_0(y) - \bar{v}(y, 0) - \dot{v}(y, 0)) dy, u_0(x) - \bar{u}(x, 0) - \dot{u}(x, 0)\right)
\end{equation}
\[
z|_{x=0} = 0.
\]

Both the energy method and the method of the Green function of parabolic equation are applicable to (DRP) and the theorem corresponding to Theorem 1.3 holds.

**Theorem 2.1 (Asymptotic profile for the Dirichlet boundary)** Suppose that $v_0 - v_+ \in L^1$, $(V_0, z_0) \in H^3 \times H^2$ and $\|V_0\|_3 + \|z_0\|_2 + |u_+|$ is small, and that $(V_0, z_0)$ is in $L^1 \times L^1$. Then the unique time-global solution $(V, z)$ satisfies
\[
\|(V - \phi, (V - \phi)_x, (V - \phi)_t)(\cdot, t)\|_{L^\infty} = O(t^{-1}, t^{-3/2}, t^{-2}) \quad \text{as} \quad t \to \infty,
\]
where $\phi$ is defined by
\[
\phi(x, t) = \int_0^\infty e^{-\frac{(x-y)^2}{4\kappa t}} - e^{-\frac{(x+y)^2}{4\kappa t}} \left(V_0(y) + \frac{1}{\alpha} z_0(y)\right) dy.
\]

In the case of the null-Neumann boundary problem (2.1), (2.2), (2.4), heuristic consideration to (2.1) yields $\frac{d}{dt}v(0, t) = u_x(0, t) = 0$ and hence $v(0, t) = v_0(0)$ for any $t > 0$. Therefore, we can expect that $(v, u)(x, t) \to (\bar{v}, \bar{u})(x, t)$ as $t \to \infty$, where $\psi(x, t)$ is a diffusion wave connecting $v_0(0)$ and $v_+$. If $v_0(0) \neq v_+$, then putting $u_t = 0$ in (2.1)$_2$ gives the definition of $(\bar{v}, \bar{u})$ by $(\bar{v}, \bar{u})(x, t) = (\psi(x/\sqrt{t} + 1)|_{x \geq 0}, -\frac{1}{\alpha} p(\bar{v})_x)$, where $\psi$ is a similarity solution of the parabolic equation
\[
\begin{cases}
\tau_t + \frac{1}{\alpha} p(\tau)_{xx} = 0, \quad x \in \mathbb{R} = (-\infty, \infty), \quad t > 0 \\
\tau|_{x=\pm\infty} = v_\pm,
\end{cases}
\]
for a constant \( v_\) satisfying \( 0 < v_- < v_0(0) < v_+ \) or \( v_+ < v_0(0) < v_- (\leq +\infty) \). Since
\[
v_t|_{x=0} = \psi\left( \frac{x}{\sqrt{t+1}} \right) \left( -\frac{x}{2\sqrt{t+1}(t+1)} \right)|_{x=0} = 0,
\]
\((\bar{v}, \bar{u})\) satisfies
\[
\begin{align*}
\bar{v}_t - \bar{u}_x &= 0, \quad p(\bar{v})_x = -\alpha\bar{u} \\
(\bar{v}, \bar{u})|_{x=0} &= (v_0(0),0), \quad (\bar{v}, \bar{u})|_{x=\infty} = (v_+,0).
\end{align*}
\]
(2.10)
The auxiliary function \((\tilde{v}, \tilde{u})\) is defined by
\[
(\tilde{v}, \tilde{u})(x,t) = \left( \frac{v_0(0) - u_+}{\alpha} m_0(x)e^{-\alpha t}, \int_0^\infty m_0(y)dy + u_+e^{-\alpha t} \right)
\]
or
\[
\begin{align*}
\tilde{v}_t - \tilde{u}_x &= 0, \quad \tilde{u}_t = -\alpha\tilde{u} \\
(\tilde{v}, \tilde{u})|_{x=0} &= (v_0(0)e^{-\alpha t},0), \quad \tilde{v}|_{x=0} = 0, \quad (\tilde{v}, \tilde{u})|_{x=\infty} = (0,u_+e^{-\alpha t}).
\end{align*}
\]
(2.11)
Combination of (2.1), (2.10), (2.11) with the perturbation (2.9) yields
\[
\begin{align*}
V_t - z = 0 \\
z_t + (p(V_x + \bar{v} + \tilde{v}) - p(\bar{v}))_x &= -\alpha z - \bar{u}_t \\
z_x|_{x=0} &= 0 \quad \text{(or} \quad V_x|_{x=0} = 0 \text{)} \quad \text{(NRP)} \\
(V, z)|_{t=0} &= (V_0, z_0)(x) \\
&: = (-\int_0^\infty (v_0(y) - \bar{v}(y,0) - \tilde{v}(y,0)dy, u_0(x) - \bar{u}(x,0) - \tilde{u}(x,0)).
\end{align*}
\]
The \( L^2 \)-energy estimates give the theorem corresponding to Theorem 1.1.

**Theorem 2.2 (The Neumann problem in the case of \( v_0(0) \neq v_+ \)**) Suppose that \( v_0 - v_+ \) is in \( L^1 \) and both \( \|V_0\|_3 + \|z_0\|_2 \) and \( \delta_0 = \|v_0(0) - v_+, u_+ - v_0(0)\| \) are small. Then there exists a unique solution \((V, z) \in C([0,\infty); H^3 \times H^2)\) of (NRP), which satisfies same estimates (1.15) and (1.16) in Theorem 1.1.

Eventually if \( v_0(0) = v_+ \), the asymptotic profile of the solution to (2.1), (2.2), (2.4) is also obtained on the same line as that of Theorem 1.2. The details are omitted.

**References**
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1. INTRODUCTION AND THEOREM

We study the smoothing effect for the following initial-value problem of the Korteweg-de Vries equation (KdV equation):

\[
\begin{cases}
\partial_t u + \partial_x^3 u + \partial_x(u^2) = 0, & t, x \in \mathbb{R}, \\
v(0, x) = \phi(x).
\end{cases}
\]  

Here the solution \( u(t, x) : \mathbb{R} \times \mathbb{R} \to \mathbb{R} \) denotes the surface displacement of the water wave. In this talk, we show that if the initial data \( \phi \) is Dirac’s delta for example, the solution is real analytic for \( t \neq 0 \).

There are a lot of works for the study of KdV equation ([4], [5], [6], [8], [10], [14], [16], [21], [23], [26]). Among others, Kato [14] firstly extract the smoothing effect for the evolution operator of the linear part of the KdV equation \( e^{it \partial_x^3} \). The Uniqueness result is also obtained by Kruzhkov-Faminskii [21], Ginibre-Y. Tsutsumi [8] in the subspace of \( H^1 \). Later on, Kenig-Ponce-Vega [16] extend the Kato type smoothing effect and they showed that the KdV equation is well-posed in the Sobolev space \( H^{3/4} \).

Along the elegant method in the series of papers, Bourgain [2] obtained \( L^2 \) well-posedness of the KdV equation in the periodic boundary condition. His argument also works for the Cauchy problem (1.1) and the global well-posedness is established. Furthermore, by refining the method by Bourgain, Kenig-Ponce-Vega [17] [18] proved some bilinear estimates involving the negative exponent Sobolev space and established the local well-posedness for the Cauchy problem in the negative Sobolev space \( H^s(\mathbb{R}) \) where \((-3/4 < s)\).
On the other hand, a highly regular solution has also been studied by several authors. T. Kato-Masuda [20] obtained a global smooth solution and the analyticity for any point \((t, x) \in \mathbb{R} \times \mathbb{R}\). Hayashi-Kato [9] obtained the analytic smoothing effect for the nonlinear Schrödinger equation (see also K. Kato-Taniguchi [13]) and de Bouard-Hayashi-Kato [7] established the analyticity for KdV equations from the Gevrey initial data. Those results are basically obtained by using the commutation and almost commutation operators with the linear KdV equation.

Thanks to the paper [18], we have a time local solution of (1.1) with Dirac's delta as the initial function. Our problem in this note is to study the regularity of the solution with Dirac's delta as the initial function. In the following, we show that if the initial function is in some class which contains Dirac's delta, the solution is real analytic for \(t \neq 0\).

More precisely, our result is the following:

**Theorem 1.1.** Let \(-3/4 < s, b \in (1/2, 7/12)\). Suppose that the initial data \(\phi \in H^s(\mathbb{R})\) and for some \(A_0 > 0\), it satisfies

\[
\sum_{k=0}^{\infty} \frac{A_0^k}{k!} \| (x \partial_x)^k \phi \|_{H^s_x} < \infty.
\]

Then there exists a unique solution \(v \in C((-T, T), H^s) \cap X^s\) of the KdV equation (1.1) in a certain time interval \((-T, T)\) and the solution \(v\) is time locally well-posed, i.e., the solution continuously depends on the initial data. Moreover, the solution \(v\) is analytic at any point \((t, x) \in (-T, 0) \cup (0, T) \times \mathbb{R}\), where we define

\[
\| f \|_{X^s} \equiv \left( \int \langle \tau - \xi^3 \rangle^{2b} \langle \xi \rangle^{2s} \big| \hat{f}(\tau, \xi) \big|^2 d\tau d\xi \right)^{1/2} = \| V(-\cdot)f(\cdot) \|_{H^s_x(\mathbb{R}, H^s_x(\mathbb{R}))}
\]

and \(V(t) = e^{-t\phi_2}\) is the unitary group of the free KdV evolution.

**Remark 1.** A typical example of the initial data satisfying the assumption of the above theorem is the Dirac delta measure, since \((x \partial_x)^k \delta(x) = (-1)^k \delta(x)\). The other example of the data is p.v. \(\frac{1}{x^2}\), where p.v. denotes Cauchy’s principal value. Any possible linear combination of those distributions with an analytic \(H^s\) data satisfying the assumption can be also the initial data. In this sense, Dirac’s delta measure adding the soliton initial data can be taken as a initial data.

**Remark 2.** For a non-smooth initial data, it is known that the global in time solution has been obtained (see [5], [10]) by the inverse scattering method. Recently the analyticity for the inverse scattering solution with a weighted initial data was obtained by Tarama [24]. Since our method is based on the fact that the solution is in \(H^s\), we don’t know if our result is true globally in time.
By a almost similar argument of Theorem 1.1, one can also show the following corollary.

**Corollary 1.2.** Let $-3/4 < s, b \in (1/2, 7/12)$. Suppose that for some $A_0 > 0$, the initial data $\phi \in H^s(\mathbb{R})$ and satisfies

$$
\sum_{k=0}^{\infty} \frac{A_k}{(k!)^3} \| (x \partial_x)^k \phi \|_{H^s} < \infty,
$$

then there exists a unique solution $v \in C((-T, T), H^s) \cap X_t^s$ of the KdV equation (1.1) for a certain time interval $(-T, T)$ and for any $t \in (-T, 0) \cup (0, T)$ $v(t, \cdot)$ is analytic function in space variable and for $x \in \mathbb{R}$, $v(\cdot, x)$ is of Gevrey 3 as a time variable function.

**Remark 3.** Both in Theorem and Corollary, the assumption on the initial data implies the analyticity and Gevrey 3 regularity except the origin respectively. In this sense, those results are stating that the singularity at the origin immediately disappear after $t > 0$ or $t < 0$ up to analyticity.

**Remark 4.** Some related results are obtained for the linear and nonlinear Schrödinger equations. For linear variable coefficient case, see Kajitani-Wakabayashi [11] and for nonlinear case, Chihara [3]. They are giving a global weighted uniform estimates of the solution with arbitrary order of derivatives in space variable. Even in our case, we expect that the similar uniform bounds are available.

### 2. Method of the Proof.

Our method is based on the following observation. Firstly, we introduce the generator of the dilation $P = 3t \partial_t + x \partial_x$ for the linear part of the KdV equation. Noting the commutation relation with the linear KdV operator $L = \partial_t + \partial_x^3$:

$$
[L, P] = 3L,
$$

it follows

$$
LP^k = (P + 3)^k L,
$$

$$
(P + 3)^k \partial_x = \partial_x (P + 2)^k
$$

for any $k = 1, 2, \ldots$. Applying $P = 3t \partial_t + x \partial_x$ to the KdV equation, we have

$$
\partial_t (P^k v) + \partial_x^3 (P^k v) = (P + 3)^k L v = (P + 3)^k (-\partial_x (v^2))
$$

$$
= -\partial_x (P + 2)^k v^2.
$$

We set $v_k = P^k v$ and $B_k(v, v) = \partial_x (P + 2)^k v^2$. Then noting that

$$
(P + 2)^l v = (P + 2)^{l-1} P v + 2(P + 2)^{l-1} v = \cdots
$$

$$
= \sum_{j=0}^{l} \frac{l!}{j!(l-j)!} 2^{l-j} P^j v,
$$

"
we see

\[
B_k(v, v) = \partial_x (P + 2)^k (v^2) = \partial_x \sum_{l=0}^{k} \binom{k}{l} (P + 2)^l v P^{k-l} v
\]

\[
= \partial_x \sum_{l=0}^{k} \sum_{m=0}^{l} \binom{k}{l} \binom{l}{m} 2^{l-m} P^m v P^{k-l} v
\]

\[
= \sum_{k=0}^{k} \frac{k!}{k_0! k_1! k_2! k_3!} 2^{k_1} \partial_x (v_{k_2} v_{k_3}).
\]

The above nonlinear term maintains the bilinear structure like the original KdV equation, since the Leibniz law can be applicable for an operation of \( P \). Now each \( v_k \) satisfies the following system of equations:

\[
\begin{aligned}
(2.5) \\
\left\{ \begin{array}{l}
\partial_t v_k + \partial_x^2 v_k + B_k(v, v) = 0, \\
v_k(0, x) = (x \partial_x)^k \phi(x),
\end{array} \right. \\
t, x \in \mathbb{R}, \\
k = 0, 1, 2, \ldots
\end{aligned}
\]

Therefore we firstly establish the local well-posedness of the solution to the following infinitely coupled system of KdV equation in a suitable weak space:

\[
(2.6) \\
\begin{aligned}
\left\{ \begin{array}{l}
\partial_t v_k + \partial_x^2 v_k + B_k(v, v) = 0, \\
v_k(0, x) = \phi_k(x),
\end{array} \right. \\
t, x \in \mathbb{R}, \\
k = 0, 1, 2, \ldots
\end{aligned}
\]

Then by taking \( \phi_k = (x \partial_x)^k \phi(x) \), the uniqueness and local well-posedness yields that \( v_k = P^k v \) for all \( k = 0, 1, \ldots \).

According to Bourgain [2], we introduce the Fourier restriction space;

\[
X^s_k = \{ f \in S'(\mathbb{R}^2); \| f \|_{X^s_k} < \infty \},
\]

where

\[
\| f \|_{X^s_k}^2 = c \int \int (\tau - \xi)^s |\xi|^{2s} |\hat{f}(\tau, \xi)|^2 d\tau d\xi = \| V(-t) f \|_{H^s(\mathbb{R}, H^s)}^2.
\]

It has been proven that the KdV equation is well-posed in the above space \( X^s_k \) when \( s > -3/4 \) with \( b > 1/2 \). The space where we solve the system (2.6) is infinite sum of copies of this space. Let \( f = (f_0, f_1, \cdots, f_k, \cdots) \) denotes the infinity series of distributions and define

\[
\mathcal{A}_b(X^s_k) = \{ f = (f_0, f_1, \cdots, f_k, \cdots), f_i \in X^s_k \ (i = 0, 1, 2, \cdots) \text{ such that } \| f \|_{\mathcal{A}_b} < \infty \},
\]

where

\[
\| f \|_{\mathcal{A}_b} = \sum_{k=0}^{\infty} \frac{A_k^b}{k!} \| f_k \|_{X^s_k}.
\]

The system (2.6) will be shown to be well-posed in the above space if \( s > -3/4 \) and \( b > 1/2 \) under the assumption for the initial data

\[
\| \phi_k \|_{H^b} \leq CA^b k! \quad k = 0, 1, \cdots.
\]
The well-posedness is derived by utilizing the contraction principle argument to the corresponding system of integral equations:

\begin{equation}
\psi(t)\nu_k(t) = \psi(t)V(t)\phi_k - \psi(t) \int_0^t V(t-t')\psi T(t')B_k(v,v)(t')dt',
\end{equation}

where \(\psi(t)\) is a smooth cut off function such that \(\psi(t) = 1\) for \(|t| < 1\) and \(\psi(t) = 0\) for \(|t| > 2\) and \(\psi_T(t) = \psi(t/T)\).

The following estimates of linear and nonlinear part due to Bourgain [2] and refined by Kenig-Ponce-Vega [17] are our essential tools.

**Lemma 2.1 ([2],[17],[18]).** Let \(s \in \mathbb{R},\ a, a' \in (0,1/2),\ b \in (1/2,1)\) and \(\delta < 1\). Then for any \(k = 0,1,2,\cdots\), we have

\begin{align}
\|\psi_b \phi_k\|_{X_{b-a}^s} &\leq C\delta^{(a-a')/4(1-a')}\|\phi_k\|_{X_{b-a}^s}, \\
\|\psi_b V(t)\phi_k\|_{X_b^s} &\leq C\delta^{1/2-b}\|\phi_k\|_{H^s}, \\
\|\psi_b \int_0^t V(t-t')F_k(t')dt'\|_{X_b^s} &\leq C\delta^{1/2-b}\|F_k\|_{X_{b-1}^s}.
\end{align}

**Lemma 2.2 ([2],[17],[18]).** Let \(s > -3/4,\ b, b' \in (1/2,7/12)\) with \(b < b'\). Then for any \(k, l = 0,1,2,\cdots\), we have

\begin{equation}
\|\partial_x(u_k v_l)\|_{X_{b-1}^{l-1}} \leq C\|v_k\|_{X_b^s}\|v_l\|_{X_{b'}^s}.
\end{equation}

**Proof of Lemma 2.1 and 2.2.** See [17] and [18]. \(\square\)

From Lemma 2.2, it is immediately obtained the bilinear estimate for the nonlinearity for the system.

**Corollary 2.3.** Let \(s > -3/4,\ b, b' \in (1/2,7/12)\) with \(b < b'\). Then, we have

\begin{equation}
\|B_k(v,v)\|_{X_b^{l-1}} \leq C \sum_{k_1+k_2+k_3\geq k} \frac{k!}{k_1!k_2!k_3!} \|v_{k_2}\|_{X_b^s}\|v_{k_3}\|_{X_b^s}.
\end{equation}

We construct a contraction map via the integral equations. Set a map \(\Phi : \{v_k\}_{k=0}^\infty \rightarrow \{v_k(t)\}_{k=0}^\infty\) such that \(\Phi = (\Phi_0, \Phi_1, \cdots)\) and

\[\Phi_k(\phi_k) \equiv \psi V(t)\phi_k - \psi \int_0^t V(t-t')\psi T(t')B_k(v,v)(t')dt'.\]

Then it is shown that \(\Phi_k : \mathcal{A}_{A_0}(H^s) \rightarrow \mathcal{A}_{A_1}(X_b^s)\) is contraction.

In fact, by using Lemma 2.1 and Lemma 2.2, we easily see that for any \(k \geq 0\),

\begin{equation}
\|\Phi_k(v_k)\|_{X_b^s} \leq C_0\|\phi_k\|_{H^s} + C_1 T^\mu \|B_k(v,v)\|_{X_b^{l-1}}
\end{equation}

\[\leq C_0\|\phi_k\|_{H^s} + C_1 T^\mu \sum_{k_1+k_2+k_3\geq k} \frac{k!}{k_1!k_2!k_3!} \|v_{k_2}\|_{X_b^s}\|v_{k_3}\|_{X_b^s}.
\]
By taking a sum in $k$,

$$
\|\Phi\|_{A_{A_1}(x_0^s)} = \sum_{k=0}^{\infty} \frac{A_k}{k!} \|v_k\|_{X_k^s}
\leq C_0 \sum_{k=0}^{\infty} \frac{A_k}{k!} \|\phi_k\|_{H_x'} + C_1 T^\mu \sum_{k=0}^{\infty} \frac{A_k}{k!} \sum_{k_1+k_2+k_3} 2^{k_1} \frac{k!}{k_1! k_2! k_3!} \|v_{k_1}\|_{X_{k_1}^s} \|v_{k_2}\|_{X_{k_2}^s} \|v_{k_3}\|_{X_{k_3}^s}
\leq C_0 \|\phi\|_{A_{A_0}(H_x')} + C_1 T^\mu \sum_{k=0}^{\infty} \frac{A_k}{k!} \sum_{k_1+k_2+k_3} 2^{k_1} \frac{A_k}{k_1!} \frac{A_k}{k_2!} \|v_{k_1}\|_{X_{k_1}^s} \|v_{k_2}\|_{X_{k_2}^s} \|v_{k_3}\|_{X_{k_3}^s}
\leq C_0 \|\phi\|_{A_{A_0}(H_x')} + C_1 T^\mu \sum_{k=0}^{\infty} 2^{k_1} \frac{A_k}{k_1!} \sum_{k_2=0}^{\infty} \frac{A_k}{k_2!} \|v_{k_1}\|_{X_{k_1}^s} \|v_{k_2}\|_{X_{k_2}^s} \sum_{k_3=0}^{\infty} \frac{A_k}{k_3!} \|v_{k_3}\|_{X_{k_3}^s}.
$$

Hence we have

$$
\|\Phi(v)\|_{A_{A_1}(x_0^s)} \leq C_0 \|\phi\|_{A_{A_0}(H_x')} + C_1 e^{2A_0 T^\mu} \|v\|_{A_{A_1}(x_0^s)}^2
$$

and also we have the estimate for the difference

$$
\|\Phi(v) - \Phi(\tilde{v})\|_{A_{A_1}(x_0^s)} \leq C_1 e^{2A_0 T^\mu} \left(\|v\|_{A_{A_1}(x_0^s)} + \|\tilde{v}\|_{A_{A_1}(x_0^s)}\right) \|v - \tilde{v}\|_{A_{A_1}(x_0^s)}.
$$

Choosing $T$ small enough, the map $\Phi$ is contraction from

$$
X_T = \{f = (f_0, f_1, \cdots); f_i \in X_i^s, \sum_{k=0}^{\infty} \frac{A_k}{k!} \|f_k\|_{X_k^s} \leq 2C_0 M_0\}
$$
to itself, where $M_0 = \|\phi\|_{A_{A_0}(H_x')}$. A similar argument in [1] gives us the uniqueness of the system of the solution. This shows the proof of well-posedness.

Hence under the assumption for the initial function

$$
\|(x \partial_x)^k \phi\|_{H_x'} \leq C A_k^k k!, \quad k = 0, 1, \cdots,
$$

the corresponding solution to (KdV) satisfies the following estimate

(2.14) $$
\|P^k v\|_{X_k^s} \leq C A_k^k k!, \quad k = 0, 1, \cdots.
$$

Multiplying $t$ to the both sides of the first equation of (2.5), we have

(2.15) $$
M^3 v_k = - \frac{1}{3} P v_k + \frac{1}{3} x \partial_x v_k + t B_k(v, v),
$$

from which we gain the regularity of $v$ with (2.14).

For a fixed point $(t_0, x_0) \in (0, T) \times \mathbb{R}$, we show that $v$ is analytic near $(t_0, x_0)$. Let $a(t, x) \in C_0^\infty(\mathbb{R}^2)$ be a cut-off function near $(t_0, x_0)$ such that $\text{supp} a \subset [t_0 - \varepsilon, t_0 + \varepsilon] \times [x_0 - \varepsilon^{1/3}, x_0 + \varepsilon^{1/3}]$. First we show that

(2.16) $$
\|a P^k v\|_{L^2_{t,x} (\mathbb{R}^2)} \leq C_2 A_k^k k! \quad k = 0, 1, 2, \cdots,
$$

for some positive constants $C_2$ and $A_2$. This is shown by using the following lemma:
Lemma 2.4. Let \( P = 3t \partial_t + x \partial_x \) be the generator of the dilation and \( D_{t,x} \) be an operator defined by \( \mathcal{F}^{-1}_{t,x}(|r| + |\xi|) \mathcal{F}_{t,x} \).

For a point \((t_0, x_0) \in \mathbb{R}^2\) with \( t_0 \neq 0\), we suppose that \( g \in H^{\nu-3}(\mathbb{R}^2)\) with \( \text{supp } g \subset B_{2c}(t_0, x_0) \) and \( t \partial_x^3 g, P^3 g \in H^{\nu-3}(\mathbb{R}^2)\). Then we have
\[
\| (D_{t,x})^\alpha g \|_{L^2(\mathbb{R}^2)} \leq C \{ \| g \|_{H^{\nu-3}(\mathbb{R}^2)} + \| t \partial_x^3 g \|_{H^{\nu-3}(\mathbb{R}^2)} + \| P^3 g \|_{H^{\nu-3}(\mathbb{R}^2)} \},
\]
where the constant \( C \) depends on \((t_0, x_0)\) and \( \varepsilon \).

From (2.16) and (2.15) we can show that
\[
\| a P^k v \|_{H^{\gamma/2}(\mathbb{R}^2)} \leq C \gamma A_3^k k! \quad k = 0, 1, 2, \ldots,
\]
for some positive constants \( C_3 \) and \( A_3 \). (2.18) gives us immediately that
\[
\sup_{t \in [t_0 - \varepsilon, t_0 + \varepsilon]} \| P^k v \|_{H^1(x_0 - \varepsilon^{1/3}, x_0 + \varepsilon^{1/3})} \leq C A_4^k k!,
\]
for \( k = 0, 1, 2, \ldots \) with some positive constants \( C_4 \) and \( A_4 \). From this estimate (2.19) and (2.15) we have with some positive constants \( C_G \) and \( A_5 \),
\[
\| (t^{1/3} \partial_x^m)^l P^k v \|_{H^1(x_0 - \varepsilon^{1/3}, x_0 + \varepsilon^{1/3})} \leq C_G A_5^{m+k} (l + k)!,
\]
for \( m, k = 0, 1, 2, \ldots \). This is shown by induction with respect to \( l \). From (2.20) and (2.15) we have with some positive constants \( C_6 \) and \( A_6 \),
\[
\sup_{t \in [t_0 - \varepsilon, t_0 + \varepsilon]} \| \partial_x^m \partial_t^l v \|_{H^1(x_0 - \varepsilon^{1/3}, x_0 + \varepsilon^{1/3})} \leq C_6 A_6^{m+l} (m + l)!,
\]
for \( m, l = 0, 1, 2, \ldots \), which shows that \( v \) is real analytic in \((t, x)\) near \((t_0, x_0)\).
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The work to be reported on in this talk was done jointly with Dragoș Iftimie of Université de Rennes 1.

The evolution of ideal incompressible fluid vorticity preserves compactness of support. For planar fluids, the diameter of the support of nonnegative initial vorticity will be shown to grow no faster than $O[(t \log t)^{1/4}]$, improving the bound of $O(t^{1/3})$ obtained by Marchioro. In addition, an example of an initial vorticity with indefinite sign will be given whose support grows unboundedly at a rate of $O(t)$, the maximum rate possible.

The initial value problem for the 2d incompressible Euler equations is globally well-posed in variety of settings. Wolibner established the existence of classical solutions given initial vorticity in $C^\infty(R^2) \cap L^1(R^2)$, and Yudovitch gave the framework for weak solutions starting with initial vorticity in $L^1(R^2) \cap L^\infty(R^2)$. Three basic elements of the classical existence theory are relevant for the present discussion. The divergence-free fluid velocity vector field $v(t, x)$ generates a particle flow map $\Phi(t, p)$ through the system of ODE's

$$\frac{d}{dt} \Phi(t, p) = v(t, \Phi(t, p)), \quad \Phi(0, p) = p,$$

such that the map $p \mapsto \Phi(t, p)$ is a continuously varying family of area-preserving diffeomorphisms of the plane. The scalar vorticity $\omega = \partial_1 v_2 - \partial_2 v_1$ is transported by this flow

$$D_t \omega = \partial_t \omega + v \cdot \nabla \omega = 0, \quad \omega(0, x) = \omega_0(x),$$

and the velocity is coupled to the vorticity through the Biot-Savart law

$$v(t, x) = \frac{1}{2 \pi} \int_{R^2} \frac{(x - y)^1}{|x - y|^2} \omega(t, y) \, dy.$$
Despite this successful existence theory, little can be said about the large time behavior of solutions. This is not surprising since point vortex approximations, even using small numbers of particles, can generate complex dynamics. Given that the vorticity is transported by a area-preserving flow (2), it follows that its $L^p$ norms are constant in time. In the case of smooth data, Hölder regularity of the flow map is preserved in time, but the Hölder norm of the flow map is only known to be bounded by an expression of the form $\exp(\exp C t)$. Clearly any growth in the Hölder norm of the flow map would be related to the evolution of compact regions under the flow.

If the initial vorticity is supported in a compact set $\Omega \subset \mathbb{R}^2$, then equation (2) shows that at time $t > 0$ the vorticity is supported in $\Omega(t) = \Phi(t, \Omega)$. Nothing can be said about the geometry of $\Omega(t)$. However in the case of a vortex patch, Chemin proved that the regularity of the boundary is propagated. A simple estimate from (3) provides a uniform bound for the velocity, and so the support of the vorticity can grow at most linearly in time. For positive initial vorticity, Marchioro demonstrated that the conservation of the moment of inertia, $\int_{\mathbb{R}^2} |x|^2 \omega(t, x) dx$, further acts to constrain the spreading of the support to a rate of $O(t^{1/3})$.

Here it will be shown that Marchioro’s bound for the growth rate of the support of positive vorticity can be improved to $O((t \log t)^{1/4})$ by taking into account not only the conservation of the moment of inertia but also the conservation of the center of mass, $\int_{\mathbb{R}^2} x \omega(t, x) dx$. Bounds for the flow map will come from an estimate for the radial component of the velocity starting from (3). The heart of the matter is to measure the vorticity in $L^1$ outside of balls centered at the origin. The approach taken here is to derive a differential inequality for a certain smooth approximation to this $L^1$ quantity. The analysis applies to weak solutions in $L^1 \cap L^p$, $2 < p \leq \infty$.

There are a few examples of explicit solutions, but none of these exhibit any growth of support. Spherically symmetric initial vorticity gives rise to a stationary solution whose velocity vector field induces flow lines which follow circles about the origin. The support of the Kirchoff elliptical vortex patch rotates with constant angular velocity, although the velocity vector field has a nontrivial structure exterior to the support. The support of the so-called Batchelor couple, the continuous analog of a pair of oppositely charged point
vortices, moves by translation with speed $O(t)$, without any change of shape. On the other hand, numerical simulations starting with a pair of positively charged vortex patches show homogenization of the patches simultaneous with the formation of long filaments.

Finally, an example will be presented for which the support of the vorticity grows at a rate of $O(t)$. This rate is optimal since, as mentioned above, the growth can be at most linear in time. The initial vorticity is not positive, rather it consists of four blobs, identical except for alternating sign, located symmetrically in the four quadrants. The initial configuration is inspired by two examples. First, the discrete analog of this set-up can be integrated explicitly, and the point vortices are seen to spread at a rate of $O(t)$. Secondly, at the other extreme, Bahouri and Chemin consider an example for which the initial vorticity is piecewise constant with alternating values ±1 in the unit square of the four quadrants. There one finds rapid loss of Hölder regularity of the flow map. The motion in our example restricts to a solution the the Euler equations in the first quadrant with slip boundary conditions. The proof will show that the center of the mass located in the first quadrant moves at a rate of $O(t)$. In this case, the conservation of the center of mass and moment of inertia are no longer useful since both quantities vanish. Instead, we shall use conservation of energy.
\section*{Introduction}

We consider the Stokes equation
\begin{equation}
\begin{aligned}
u_t - \Delta u + \nabla p = 0, & \quad \text{div}u = 0 \text{ in } \Omega \times (0, \infty), \\
u = u_0 \text{ at } t = 0, & \\
\nu = 0 \text{ on } \partial \Omega \times (0, \infty)
\end{aligned}
\end{equation}
in a domain $\Omega$ in $\mathbb{R}^n (n \geq 2)$ with smooth boundary. Here $\nu = (\nu^1, \ldots, \nu^n)$ is unknown velocity field and $p$ is unknown pressure field. Initial data $u_0$ is assumed to satisfy a compatibility condition: $\text{div}u_0 = 0$ in $\Omega$ and the normal component of $u_0$ equals zero on $\partial \Omega$. This system is a typical parabolic equation and it has several properties resembling the heat equation.

Regularity-decay estimates like $L^p - L^q$ estimates are well-studied especially for $1 < p, q < \infty$ as explained in Giga-Matsui-Shimizu \cite{GigaMatsuiShimizu}. We reproduce its explanation for reader’s convenience. If $\Omega = \mathbb{R}^n$, $\nu$ is reduced to a solution of the heat equation with initial data $u_0$ because there is no boundary condition. For example regularity-decay estimate
\begin{equation}
\|\nabla u(t)\|_p \leq C t^{-1/2} \|u_0\|_p \text{ for } t > 0
\end{equation}
holds for all $1 \leq p \leq \infty$ with $C$ independent of $t$ and $u_0$, where $\|f(t)\|_p := \left(\int_\Omega |f(t, x)|^p dx\right)^{1/p}$ and $\nabla$ denotes the gradient in space variables. If $p = 2$, the estimate (0.2) is still valid for any domain. Indeed, since the Stokes operator $A$ is self-adjoint and nonnegative, the operator $A$ generates an analytic semigroup $e^{-tA}$. This yields
\begin{equation}
\|A^{1/2}e^{-tA}u_0\|_2 \leq C t^{-1/2} \|u_0\|_2.
\end{equation}
Since $u = e^{-tA}u_0$ and $\|A^{1/2}u\|_2 = \|\nabla u\|_2$, (0.2) follows for $p = 2$. (See Borchers and Miyakawa \cite{BorchersMiyakawa} for applications.) For $1 < p < \infty$, (0.2) is valid for bounded domains (Giga \cite{Giga}) and for a half space (Ukai \cite{Ukai}). The estimate (0.2) is also valid for exterior domain with $n \geq 3$, with extra restriction $1 < p < n$. (See Borchers and Miyakawa \cite{BorchersMiyakawa}, Giga and Sohr \cite{GigaSohr}, Iwashita \cite{Iwashita}.)

However, there was few results for $p = 1$ or $p = \infty$ where the boundary of $\Omega$ is not empty. The main difficulty lies in the fact that the projection associated with the Helmholtz decomposition is not bounded in $L^1$ and $L^\infty$ type spaces, because it involves the singular integral operator such as Riesz operators. In the case $p = 1$, Giga-Matsui-Shimizu \cite{GigaMatsuiShimizu} showed (0.2) when $\Omega$ is a half-space by estimating Ukai’s representation of solutions in Hardy space $H^1$ which is a subspace of $L^1$. The proof of (0.2) for $p = 1$ does not apply to get the results for $p = \infty$ since many terms in Ukai’s formula have singularity at $x_n = 0$ when we estimate in $L^\infty$ space. We are trying to derive $L^\infty$ estimate from $L^1$ estimate by duality argument but such method does not seem to apply since the projection is not bounded in $L^1$ and $L^\infty$.

In this talk, we prove (0.2) for $p = \infty$ where $\Omega$ is a half space $\mathbb{R}^n_+ = \{ x = (x_1, \ldots, x_n); x_n > 0 \}$.

\textbf{Theorem 0.1.} Let $u$ be the solution of the Stokes equation (0.1) in $\Omega = \mathbb{R}^n_+$ with initial data $u_0 \in L^\infty(\mathbb{R}^n)$, which satisfies the compatibility condition. Then there is a constant $C$ independent of $u_0$ such that
\begin{equation}
\|\nabla u(t)\|_\infty \leq C t^{-1/2} \|u_0\|_\infty
\end{equation}
for all $t > 0$.

The proof of this theorem is divided in three sections. First, we rearrange the solution formula of (0.1). The original formula obtained by Ukai [14] is not convenient for $L^\infty$ estimate because many terms have singularity on $x_n = 0$. To overcome the difficulty, we change the way of extension of solution in $x_n < 0$. In our new formula, the terms which include Riesz operators $\nabla A^{-1}$ in tangential space do not have singularities at $x_n = 0$. Next we estimate the terms which don't include $\nabla A^{-1}$. They can be obtained by $L^1$-estimate of the kernel, even though the terms has singularity on $x_n = 0$. Finally, we estimate the term which include $\nabla A^{-1}$. We will show that the smoothness at $x_n = 0$ of these terms is very useful to obtain estimates in the Hardy space $H^2$.
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1. Introduction

We consider the existence of global solutions for nonlinear wave equations of the form

\[ \partial_t^2 u(t, x) - \Delta u(t, x) = f(u(t, x)) \]

with initial data \( u(0, \cdot) = \phi \in H^{n/2}(\mathbb{R}^n) \), \( \partial_t u(0, \cdot) = \psi \in H^{n/2-1}(\mathbb{R}^n) \),

(1.1)

where \( u \) is a complex-valued function of \((t, x) \in \mathbb{R} \times \mathbb{R}^n \), \( \Delta \) denotes the Laplacian of spatial variables, \( f \) is a complex function, and \( H^p(\mathbb{R}^n) \) is the homogeneous Sobolev space of order \( p \). We prove the global solvability of (1.1) in the critical Sobolev space \( H^{n/2}(\mathbb{R}^n) \) with nonlinearity \( f \) of exponential type, a typical example of which is given by \( u^2 e^{\lambda |u|^2} \) with \( \lambda > 0 \).

There is a large literature on the Cauchy problem for the equation (1.1), see for instance [2, 5, 7, 9, 10, 12, 13, 16, 17, 21, 22]. It is well-known that the Cauchy problem (1.1) is locally well-posed in the usual Sobolev space \( H^p(\mathbb{R}^n) \) if \( p > n/2 \) and \( f \) is any smooth function with \( f(0) = 0 \) [16], or if \( 1/2 \leq p < n/2 \) and \( f \) is given as a single power nonlinearity \( \lambda |u|^{p-1} u \) with \( \lambda \in \mathbb{C} \) and \( p \leq 1 + 4/(n-2\mu) \) [9, 13, 17, 22]. Moreover if \( p = 1 + 4/(n-2\mu) \) and \( 1/2 \leq \mu < n/2 \), then we have global \( H^p \)-solutions with the Cauchy data sufficiently small [13, 17]. The same situation happens for the nonlinear Schrödinger equations as well [3, 4, 11, 15, 23]. The critical power \( p = 1+4/(n-2\mu) \) at the level of \( H^p \) naturally
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arises by the standard scaling argument and is consistent with the Sobolev embedding $H^\mu \hookrightarrow L^{n(p-1)/2}$ for $\mu = n/2 - 2/(p-1)$. The last embedding, however, breaks down for $\mu = n/2$. In view of the circumstantial evidence above, it seems natural to call $n/2$ another critical exponent and accordingly, in this paper we are interested in the existence of solutions of (1.1) when $\mu = n/2$ and especially in the admissible class of nonlinearities in that theory. $H^{n/2}$ solutions are of particular interest as finite energy and strong solutions when $n = 2$ and 4, respectively.

To state our theorem, first we clarify the class of nonlinear terms.

**Definition** Let $n \geq 2$. We define a class of functions $G$ as follows. We say that $f \in G$ if $f$ satisfies $f \in C^{[n/2]}(\mathbb{R}^3, \mathbb{C})$ and $f(0) = 0$, and there exists some positive number $\lambda$ such that the following estimates hold for all $z \in \mathbb{C}$:

\[
|f'(z)| \leq \begin{cases} 
C|z|^4 e^{\lambda |z|^2} & \text{for } n = 2; \\
C|z|^2 e^{\lambda |z|^3} & \text{for } n = 3;
\end{cases}
\]

\[
|f''(z)| \leq C|z|^2 e^{\lambda |z|^2}, \quad |f''(z)| \leq C|z|^4 e^{\lambda |z|^2} \quad \text{for } n = 4; 
\]

\[
|f'(z)| \leq C|z| e^{\lambda |z|^2}, \quad \sup_{2 \leq k \leq [n/2]} |f^{(k)}(z)| \leq C e^{\lambda |z|^2} \quad \text{for } n \geq 5;
\]

where $f$ is regarded as a function of $z$ and $\bar{z}$, $f'(z) = (\partial f/\partial z, \partial f/\partial \bar{z})$, for $k \geq 2$ $f^{(k)}$ denotes any of the derivatives of $f$ of $k$-th order with respect to $z$ and $\bar{z}$, and $[s]$ denotes the integer part of $s \in \mathbb{R}$.

To show the existence of the global solutions of (1.1) with $f \in G$, we use the standard fixed point argument on the corresponding integral equation. Let $1/q_0 = (n-1)/2(n+1)$. We introduce the following complete metric space

\[
X(R) = \{ u \in L^\infty(\mathbb{R}, \dot{H}^{n/2}) \cap L^{q_0}(\mathbb{R}, B^{(n-1)/2}_{q_0}) \mid 
\max \{ ||u||_{L^\infty(\mathbb{R}, \dot{H}^{n/2})}, ||u||_{L^{q_0}(\mathbb{R}, B^{(n-1)/2}_{q_0})}, ||u||_{L^{q_0}(\mathbb{R}, \dot{B}^{0}_{q_0})} \} \leq R \},
\]

endowed with the metric

\[
d(u, v) = ||u - v; L^{q_0}(\mathbb{R}, \dot{B}^{0}_{q_0})||,
\]

where $B^a_q$ [resp.$\dot{B}^a_q$] denotes the [resp.homogeneous] Besov space and we made abbreviation such as $B^a_q = B^a_{q,2}(\mathbb{R}^n)$, $\dot{B}^a_q = B^a_{q,2}(\mathbb{R}^n)$, $H^{s,a} = H^{s,a}(\mathbb{R}^n)$, $H^{s,a} = \dot{H}^{s,a}(\mathbb{R}^n)$. For the definitions and its properties of Sobolev and Besov spaces, we refer to [1, 6, 27]. For convenience of description, we define the following space of the Cauchy data by

\[
Y \equiv (\dot{H}^{n/2} \times \dot{H}^{n/2-1}) \cap (\dot{H}^{1/2} \times \dot{H}^{-1/2}) \\
\| (\psi, \dot{\psi}) \|_Y = \max \{ \| \psi \|_{\dot{H}^{n/2}}, \| \dot{\psi} \|_{\dot{H}^{1/2}}, \| \psi \|_{\dot{H}^{n/2-1}}, \| \dot{\psi} \|_{\dot{H}^{-1/2}} \}.
\]
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Now we state our theorem. In the following, we use the operators
\[ K(t) \equiv (\sin t\sqrt{\Delta})/\sqrt{-\Delta}, \quad \hat{K}(t) \equiv \cos t\sqrt{\Delta}. \]

**Theorem 1.1** Let \( n \geq 2 \). Let \( f \in G \). Let \( (\phi, \psi) \in Y \) be sufficiently small. Then there exists \( R > 0 \) such that (1.1) has a unique global solution in \( X(R) \). Moreover the solution \( u \) belongs to \( (C' \cap L^\infty)(\mathbb{R}, H^{n/2} \cap H^{1/2}) \) and depends on the initial data continuously. In addition, there exists a pair \( (\phi_+, \psi_+) \in Y \) such that
\[
\|(u(t) - \hat{K}(t)\phi_+ - K(t)\psi_+, \partial_t(u(t) - \hat{K}(t)\phi_+ - K(t)\psi_+))\|_Y \to 0 \quad \text{as} \quad t \to \infty.
\]
Conversely, for sufficiently small \( (\phi_-, \psi_-) \in Y \), there exists a solution \( u_- \) of (1.1) in \( X(R) \) such that
\[
\|(u_-(t) - \hat{K}(t)\phi_- - K(t)\psi_-, \partial_t(u_-(t) - \hat{K}(t)\phi_- - K(t)\psi_-))\|_Y \to 0 \quad \text{as} \quad t \to -\infty.
\]
Moreover the scattering operator \( (\phi_-, \psi_-) \mapsto (\phi_+, \psi_+) \) is continuous with respect to the \( H^{1/2} \times H^{-1/2} \)-norm.

**Remark 1.** We now comment on the relation between the dimension and the vanishing order of the functions of (1.2) at the origin. As we mentioned above, for the existence of the global solutions it is natural to require the vanishing order at least the conformal power \( 1 + 4/(n-1) \) which is identical to the requirement in (1.2) when \( n = 2, 3, 5 \). As we see below, we need to differentiate the nonlinearity \( f \) at least \((n-1)/2\)-times and as far as \( f \) is supposed to behave as a power \( u^p \) at the origin, we must impose \( p \geq (n-1)/2 \) except \( p \) is an integer. Therefore, if \( p \) is not an integer, then we are restricted to the case \( n \leq 5 \). We keep ourselves away from the resulting technical difficulty and assume sufficient smoothness of \( f \) at the origin.

**Remark 2.** An analogous result has been proved by the same authors for the nonlinear Schrödinger equations in the critical Sobolev space \( H^{n/2} \) [18].

**Remark 3.** In (1.4), the exponent \( q_0 \) of the auxiliary function space is that of the Strichartz space-time estimate in the diagonal case [25]. In Theorem 1.1, as for the local well-posedness, the smallness assumption on the Cauchy data may be removed if \( f \) satisfies
\[
\sup_{0 \leq k \leq \lfloor m/2 \rfloor} |f^{(k)}(z)| \leq C|z^m e^{\lambda}|^{2^{-\epsilon}}, \quad 0 < \epsilon \leq 2.
\]
for \( m \) sufficiently large (see [16] for details).

We prove Theorem 1.1 in the next section. The proof depends on the Strichartz estimate [8, 13, 25] and on the estimates on the nonlinear terms in the form of the power series expansion given by the RHS of (1.2). To ensure the convergence of the corresponding series of norms on \( L^q \) or \( B^0_q \) with \( q \to \infty \).
we use the sharp Gagliardo-Nirenberg inequalities [18, 19]. Those inequalities are closely related to Trudinger's inequality [14, 19, 20, 24, 26, 28] and in this sense the power 2 in the exponential functions on the RHS of (1.2) also seems critical.

2 Proof of Theorem 1.1

In this section we prove Theorem 1.1. For \((\phi, \psi) \in Y\) and \(u \in X(R)\) with \(R\) to be determined later, we define the operator \(\Phi\) by

\[
\Phi(u)(t) = \hat{K}(t)\phi(t) + K(t)\psi(t) + \int_0^t K(t - \tau)f(u(\tau))d\tau.
\]

(2.7)

For the existence of the solutions of (1.1), it suffices to show that \(\Phi\) is a contraction map on \(X(R)\) for some \(R\). By the Strichartz estimate and the standard duality argument, we have the following linear estimates

\[
\max\{\|\Phi(u); L^{\infty}(R, \dot{H}^{n/2})\|, \|\Phi(u); L^{q_0}(R, \dot{\dot{B}}^{(n-1)/2}_{q_0})\|\} \\
\leq C(\|\phi; \dot{H}^{n/2}\| + \|\psi; \dot{H}^{n/2-1}\| + \|f(u); L^{q_0'}(R, \dot{\dot{B}}^{(n-1)/2}_{q_0})\|),
\]

(2.8)

\[
\|\Phi(u); L^{q_0}(R, \dot{\dot{B}}^{0}_{q_0})\| \\
\leq C(\|\phi; \dot{H}^{1/2}\| + \|\psi; H^{-1/2}\| + \|f(u); L^{q_0'}(R, \dot{\dot{B}}^{0}_{q_0})\|),
\]

(2.9)

where \(1/q_0' = 1 - 1/q_0\), and \(C\) is independent of \(\phi, \psi, f\) and \(u\) (see also [8]). In (2.9), we may replace \(\dot{\dot{B}}^{0}_{q_0}\) and \(\dot{\dot{B}}^{0'}_{q_0}\) with \(L^{q_0}\) and \(L^{q_0'}\) respectively using the embedding \(\dot{\dot{B}}^{0}_{q_0} \hookrightarrow L^{r}\) for \(2 \leq r < \infty\). Regarding the norms of \(f(u)\) on RHS in (2.8) and (2.9), we have the following lemma.

Lemma 2.1 Let \(f \in G\). Then there exists a monotone increasing function \(\rho\) on \(R\) such that for any \(u\) and \(v\) in \(X(R)\)

\[
\|f(u); L^{q_0'}(R, L^{q_0^*})\| \leq C\rho(R)R^2,
\]

(2.10)

\[
\|f(v); L^{q_0'}(R, \dot{\dot{B}}^{(n-1)/2}_{q_0'})\| \leq C\rho(R)R^2,
\]

(2.11)

\[
\|f(u) - f(v); L^{q_0'}(R, L^{q_0^*})\| \leq C\rho(R)R\|u - v; L^{q_0}(R, L^{q_0})\|,
\]

(2.12)

where \(C\) is independent of \(u\) and \(v\).

Proof of Lemma 2.1

We prove Lemma 2.1 for \(n \geq 5\), since the lemma for \(n = 2, 3, 4\) could be shown quite analogously. First we prove (2.10). We recall the inequalities

\[
\|u; L^q\| \leq Cq^{1/2 + (r-2)/2q}\|u; \dot{H}^{n/2}\|^{1 - r/q}\|u; L^r\|^{r/q},
\]

(2.13)

\[
\|u; \dot{\dot{B}}^{0}_{q_0}\| \leq Cq^{1/2 + (r-2)/2q}\|u; \dot{H}^{n/2}\|^{1 - r/q}\|u; \dot{\dot{B}}^{0}_{r}\|^{r/q},
\]

(2.14)
for any $1 < r < q < \infty$, where $C$ is independent of $q$ and $u$ (see [18, 19]). By expanding the RHS of (1.2) and estimating the resulting power series by the Hölder inequality in space and (2.13), we have

$$
\|f(u); L^{0, q}\| 
\leq C \sum_{j=0}^{\infty} \lambda_j^{j} \|u; L^{r^*}\|^{2j+1} \|u; L^{q}\|
$$

(2.15)

$$
\leq C \sum_{j=0}^{\infty} \lambda_j^{j} r^{(1/2 + (q_0 - 2)/2)j} \|u; \dot{H}^{n/2}\|^{(1-q_0/r^*)j} \|u; L^{q_0}\|^{(2j+1)}
$$

(2.16)

\[ \|u; L^{q_0}\|^{(2j+1)q_0/r^*}, \]

where $r^* = (n+1)(2j+1)/2$ and $C$ is independent of $u$. Therefore we have by the Hölder inequality in time

$$
\|f(u); (R, L^{q_0})\| \leq C \sum_{j=0}^{\infty} \lambda_j^{j} r^{(1/2 + (q_0 - 2)/2)j} \|u; \dot{H}^{n/2}\|^{(1-q_0/r^*)j} \|u; L^{q_0}\|^{(2j+1)q_0/r^*}.
$$

(2.17)

Since the series in (2.17) converges for sufficiently small $R$, we shall regard it as $\rho(R)R^2$. This completes the proof of (2.10). The inequality (2.12) follows analogously if we use the equality

$$
f(u) - f(v) = \int_0^1 f'(v + \theta(u - v))(u - v)d\theta.
$$

Next we show (2.11) for $n \geq 5$ odd. By the embedding $\dot{H}^{(n-1)/2}_{q_0'} \hookrightarrow \dot{B}^{(n-1)/2}_{q_0'}$, we have

$$
\|f(u); \dot{B}^{(n-1)/2}_{q_0'}\| \leq C \sum_{k=1}^{(n-1)/2} \sum_{|\alpha|=(n-1)/2} \sum_{\sum_{|l_i| \geq 1}} \|f^{(k)}(u)\| \|\partial^\alpha u; L^{q_0'}\|.
$$

(2.18)

For $k \geq 2$ and $1 \leq i \leq k$, let $1/r^*$ and $1/r^*_i$ be

$$
1/r^* \equiv 2/(n+1)(2j + k - 1), \quad 1/r^*_i \equiv (1 - 2|\beta_i|/(n-1))/r^* + 2|\beta_i|/(n-1)q.
$$

Then we have by the interpolation of the Besov space

$$
\|
\partial^\alpha u; L^{r^*}\| \leq C \|u; \dot{B}^{0}_{q_0'}\|^{1-2|\beta_i|/(n-1)} \|u; \dot{B}^{(n-1)/2}_{q_0'}\|^{2|\beta_i|/(n-1)} \quad \text{for} \quad 1 \leq i \leq k,
$$

(2.19)

where $C$ is independent of $j$ and $u$ (see [6, Lemma A.1]). Therefore we have for $k \geq 2$

$$
\|f^{(k)}(u)\| \|\partial^\alpha u; L^{q_0'}\| \leq C \sum_{j=0}^{\infty} \lambda_j^{j} \|u; \dot{B}^{0}_{q_0'}\|^{j+k-1} \|\partial^\alpha u; L^{q_0'}\|.
$$

(2.20)
which corresponds to (2.15), and by the same argument as above the inequality (2.11) follows, where the estimate on the terms with \( k = 1 \) is similar and simpler.

For \( n \geq 6 \) even, we use the following equivalent norm on the homogeneous Besov space

\[
\|u; \dot{B}^{(n-1)/2}_{q}\| \simeq \sum_{|\alpha|=(n-2)/2} \left\{ \int_0^\infty t^{-2} \sup_{|y|<t} \|\partial^\alpha u - \partial^\alpha \tau_y u; L^q\|^2 dt \right\}^{1/2}, \quad (2.21)
\]

where \( \tau_y \) is the shift function by \( y \in \mathbb{R}^n \). By (2.21), we have

\[
\|f(u); \dot{B}^{(n-1)/2}_{q_0}\| \\
\leq C \sum_{k=1}^{(n-2)/2} \sum_{|\alpha|=(n-1)/2} \sum_{|\beta|\geq 1} \left\{ \int_0^\infty t^{-2} \sup_{|y|<t} \|f^{(k)}(u) \prod_{i=1}^k \partial^\beta \tau_y u\|^{2} dt \right\}^{1/2}.
\]

Here we estimate (2.22) as follows. Let \( 1/r^* = 1/r, 1/r^*_i \) be

\[
1/r^* = 2/(n + 1)(2j + k), \quad 1/r^*_i = (1 - 1/(n - 1))/r^* + 1/(n - 1)q_0, \\
1/r^*_i = (1 - 2|\beta_i|/(n - 1))/r^* + 2|\beta_i|/(n - 1)q_0 \quad \text{for} \quad 1 \leq i \leq k.
\]

Then we have by the Hölder inequality and an estimate similar to (2.19)

\[
\|(f^{(k)}(u) - f^{(k)}(\tau_y u)) \prod_{i=1}^k \partial^\beta \tau_y u; L^{q_0'}\| \\
\leq C \sum_{j=0}^{\infty} \frac{2^j}{j!} \|u; \dot{B}^{(n-1)/2}_{q_0}\| \prod_{i=1}^k \partial^\beta \tau_y u; L^{q_0'}\|
\leq C \sum_{j=0}^{\infty} \frac{2^j}{j!} \|u; \dot{B}^{(n-1)/2}_{q_0}\| \|u; \dot{B}^{(n-1)/2}_{q_0}\|^{(n-2)/(n-1)}
\]

\[
\|u - \tau_y u; L^r\|. \quad (2.23)
\]

Therefore we have

\[
\left\{ \int_0^\infty t^{-2} \sup_{|y|<t} \|(f^{(k)}(u) - f^{(k)}(\tau_y u)) \prod_{i=1}^k \partial^\beta \tau_y u; L^{q_0'}\|^2 dt \right\}^{1/2} \\
\leq C \sum_{j=0}^{\infty} \frac{2^j}{j!} \|u; \dot{B}^{(n-1)/2}_{q_0}\|. \quad (2.24)
\]
For \( k \geq 2 \), let \( 1/r^* = 2/(n + 1)(2j + k - 1) \) and let

\[
1/\tilde{r} = (1 - (2|\beta_1| + 1)/(n - 1))/r^* + (2|\beta_1| + 1)/(n - 1)q_0,
\]

\[
1/r_i^* = (1 - 2|\beta_i|/(n - 1))/r^* + 2|\beta_i|/(n - 1)q_0 \quad \text{for} \quad 2 \leq i \leq k.
\]

Then we have by an estimate similar to (2.23)

\[
\|f^{(k)}(u)(\partial^{\beta_1} u - \partial^{\beta_1} r_y u) \prod_{i=2}^{k} \partial^{\beta_i} u; L^{n'} \|
\leq C \sum_{j=0}^{\infty} \lambda_j \|u; H_{q_0}^{(n-1)/2}\|^{2j + k - 1} \|u; H_{q_0}^{(n-1)/2}\|^{2j + k - 1} \|u; L^{n'}\|^{2j + k - 1} \|u; L^{n'}\|. \tag{2.25}
\]

Therefore we have

\[
\{ \int_0^\infty t^{-2} \|f^{(k)}(u)(\partial^{\beta_1} u - \partial^{\beta_1} r_y u) \prod_{i=2}^{k} \partial^{\beta_i} u; L^{n'} \| \, dt \}^{1/2} \leq C \sum_{j=0}^{\infty} \lambda_j \|u; H_{q_0}^{(n-1)/2}\|^{2j + k - 1} \|u; H_{q_0}^{(n-1)/2}\|^{2j + k - 1} \|u; L^{n'}\|. \tag{2.26}
\]

The inequalities (2.24) and (2.26) correspond to (2.15), so that we have the required inequality (2.11), where the estimate on the terms with \( k = 1 \) is again similar and simpler. This completes the proof of lemma 2.1.

We now turn to the proof of Theorem 1.1. By (2.8), (2.9) and Lemma 2.1, we have

\[
\max \{ \|\Phi(u); L^\infty(R, H^{n/2})\|, \|\Phi(u); L^q(R, B^{(n-1)/2}_q)\|, \|\Phi(u); L^q(R, B^{(n-1)/2}_q)\| \}
\leq C \|\phi, \psi\|_Y + Cp(R)R^2, \tag{2.27}
\]

\[
d(\Phi(u), \Phi(v)) \leq Cp(R) Rd(u, v), \tag{2.28}
\]

for \( u, v \in X(R) \), where \( C \) is independent of \( u \) and \( v \). Therefore \( \Phi \) becomes a contraction map on \( X(R) \) if \( \|\phi, \psi\|_Y \) and \( R \) are sufficiently small. The existence of asymptotic states and the continuity of the scattering operator follow by the standard argument (see [17]).

\[\Box\]
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1. Introduction. This note is based on the author’s recent work [7]. There are some symmetry results of Alessandrini [1, 2], some of which proved a conjecture of Klamkin [3] (see also [12]). We quote a theorem of [2] (see [2, Theorem 1.3, p. 254]).

Theorem A (Alessandrini). Let $\Omega$ be a bounded domain in $\mathbb{R}^N$ ($N \geq 2$) with boundary $\partial \Omega$ and let all of its boundary points be regular with respect to the Laplacian. Let $\varphi \in L^2(\Omega)$ satisfy $\varphi \neq 0$ and let $u = u(x, t)$ be the unique solution of

$$
\begin{align*}
\frac{\partial u}{\partial t} &= \Delta u \quad \text{in} \quad \Omega \times (0, \infty), \\
u(x, 0) &= \varphi(x) \quad \text{in} \quad \Omega, \\
u &= 0 \quad \text{on} \quad \partial \Omega \times (0, \infty).
\end{align*}
$$

If there exists $T > 0$ such that, for every $t > T$, $u(\cdot, t)$ is constant on every level surface \{ $x \in \Omega : u(x, t) = \text{const.}$ \} of $u(\cdot, t)$ in $\Omega$, then one of the following two cases occurs.

(i) $\varphi$ is an eigenfunction of $-\Delta$ under the homogeneous Dirichlet boundary condition.

(ii) $\Omega$ is a ball, $u(\cdot, t)$ is radially symmetric for each $t \geq 0$, and $u$ never vanishes in $\Omega \times [T, \infty)$.

Klamkin’s conjecture was that if all the spatial level surfaces of the solution $u$ of (1.1) are invariant with respect to the time variable $t$ for positive constant initial data, then the domain must be a ball. Therefore Theorem A proved the Klamkin’s conjecture [3].

In this note we consider the similar problem under the homogeneous Neumann boundary condition. Our result is:
Theorem 1. Let \( \Omega \) be a bounded Lipschitz domain in \( \mathbb{R}^N \) \( (N \geq 2) \) with boundary \( \partial \Omega \), and let \( \varphi \in L^2(\Omega) \) satisfy \( \varphi \neq 0 \) and \( \int_{\Omega} \varphi \, dx = 0 \). Let \( u = u(x, t) \) be the unique solution of the following initial-Neumann problem:

\[
\begin{cases}
\partial_t u = \Delta u & \text{in } \Omega \times (0, \infty), \\
u(x, 0) = \varphi(x) & \text{in } \Omega, \\
\frac{\partial u}{\partial \nu} = 0 & \text{on } \partial \Omega \times (0, \infty),
\end{cases}
\]

where \( \nu \) denotes the exterior normal unit vector to \( \partial \Omega \). If there exists \( \tau > 0 \) such that, for every \( t > \tau \), \( u(\cdot, t) \) is constant on every level surface \( \{x \in \Omega \mid u(x, \tau) = \text{const.}\} \) of \( u(\cdot, \tau) \) in \( \Omega \), then one of the following two cases occurs.

(i) \( \varphi \) is an eigenfunction of \( -\Delta \) under the homogeneous Neumann boundary condition.

(ii) By a rotation and a translation of coordinates we have one of the following (a) and (b):

(a) There exists a finite interval \((a, b)\) such that \( u \) is extended as a function of \( x_1 \) and \( t \) only, say \( u = u(x_1, t) \) \((x_1, t) \in [a, b] \times (0, \infty)\), and there exist an integer \( n \geq 1 \) and a finite sequence \( \{s_j\}_{j=0}^{n-1} \) satisfying

\[
s_0 = a, \ s_n = b, \ \text{and} \ s_{j+1} - s_j = \frac{b-a}{n} \ \text{for} \ 0 \leq j \leq n-1,
\]

such that \( \frac{\partial u}{\partial x_1} \) never vanishes in \( \bigcup_{j=0}^{n-1} (s_j, s_{j+1}) \times (\tau, \infty) \) and it vanishes on \( \{s_j\}_{j=0}^{n-1} \times (0, \infty) \). When \( n \geq 2 \), \( u \) is symmetric with respect to hyperplane \( \{x \in \mathbb{R}^N \mid x_1 = s_j\} \) for each \( 1 \leq j \leq n-1 \). Furthermore, the boundary \( \partial \Omega \) consists of at most the following:

(a-1) a part of hyperplane \( \{x \in \mathbb{R}^N \mid x_1 = b\} \),

(a-2) a part of hyperplane \( \{x \in \mathbb{R}^N \mid x_1 = a\} \),

(a-3) a part of hyperplane \( \{x \in \mathbb{R}^N \mid x_1 = s_j\} \) for each \( 1 \leq j \leq n-1 \) when \( n \geq 2 \),

(a-4) a collection of straight line segments \( \ell \)'s given by

\[
\ell = \{x \in \mathbb{R}^N \mid x = (x_1, y') \ \text{and} \ s_j \leq x_1 \leq s_{j+1}\},
\]

where \( y' \) is a point in \( \mathbb{R}^{N-1} \) and \( 0 \leq j \leq n-1 \).

Here (a-1), (a-2), and (a-4) are nonempty and there is a case where (a-3) is empty.

(b) There exist a finite interval \((a, b)\) with \( a \geq 0 \) and a natural number \( k \) with \( 2 \leq k \leq N \) such that \( u \) is extended as a function of \( r = (x_1^2 + \cdots + x_k^2)^{\frac{1}{2}} \) and \( t \) only, say \( u = u(r, t) \) \((r, t) \in [a, b] \times (0, \infty)\), whose derivative \( \frac{\partial u}{\partial r}(r, t) \) never vanishes in \( (a, b) \times (\tau, \infty) \) and it vanishes on \( \{a, b\} \times (0, \infty) \). Furthermore, when \( 2 \leq k \leq N-1 \), the boundary \( \partial \Omega \) consists of the following:

(b-1) a part of hypersurface \( \{x \in \mathbb{R}^N \mid r = b\} \),

(b-2) a part of hypersurface \( \{x \in \mathbb{R}^N \mid r = a\} \) when \( a > 0 \),

---
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(b-3) a collection of straight line segments \( \ell \)'s given by

\[
\ell = \{ x \in \mathbb{R}^N ; (x_1, \ldots, x_k) = r\omega, a \leq r \leq b, \text{ and } (x_{k+1}, \ldots, x_N) = y' \},
\]

where \( y' \) is a point in \( \mathbb{R}^{N-k} \) and \( \omega \) is a point in the \( k-1 \)-dimensional unit sphere \( S^{k-1} \) in \( \mathbb{R}^k \).

When \( k = N \), there exists a Lipschitz domain \( S \) in \( S^{N-1} \) \((S \text{ can be the whole sphere } S^{N-1})\) such that \( \Omega = \{ r\omega \in \mathbb{R}^N ; r \in (a, b) \text{ and } \omega \in S \} \) when \( a > 0 \), and either \( \Omega = \{ r\omega \in \mathbb{R}^N ; r \in (0, b) \text{ and } \omega \in S \} \) with \( S \neq S^{N-1} \) or \( \Omega = \{ x \in \mathbb{R}^N ; r < b \} \) when \( a = 0 \).

In particular, in case (ii), if \( \partial \Omega \) is \( C^1 \), then \( \Omega \) must be either a ball or an annulus.

Since any constant function is a trivial solution of the initial-Neumann problem (1.2) with constant initial data, and since adding any constant function to the solution \( u \) in Theorem 1 does not have any influence on the invariance condition of spatial level surfaces of \( u \), so for simplicity we assumed that \( \varphi \neq 0 \) and \( \int_{\Omega} \varphi \, dx = 0 \) for initial data \( \varphi \).

Alessandrini used an eigenfunction expansion and a special case of a well-known theorem of symmetry for elliptic equations of Serrin [10, Theorem 2, pp. 311-312] in order to prove Theorem A:

**Theorem S (Serrin).** Let \( D \) be a bounded domain with \( C^2 \) boundary \( \partial D \) and let \( v \in C^2(\overline{D}) \) satisfy the following:

\[
\begin{cases}
\Delta v = f(v) & \text{and} & v > 0 \text{ in } D, \\
v = 0 & \text{and} & \frac{\partial v}{\partial \nu} = c \text{ on } \partial D,
\end{cases}
\]

where \( f = f(s) \) is a \( C^1 \) function of \( s \), \( c \) is a constant, and \( \nu \) denotes the exterior normal unit vector to \( \partial D \). Then \( D \) is a ball and \( v \) is radially symmetric and decreasing in \( D \).

Under the hypothesis that case (i) of Theorem A does not hold, Alessandrini showed that there exists a level set \( D = \{ x \in \Omega ; \psi(x) > s \} \) with \( s > 0 \) of an eigenfunction \( \psi = \psi(x) \) of \( -\Delta \) under the homogeneous Dirichlet boundary condition such that the function \( v = \psi - s \) satisfies the overdetermined boundary conditions as in Theorem S. Then applying Theorem S to \( v \) implies that \( D \) is a ball and \( v \) is radially symmetric and decreasing in \( D \). By a little more argument one gets case (ii) of Theorem A. In this proof essential is the fact that the boundary of \( D \) does not touch the boundary \( \partial \Omega \). This fact comes from the homogeneous Dirichlet boundary condition of the eigenfunction \( \psi \). Therefore, in our problem (1.2) we can not use Theorem S because of the homogeneous Neumann boundary condition. We overcome this obstruction by using the invariance condition of spatial level surfaces much more with the help of the classification theorem of isoparametric hypersurfaces in Euclidean space of Levi-Civita and Segre (see [4, 9]). Besides we can give another proof of Theorem A which does not depend on Theorem S.

In fact, the introduction of isoparametric surfaces was motivated by Somigliana [11] and Segre [8] in terms of similar questions of geometry of solutions of partial differential equations.
In Section 2 we give an outline of the proof of Theorem 1. For the details we refer to [7].


**Theorem LCS** (Levi-Civita and Segre). Let $D$ be a bounded domain in $\mathbb{R}^N$ ($N \geq 2$) and let $f$ be a real-valued smooth function on $D$ satisfying $\nabla f \neq 0$ on $D$. Suppose that there exist two real-valued functions $g = g(\cdot)$ and $h = h(\cdot)$ of a real variable such that

$$|\nabla f|^2 = g(f) \quad \text{and} \quad \Delta f = h(f) \quad \text{on} \quad D. \quad (2.1)$$

Then the family of level surfaces $\{x \in D ; f(x) = s\} \ (s \in f(D))$ of $f$ must be either parallel hyperplanes, concentric spheres, or concentric spherical cylinders.

In this theorem the function $f$ is called an isoparametric function, and the level surfaces of $f$ are called isoparametric surfaces. For our use we assumed that the domain $D$ is bounded.

Let us put $u(x, t) = \psi(x)$ for $x \in \Omega$. By the invariance condition of spatial level surfaces as in [1, (2.2), p. 231] we have:

$$u(x, t) = \mu(\psi(x), t) \quad \text{for any} \quad (x, t) \in \Omega \times [\tau, \infty) \quad (2.2)$$

for some function $\mu = \mu(s, t) : \mathbb{R} \times [\tau, \infty) \to \mathbb{R}$ satisfying

$$\mu(s, \tau) = s \quad \text{for any} \quad s \in \mathbb{R}. \quad (2.3)$$

Since $\psi$ is not constant, there exist a point $x_0 \in \Omega$ and an open ball $B$ in $\mathbb{R}^N$ centered at $x_0$ such that

$$\nabla \psi \neq 0 \quad \text{on} \quad \overline{B} \subset \Omega. \quad (2.4)$$

Then by a standard difference quotient argument (see [1, Lemma 1, p. 232] and [2, Lemma 2.1, p. 255]) we have:

**Lemma 2.1.** There exists an interval $I = [\psi(x_0) - \delta, \psi(x_0) + \delta]$ with some $\delta > 0$ such that $I \subset \psi(B)$ and $\mu \in C^\infty(I \times [\tau, \infty))$.

In view of Lemma 2.1 we can substitute (2.2) into the heat equation and get

$$\mu_t = \text{div} \left( \mu_s \nabla \psi \right) = \mu_s \Delta \psi + \mu_{ss} |\nabla \psi|^2 \quad \text{on} \quad \psi^{-1}(I) \times [\tau, \infty), \quad (2.5)$$

where $\psi^{-1}(I) = \{x \in \Omega \ ; \ \psi(x) \in I\}$. Differentiating (2.5) with respect to $t$ yields

$$\mu_{tt} = \mu_{st} \Delta \psi + \mu_{sst} |\nabla \psi|^2 \quad \text{on} \quad \psi^{-1}(I) \times [\tau, \infty). \quad (2.6)$$

Let us introduce the function $\mathcal{D}$ by

$$\mathcal{D} = \det \begin{pmatrix} \mu_s & \mu_{ss} \\ \mu_{st} & \mu_{sst} \end{pmatrix} \equiv \mu_s \mu_{sst} - \mu_{ss} \mu_{st}. \quad (2.7)$$

We distinguish the following two cases:

(1) $\mathcal{D} = 0$ on $I \times [\tau, \infty)$,

(2) $\mathcal{D} \neq 0$ on $I \times [\tau, \infty)$. 

---
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Remark that these cases are slightly different from the cases in the paper [1] where the time is fixed, that is, $t = \tau$.

**Case (1).** In this case let us show that the solution $u$ must be a separable solution, which implies case (i) of Theorem 1. It follows from (2.3) that $\mu_s(s, \tau) \equiv 1$. Therefore there exists a time $T_1 > \tau$ such that

$$\mu_s > 0 \text{ on } I \times [\tau, T_1].$$

Hence we have

$$(\log \mu_s)_{st} = \mathcal{D}/(\mu_s)^2 = 0 \text{ on } I \times [\tau, T_1].$$

By solving this equation with $\mu_s(s, \tau) \equiv 1$ and using the analyticity in $x$ of $u$ and the fact that $\int_{\Omega} u(x, t) \, dx = 0$ for any $t > 0$, we can show that $u$ is a separable solution.

**Case (2).** In this case, by supposing that case (i) of Theorem 1 does not hold, we show that case (ii) holds. It follows from the continuity of $\mathcal{D}$ that there exist a nonempty open subinterval $J \subset I$ and a time $t_0 \geq \tau$ such that $\mathcal{D} \neq 0$ on $\overline{J} \times \{t_0\}$. Hence we can solve equations (2.5) and (2.6) with respect to $\partial\Omega$ and $\Delta\psi$ for $(x, t_0) \in \psi^{-1}(J) \times \{t_0\}$. Namely, there exists a nonempty bounded domain $D \subset \psi^{-1}(\Omega) \subset \mathbb{R}^N$ such that

$$|\nabla\psi|^2 = g(\psi) \text{ and } \Delta\psi = h(\psi) \text{ on } D$$

(2.8)

for some functions $g$ and $h$ as in (2.1). Then, since $\psi$ is analytic in $\Omega$, it follows from (2.2) and Theorem 1 that after a rotation and a translation of coordinates there exists a finite interval $(a, b)$ such that we have one of the following (a) and (b):

(a) $u$ is extended as a function of $x_1$ and $t$ only, say $u = u(x_1, t)$ ($x_1, t) \in [a, b] \times [\tau, \infty)$). Furthermore, $\Omega \subset (a, b) \times \mathbb{R}^{N-1}$ with $\partial\Omega \cap \{(a) \times \mathbb{R}^{N-1} \neq \emptyset$ and $\partial\Omega \cap \{(b) \times \mathbb{R}^{N-1} \neq \emptyset$.

(b) $a \geq 0$ and there exists a natural number $k$ with $2 \leq k \leq N$ such that $u$ is extended as a function of $r = (x_1^2 + \cdots + x_k^2)^{1/2}$ and $t$ only, say $u = u(r, t)$ ($r, t) \in [a, b] \times [\tau, \infty)$). Furthermore, when $a > 0$, $\Omega \subset \{(x_1, \ldots, x_k) \in \mathbb{R}^k; a < r < b \} \times \mathbb{R}^{N-k}$ with $\partial\Omega \cap \{(x_1, \ldots, x_k) \in \mathbb{R}^k; r = a \} \times \mathbb{R}^{N-k} \neq \emptyset$ and $\partial\Omega \cap \{(x_1, \ldots, x_k) \in \mathbb{R}^k; r = b \} \times \mathbb{R}^{N-k} \neq \emptyset$, and when $a = 0$, $\Omega \subset \{(x_1, \ldots, x_k) \in \mathbb{R}^k; 0 \leq r < b \} \times \mathbb{R}^{N-k}$ with $\Omega \cap \{(0) \times \mathbb{R}^{N-k} \neq \emptyset$ and $\partial\Omega \cap \{(0) \times \mathbb{R}^{N-k} \neq \emptyset$. Here, when $k = N$, $\mathbb{R}^{N-k}$ is disregarded.

Here we have:

**Lemma 2.2.** In case (b) $u(r, \tau)(= \psi(r))$ is monotone on $[a, b]$, provided case (i) of Theorem 1 does not hold.

Since $\partial\Omega$ is only Lipschitz continuous, we need careful consideration to prove Theorem 1. Since problem (1.2) is solved by an eigenfunction expansion, we see that $u = u(x_1, t)((x_1, t) \in [a, b] \times [0, \infty))$ in case (a) and $u = u(r, t)((r, t) \in [a, b] \times [0, \infty))$ in case (b).
Let us consider case (b) first. Lemma 2.2 implies that either \( \psi' \geq 0 \) or \( \psi' \leq 0 \). Consider the case where \( \psi' \geq 0 \). Since \( \psi \) is analytic and not constant, there exists a sequence of positive numbers \( \{\varepsilon_j\}_{j=1}^{\infty} \) with \( \varepsilon_j \downarrow 0 \) as \( j \uparrow \infty \) such that

\[
\psi'(a + \varepsilon_j) > 0 \quad \text{and} \quad \psi'(b - \varepsilon_j) > 0 \quad \text{for any} \quad j \geq 1.
\]

By continuity we see that for each \( j \geq 1 \) there exists \( \tau_j > \tau \) satisfying

\[
\partial_r u > 0 \quad \text{on} \quad \{a + \varepsilon_j, b - \varepsilon_j\} \times \{\tau, \tau_j\}.
\]

Hence, since \( \psi' \geq 0 \), it follows from the strong maximum principle that for each \( j \geq 1 \) \( \partial_r u > 0 \) in \( [a + \varepsilon_j, b - \varepsilon_j] \times (\tau, \tau_j] \). By dealing with the case where \( \psi' \leq 0 \) similarly, we conclude that there exist two sequences \( \{\varepsilon_j\}_{j=1}^{\infty} \) and \( \{\tau_j\}_{j=1}^{\infty} \) with \( \varepsilon_j \downarrow 0 \) as \( j \uparrow \infty \) and \( \tau_j > \tau \) such that for each \( j \geq 1 \)

\[
\partial_r u \neq 0 \quad \text{in} \quad [a + \varepsilon_j, b - \varepsilon_j] \times (\tau, \tau_j]. \quad (2.9)
\]

Since \( u \) satisfies the homogeneous Neumann boundary condition, this will determine the boundary \( \partial \Omega \). If \( \partial \Omega \cap \{ x \in \mathbb{R}^N \mid r = (x_1^2 + \cdots + x_k^2)^{\frac{1}{2}} \in (a, b) \} = \emptyset \), then \( k = N \) and \( \Omega \) must be either a ball or an annulus in \( \mathbb{R}^N \). So, let us consider the case where \( \partial \Omega \cap \{ x \in \mathbb{R}^N \mid r \in (a, b) \} \neq \emptyset \). Take sufficiently large \( j \geq 1 \) and take an arbitrary point \( x^* \in \partial \Omega \) with \( r = ((x_1^*)^2 + \cdots + (x_k^*)^2)^{\frac{1}{2}} \in (a + \varepsilon_j, b - \varepsilon_j) \). Since \( \Omega \) is a bounded Lipschitz domain, we can find an orthogonal matrix \( \mathcal{R} = (r_{ij}) \) and a neighborhood \( V \) of \( x^* \) in \( \mathbb{R}^N \) with \( V \subset \{ x \in \mathbb{R}^N \mid r = (x_1^2 + \cdots + x_k^2)^{\frac{1}{2}} \in (a + \varepsilon_j, b - \varepsilon_j) \} \), and by introducing the rotation of coordinates: \( z = \mathcal{R} x \), we may have in \( z \)-coordinates

\[
\begin{align*}
\partial \Omega \cap V &= \{ z = (\bar{z}, \phi(\bar{z})) \in \mathbb{R}^{N-1} \mid \bar{z} = (z_1, \ldots, z_{N-1}) \in \bar{B} \}, \\
\Omega \cap V &= \{ z = (\bar{z}, z_N) \in \mathbb{R}^N \mid c < z_N < \phi(\bar{z}) \text{ and } \bar{z} \in \bar{B} \}, \\
V &= \bar{B} \times (c, d),
\end{align*}
\]

where \( \bar{B} \) is an open ball in \( \mathbb{R}^{N-1} \), \( (c, d) \) is a bounded open interval, and \( \phi \) is a Lipschitz continuous function on \( \bar{B} \). Then, by Rademacher's theorem on the almost everywhere total differentiability of Lipschitz functions (see [13, Theorem 2.21, p. 50] for example) we see that the exterior unit normal vector \( \nu \) to \( \partial \Omega \) is given by

\[
\nu(\bar{z}, \phi(\bar{z})) = (1 + |\nabla_{\bar{z}} \phi(\bar{z})|^2)^{-\frac{1}{2}}(-\nabla_{\bar{z}} \phi(\bar{z}), 1) \quad \text{for almost every} \quad \bar{z} \in \bar{B},
\]

where \( \nabla_{\bar{z}} \phi = (\partial_{z_1} \phi, \ldots, \partial_{z_{N-1}} \phi) \). Therefore it follows from the homogeneous Neumann boundary condition that for any \( t \in (\tau, \tau_j] \)

\[
(-\nabla_{\bar{z}} \phi(\bar{z}), 1) \cdot \nabla_z (u(\mathcal{R}^* z, t)) = 0 \quad \text{for almost every} \quad \bar{z} \in \bar{B},
\]

where \( z = (\bar{z}, \phi(\bar{z})) \) and \( \mathcal{R}^* \) denotes the transposed matrix of \( \mathcal{R} \). Since \( u = u(r, t) \) with \( r = (x_1^2 + \cdots + x_k^2)^{\frac{1}{2}} \), so

\[
\nabla_z u = \frac{\partial_r u(r, t)}{r}(x_1, \ldots, x_k, 0, \ldots, 0).
\]
Then, by using $\nabla_z = \Re \nabla_x$ we get

$$\nabla_z (u(\Re^z, t)) = \frac{\partial_r u(r, t)}{r} \left( \sum_{\alpha=1}^k \sum_{j=1}^N r_{1\alpha} r_{j\alpha} z_j, \ldots, \sum_{\alpha=1}^k \sum_{j=1}^N r_{N\alpha} r_{j\alpha} z_j \right).$$  \hfill (2.14)

Since $\frac{\partial_r u(r, t)}{r} \neq 0$ for any $t \in (\tau, \tau_j]$ and $r \in (a + \varepsilon_j, b - \varepsilon_j)$, we have from (2.12)

$$(-\nabla_z \phi(z), 1) \cdot \vec{d}(\vec{z}, \phi(z)) = 0 \text{ for almost every } \vec{z} \in \tilde{B},$$  \hfill (2.15)

where we put

$$\vec{d}(\vec{z}, \phi(z)) = (a_1(z), \ldots, a_N(z)) = \left( \sum_{\alpha=1}^k \sum_{j=1}^N r_{1\alpha} r_{j\alpha} z_j, \ldots, \sum_{\alpha=1}^k \sum_{j=1}^N r_{N\alpha} r_{j\alpha} z_j \right) \text{ with } z_N = \phi(z).$$

Equality (2.15) is regarded as a first-order quasilinear partial differential equation for a function $\phi$. We can solve this by the characteristic method. For each $x \in \mathbb{R}^N$ with $r = (x_1^2 + \cdots + x_k^2)^{1/2} \in (a, b)$, let $z = z(s)$ ($s \in \mathbb{R}$) be the curve satisfying

$$\begin{cases}
\frac{dz}{ds}(s) = \vec{d}(z(s)) \quad \text{for } s \in \mathbb{R}, \\
z(0) = \Re x.
\end{cases}$$  \hfill (2.16)

This curve is called a characteristic curve. By putting $z(s) = \Re x(s)$, we get

$$\frac{dz}{ds}(s) = (x_1(s), \ldots, x_k(s), 0, \ldots, 0).$$

Solving this yields

$$\Re^z z(s) = x(s) = (x_1(0)e^s, \ldots, x_k(0)e^s, x_{k+1}(0), \ldots, x_N(0)).$$  \hfill (2.17)

Namely, $z = z(s)$ ($s \in \mathbb{R}$) is a straight half-line through a point $z(0) \in \mathbb{R}^N$ with direction $\frac{1}{r_0} \Re (x_1(0), \ldots, x_k(0), 0, \ldots, 0)$, where $r_0 = (x_1^2(0) + \cdots + x_k^2(0))^{1/2} \in (a, b)$. We call such a line a characteristic line. Let $\mathcal{L}$ be the set of all characteristic lines intersecting $V$. Since $V$ is convex, for each $\ell \in \mathcal{L}$ the intersection $\ell \cap V$ is a line segment. By introducing the polar coordinates for the first $k$ coordinates $(x_1, \ldots, x_k)$ in $x$–coordinates and using Fubini’s theorem, we see that for almost every $(\frac{1}{r_0} (x_1(0), \ldots, x_k(0)), (x_{k+1}(0), \ldots, x_N(0))) \in S^{k-1} \times \mathbb{R}^{N-k}$, $\phi$ has a total differential at almost every point $z(s)$ on the intersection of $V$ and the line $z = z(s)$ with $z(0) = \Re x(0)$, provided the intersection is nonempty. Let $\mathcal{G}$ be the set of such lines intersecting $V$ and let $\mathcal{B} = \mathcal{L} \setminus \mathcal{G}$. We call an element of $\mathcal{G}$ a good line and that of $\mathcal{B}$ a bad line, respectively. In the above meaning almost all elements of $\mathcal{L}$ are good lines.
First, let us show that if $\ell$ is a good line intersecting $\partial \Omega \cap V$, then $\ell \cap V$ is contained in $\partial \Omega$. Let $\ell$ be a good line, given by $z = z(s)$ ($s \in \mathbb{R}$), intersecting $\partial \Omega \cap V$. Set
\begin{equation}
    w(s) = z_N(s) - \phi(\tilde{z}(s)).
\end{equation}
Then $w(s_0) = 0$ for some $s_0 \in \mathbb{R}$, and for almost every $s \in \mathbb{R}$ with $z(s) \in V$ we have
\begin{align*}
    \frac{d}{ds} w(s) &= \frac{d}{ds} z_N(s) - \nabla \phi(\tilde{z}(s)) \cdot \frac{d}{ds} \tilde{z}(s) \\
    &= a_N(z(s)) - \nabla \phi(\tilde{z}(s)) \cdot (a_1(z(s)), \ldots, a_{N-1}(z(s))) \\
    &= (-\nabla \phi(\tilde{z}(s)), 1) \cdot a(\tilde{z}(s), \phi(\tilde{z}(s)) + w(s)).
\end{align*}
Observe that
\begin{equation}
    a(\tilde{z}(s), \phi(\tilde{z}(s)) + w(s)) = a(\tilde{z}(s), \phi(\tilde{z}(s))) + \left( \sum_{\alpha = 1}^{k} r_{1\alpha} r_{N\alpha}, \ldots, \sum_{\alpha = 1}^{k} r_{N\alpha} r_{N\alpha} \right) w(s).
\end{equation}
Therefore it follows from (2.15) that for almost every $s \in \mathbb{R}$ with $z(s) \in V$
\begin{equation}
    \frac{d}{ds} w(s) = (-\nabla \phi(\tilde{z}(s)), 1) \cdot \left( \sum_{\alpha = 1}^{k} r_{1\alpha} r_{N\alpha}, \ldots, \sum_{\alpha = 1}^{k} r_{N\alpha} r_{N\alpha} \right) w(s).
\end{equation}
Hence, since the Lipschitz continuity of $\phi$ implies that the absolute value of the right-hand side of this equality is bounded from above by $K|w(s)|$ for some constant $K > 0$, by integrating this equality from $s_0$ to $s$, we get from $w(s_0) = 0$
\begin{equation}
    |w(s)| \leq K \int_{s_0}^{s} |w(s')| \, ds'.
\end{equation}
This implies that
\begin{equation*}
    w(s) = 0 \quad \text{for all } s \in \mathbb{R} \text{ with } z(s) \in V.
\end{equation*}
In view of the definition of $w$ (see (2.18)), we see that $\ell \cap V$ is contained in $\partial \Omega$.

Next, let us show that $\partial \Omega \cap V$ consists of characteristic lines $z = z(s)$ in $V$. Suppose that there exists a line $\ell \in \mathcal{L}$ intersecting $\partial \Omega \cap V$ such that $\ell \cap V$ is not contained in $\partial \Omega$. Then $\ell$ is a bad line. Let $\ell$ be given by $z = z(s)$ ($s \in \mathbb{R}$). If necessary, by choosing another characteristic line sufficiently close to $\ell$, we may assume that there exists two numbers $s_1$ and $s_2$ satisfying
\begin{equation}
    \begin{cases}
        z(s_i) \in V \text{ for } i = 1, 2, \\
        z_N(s_1) < \phi(\tilde{z}(s_1)), \text{ and } z_N(s_2) > \phi(\tilde{z}(s_2)).
    \end{cases}
\end{equation}
Since almost all elements of $\mathcal{L}$ are good lines, from the continuity of $\phi$ we can find a good line sufficiently close to $\ell$, which still satisfies (2.21). Therefore by continuity this good line must intersect $\partial \Omega \cap V$. This is a contradiction. Consequently, we see that $\partial \Omega \cap V$ consists of characteristic lines $z = z(s)$ in $V$. 
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Since we know that in original $x$-coordinates these characteristic lines are given by (2.17) globally, by some additional argument we can get the conclusion (ii) (b) of Theorem 1.

Next let us consider case (a). For $u = u(x_1, t)$ consider the set $\mathcal{S}$ given by

$$\mathcal{S} = \{ x_1 \in (a, b) ; \; \partial_{x_1} u(x_1, t) = 0 \; \text{for all} \; t > 0 \}.$$  

(2.22)

Since $\mathcal{S}$ is contained in $\{ s \in (a, b) ; \; \psi'(s) = 0 \}$ and $\psi$ is an analytic non-constant function, so $\mathcal{S} \cap (a + \varepsilon, b - \varepsilon)$ is at most a finite set for each $\varepsilon > 0$. Suppose that there exists a point $s \in \mathcal{S} \cap (\frac{a+b}{2}, b)$. Then by setting for any $t > 0$

$$v(x_1, t) = \begin{cases} u(x_1, t) & \text{if } x_1 \in (a, s), \\ u(2s - x_1, t) & \text{if } x_1 \in [s, 2s - a], \end{cases}$$

we see that $v$ also satisfies the one-dimensional heat equation on $(a, 2s-a) \times (0, \infty)$. Since $2s - a > b$ and $u \equiv v$ in $(a, s) \times (0, \infty)$, by analyticity we get $u \equiv v$ in $(a, b) \times (0, \infty)$. Namely, $u$ is symmetric with respect to $x_1 = s$. Also, by supposing that there exists a point $s \in \mathcal{S} \cap (\frac{a+b}{2}, \frac{a+b}{2})$, we get the same conclusion. These observations imply that $\mathcal{S}$ itself is at most a finite set, and its elements are located at regular intervals if $\mathcal{S} \neq \emptyset$. Let

$$s_{\text{max}} = \begin{cases} \max \mathcal{S} & \text{if } \mathcal{S} \neq \emptyset, \\ a & \text{if } \mathcal{S} = \emptyset. \end{cases}$$

Then $s_{\text{max}} < b$. Since $u$ satisfies the homogeneous Neumann boundary condition, we can determine $\partial \Omega \cap \{ x \in \mathbb{R}^N ; \; s_{\text{max}} < x_1 < b \}$ by the characteristic method as in the proof of case (b). Observe that the characteristic curves are the lines being parallel to $x_1$-axis. Then we see that $\partial \Omega \cap \{ x \in \mathbb{R}^N ; \; s_{\text{max}} < x_1 < b \}$ consists of lines being parallel to $x_1$-axis such that $x_1$ varies from $s_{\text{max}}$ to $b$. Since these lines are parallel to the normal direction of hyperplane $\{ x \in \mathbb{R}^N ; \; x_1 = b \}$, \n
$$\partial \Omega \cap \{ x \in \mathbb{R}^N ; \; x_1 = b \}$$

has positive area. Therefore it follows from the homogeneous Neumann boundary condition that

$$\partial_{x_1} u(b, t) = 0 \; \text{for any} \; t \in (0, \infty).$$

(2.23)

By the same argument we get

$$\partial_{x_1} u(a, t) = 0 \; \text{for any} \; t \in (0, \infty).$$

(2.24)

In view of (2.23) and (2.24), by using the above reflection argument for $u$, which was used to show that $\mathcal{S}$ is at most a finite set, we see that elements of $\mathcal{S} \cup \{ a, b \}$ are located at regular intervals. Hence there exist an integer $n \geq 1$ and a finite sequence $\{ s_j \}_{j=0}^n$ satisfying

$$s_0 = a, \; s_n = b, \; \text{and} \; s_{j+1} - s_j = \frac{b - a}{n} \; \text{for} \; 0 \leq j \leq n - 1,$$

(2.25)

where $\mathcal{S} \cup \{ a, b \} = \{ s_j \}_{j=0}^n$. Remark that $\mathcal{S} = \emptyset$ when $n = 1$. Hence it follows from the above reflection argument for $u$ that $u$ is symmetric with respect to hyperplane $\{ x \in \mathbb{R}^N ; \; x_1 = s_j \}$ for each $1 \leq j \leq n - 1$, when $n \geq 2$. Instead of Lemma 2.2 we have:
Lemma 2.3. \( u(x_1, \tau)(= \psi(x_1)) \) is monotone on each interval \([s_j, s_{j+1}]\) for any \( j = 0, \ldots, n-1 \), provided case (i) of Theorem 1 does not hold.

In view of Lemma 2.3, (2.23), (2.24), and (2.25), by using the strong maximum principle we see that \( \partial_{x_1} u \) never vanishes in \( \bigcup_{j=0}^{n-1} (s_j, s_{j+1}) \times (\tau, \infty) \). Finally, by the characteristic method we see that for each \( j = 0, \ldots, n-1 \) \( \partial \Omega \cap \{ x \in \mathbb{R}^N ; s_j < x_1 < s_{j+1} \} \) consists of lines being parallel to \( x_1 \)-axis such that \( x_1 \) varies from \( s_j \) to \( s_{j+1} \). This implies the conclusion (ii) (a) of Theorem 1.
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