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CONFLUENT HYPERGEOMETRIC SYSTEMS
ASSOCIATED WITH PRINCIPAL NILPOTENT

p-TUPLES

MUTSUMI SAITO AND HIROYASU TAKEDA

Abstract. Kimura and Takano showed that taking limits of reg-
ular elements of gl(n) corresponds to the process of confluence of
Aomoto-Gel’fand systems. We introduce a hypergeometric system
associated with a principal nilpotent p-tuple, and, by using the
principal nilpotent p-tuple, we directly deform a hypergeometric
system of Gauss type into that of Airy type. Moreover we explic-
itly describe the deformation.

Mathematics Subject Classification (2010): 33C70 (primary),
16S32, 17B20 (secondary).
Keywords: Hypergeometric systems, confluence, principal nilpo-
tent p-tuples.

1. Introduction

In this paper, we define and study a hypergeometric system associ-
ated with a principal nilpotent p-tuple. Its parameter space is the dual
space of the centralizer of the principal nilpotent p-tuple.

Aomoto [1] and Gel’fand [3] independently defined a hypergeometric
system of Gauss type, which is now called an Aomoto-Gel’fand system.
The parameter space of an Aomoto-Gel’fand system is the dual space
of a Cartan subalgebra of gl(n,C). In [5], Gel’fand-Retahk-Serganova
defined and studied a hypergeometric system of Airy type, which is a
confluent version of an Aomoto-Gel’fand system. The parameter space
of this system is the dual space of the Lie algebra of a Jordan Lie group
(called a Jordan Lie subalgebra in [10]).

Inspired by the papers above, Kimura-Haraoka-Takano [7] intro-
duced hypergeometric systems associated with regular elements of gl(n,C).
Their parameter spaces are the dual spaces of the centralizers zgl(n,C)(x)
of the regular elements. (Recall that x ∈ gl(n,C) is regular if dim zgl(n,C)(x) =
n.) These systems coincide with Aomoto-Gel’fand systems in the case
where the regular elements are semisimple, and Gel’fand-Retahk-Serganova’s
systems in the case where the regular elements are nilpotent. For the
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other regular elements, we obtain systems in-between. For example, we
obtain Gauss, Kummer, Bessel, Hermite-Weber, and Airy for n = 4.
Furthermore, in [9], Kimura-Takano explained the process of conflu-
ence between their hypergeometric systems by taking limits of regular
elements.

There exist many Lie subalgebras which are limits of Cartan sub-
algebras but not the centralizers of regular elements (cf. [10]). It is
natural to ask if the systems of differential equations associated with
these Lie subalgebras are obtained as the limits of systems of Gauss
type.

In this paper, we introduce principal nilpotent p-tuples. Principal
nilpotent 1-tuples are regular nilpotent elements, and principal nilpo-
tent 2-tuples (pairs) were introduced by Ginzburg [6]. He also classified
principal nilpotent pairs of type An by using Young diagrams. Principal
nilpotent pairs of the other classical types were classified by Elashvili-
Panyushev [2] and R. Yu [11]. The centralizer of a principal nilpotent
p-tuple is a limit of Cartan subalgebras as follows:

Lemma 1.1 (Lemma 5.1). Let (e1, . . . , ep) be a principal nilpotent p-
tuple, and let h be the Cartan subalgebra corresponding to (e1, . . . , ep).
Set e := e1 + · · ·+ ep and e(τ) := exp( τ−1

τ
e) ∈ GL(n). Then we have

lim
τ→0

Ad(e(τ))h = zgl(n,C)(e1, . . . , ep) := ∩p
i=1zgl(ei).

In this paper, we take the limit of the action of e(τ) to deform hy-
pergeometric systems of Gauss type into the system associated with
(e1, . . . , ep), along with the corresponding integrands of integral repre-
sentations of solutions.

This paper is organized as follows. In Section 2 we construct hy-
pergeometric systems whose parameter spaces are n-dimension abelian
Lie subalgebra of gl(n) inspired by the definition of hypergeometric
systems defined by Gel’fand et al. In Section 3 we introduce principal
nilpotent p-tuples. In Section 4 we exhibit an integral representation of
a solution to a hypergeometric system associated with a principal nilpo-
tent p-tuple. In Section 5 we consider the deformation of integrands of
integral representations of solutions. In Section 6 we study the action
of the normalizer of the abelian subalgebra generated by a principal
nilpotent p-tuple, to specialize the parameters of the corresponding
hypergeometric systems, as in [8]. In Section 7, as one example of
the systems, we consider the hypergeometric system associated with a
principal nilpotent pair corresponding to the Young diagram (n−1, 1).
We show that this system is generically holonomic, and the solutions
coincide with generalized Airy functions.
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2. Hypergeometric systems à la Gel’fand

Throughout this paper, set G = GL(n,C) (or GL(V )) and g =
gl(n,C) (or gl(V )), where V is complex n-dimensional vector space.

In this section, we recall the definitions of hypergeometric systems
of Gauss type [3] and of Airy type [5] defined by Gel’fand et al.

Let G = GL(n,C), and N = {
ñ
Im B
O D

ô
∈ G |D ∈ GL(n−m)}.

Then we have the morphism

G ∋ g 7→ g

ñ
Im
O

ô
∈ G/N = {z ∈Mn,m(C) | rank(z) = m} =: Z.

Let ΘZ denote the sheaf of vector fields on Z. Naturally we have a
Lie algebra homomorphism ∂ : g = gl(n,C) ∋ a 7→ ∂a ∈ ΘZ(Z),

(∂a(f))(z) =
d

dt |t=0
f(exp(−ta)z) (a ∈ g, f ∈ OZ , z ∈ Z).

Let a be an n-dimensional abelian subalgebra of g. For a given
α ∈ a∗, we consider a hypergeometric system Ma,α defined on Z:

DZ/(
n∑

p,q=1

m∑
j1,j2=1

DZ(∂p,j1∂q,j2 − ∂p,j2∂q,j1)

+
m∑

i,j=1

DZ(
n∑

k=1

zk,i∂k,j + δi,j)(1)

+
∑
a∈a

DZ(∂a − α(a)).

When we take the Cartan subalgebra consisting of diagonal matrices
as a, the system Ma,α coincides with the Gel’fand’s hypergeometric
system [3]. When we take the Jordan Lie subalgebra as a:

(2) a = ⟨ei | i = 0, 1, . . . , n− 1⟩,
where e =

∑n−1
i=1 Ei+1,i, and Ei,j is the matrix with (i, j)-entry 1 and

with 0 for the other entries, the system Ma,α is the generalized Airy
system [5].

Lemma 2.1. For a = [aij] ∈ g = gl(n,C),

∂a = −
∑
k,l,s

ak,szs,l∂k,l.

In particular, for i, j ≤ n,

∂Ei,j
= −

m∑
l=1

zj,l∂i,l.
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Proof.

(∂af)(Z) =
d

dt |t=0
f(exp(−ta)Z)

=
∑
k,l

(
d

dt |t=0
[exp(−ta)Z]k,l)∂k,lf(Z)

=
∑
k,l

(
d

dt |t=0
[Z − taZ +O(t2)]k,l)∂k,lf(Z)

= −
∑
k,l

[aZ]k,l∂k,lf(Z)

= −
∑
k,l,s

ak,szs,l∂k,lf(Z).

□

3. Principal nilpotent p-tuples

In this section, we introduce principal nilpotent p-tuples, which were
defined by Ginzburg [6] for p = 2.

Let h be a Cartan subalgebra of g. From now on, we suppose that
there exist h1, . . . , hp ∈ h and e1, . . . , ep ∈ g satisfying

(1) [hi, ej] = δijej (1 ≤ i, j ≤ p),
(2) [ei, ej] = 0 (1 ≤ i, j ≤ p),

(3) Let a := ⟨el | l ∈ Np⟩, where el = ∏p
i=1 e

li
i for l = (l1, . . . , lp) ∈

Np. Then the centralizer zg(a) equals a, and dim a = n.

We say such p-tuple (e1, . . . , ep) to be principal (cf. [6] (p = 2 case)).
Clearly each ei is nilpotent, and

(3) [hi, e
l] = lie

l.

Put

L := {l ∈ Np | el ̸= 0}.
Then {el | l ∈ L} forms a basis of a.

The following lemma can be proved in the same way as in the proof
of [6, Theorem 1.2 (ii)].

Lemma 3.1. zg(h1, . . . , hp) := ∩p
i=1zg(hi) = h.

Example 3.2. Let p = 1. Let e be a regular nilpotent element. Since
there exists a semisimple element H with [H, e] = 2e, putting h = 1

2
H,

we see that h and e satisfy the above conditions. For example, we
can take h =

∑n
i=1 iEi,i, e =

∑n−1
i=1 Ei+1,i. Then a is the Jordan Lie

subalgebra (2).
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Since h1, . . . , hp are commuting semisimple elements, they are simul-
taneously diagonalizable. Let A = {a = (a1, . . . , ap)} be the set of
joint eigenvalues, and let {va | a ∈ A} be a basis of V consisting of
joint eigenvectors:

hiva = aiva (i = 1, . . . , p; a ∈ A).

Multiplying va by some constants if necessary, we may suppose that

elva = va+l (a,a+ l ∈ A, l ∈ L)

by (3). Throughout this paper, we suppose that there exists a(0) ∈ A
such that

A = a(0) + L.

With respect to the basis {va}, hi and ei are represented by

(4)
∑
a∈A

aiEa,a,
∑

a+1i,a∈A
Ea+1i,a,

respectively. More generally hl and el are respectively represented by

(5)
∑
a∈A

alEa,a,
∑

a+l,a∈A
Ea+l,a,

where hl = hl11 · · ·hlpp and al = al11 · · · alpp for l = (l1, . . . , lp).

Example 3.3. Let n = 4, p = 2, and let

e1 =


0 0 0 0
1 0 0 0
0 1 0 0
0 0 0 0

 , e2 =


0 0 0 0
0 0 0 0
0 0 0 0
1 0 0 0

 ,

h1 =


0 0 0 0
0 1 0 0
0 0 2 0
0 0 0 0

 , h2 =


0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 1

 .
Then (e1, e2) is a principal nilpotent pair,

A = L = {(0, 0), (1, 0), (2, 0), (0, 1)} = (0,0)(1,0)(2,0)

(0,1)

,

and
a = ⟨I4, e1, e21, e2⟩.

Remark 3.4. As in Example 3.3, we can associate L with a p-dimensional
Young diagram of size n. For example, L in Example 3.2 is associated
with ··· .

In [7], for a Young diagram λ, Kimura, Haraoka and Takano con-
sidered a confluent hypergeometric system of type λ. Note that the
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subalgebra associated with Young diagram λ in this paper is different
from the one in [7]. For example, with Young diagram , as in

Example 3.3 we associate the subalgebra

c0 0 0 0
c1 c0 0 0
c2 c1 c0 0
c3 0 0 c0

 | c0, . . . , c3 ∈ C

 ,
but the subalgebra


c0 0 0 0
c1 c0 0 0
c2 c1 c0 0
0 0 0 c3

 | c0, . . . , c3 ∈ C


is associated in [7].

Lemma 3.5. The matrix [al]l∈L,a∈A is non-singular.

Proof. The set of rows is L, and the set of columns is A = a(0) + L.
Put

D(a(0) + L) := det([al]l∈L;a∈a(0)+L).

When p = 1,

D(a(0) + L) =
∏
k<l

((a(0) + l)− (a(0) + k)) =
∏
k<l

±(l − k) ̸= 0

by Vandermonde.
Now we consider the general case. In the matrix [al], we add −a(0)p-

times of the l-th row to the l + 1p-th row. Then the (l,a)-component
becomes al − a(0)pa

l−1p = al−1p(ap − a(0)p) for lp > 0; remains al for
lp = 0. In particular, the columns a with ap = a(0)p have components
0 in the rows l with lp > 0. Hence

D(a(0)+L) = D(a(0)+L′)D(a(0)+ 1p +L′′)
∏

a=a(0)+l;lp>0

(ap − a(0)p),

where

L′ = {l ∈ L | lp = 0},
L′′ = {l− 1p | l ∈ L, lp > 0}.

Then by repeating the similar discussion for D(a(0)+1p+L
′′), we have

D(a(0) + L) =
∏
i

D(a(0) + i1p + Li)
∏

a=a(0)+l;lp>0

(ap − a(0)p)
lp

where Li = {l − i1p|l ∈ L, lp = i}. Hence by the induction we have
proved D(a(0) + L) ̸= 0. □
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Corollary 3.6. ⟨hl | l ∈ L⟩ = h.

Proof. Since hl acts as diag(al : a ∈ A), the n elements hl (l ∈ L) are
linearly independent by Lemma 3.5. Hence the assertion holds. □

Let (e1, . . . , ep) be a principal nilpotent p-tuple. Take B ⊆ A with
|B| = m, and let VB = ⊕a∈BCva. Set

G = GL(V ), g = gl(V ) = End(V ),

N = NB = {g ∈ G | g|VB
= idVB

}, Z = G/NB.

Let B = {b1, . . . , bm}, and we write j for bj. Then, by Lemma 2.1,
for a = ⟨el | l ∈ L⟩ and α ∈ a∗ the system Ma,α (1) is rewritten as
follows:

(
∂

∂za,j1

∂

∂zb,j2
− ∂

∂za,j2

∂

∂zb,j1
)Φ = 0 (a, b ∈ A; 1 ≤ j1, j2 ≤ m),(6)

(
∑
a∈A

za,j1
∂

∂za,j2
+ δj1j2)Φ = 0 (1 ≤ j1, j2 ≤ m),(7)

(
∑

a,a+l∈A

m∑
j=1

za,j
∂

∂za+l,j

+ α(el))Φ = 0 (l ∈ L).(8)

Remark 3.7. A different L defines a different subalgebra a, hence a
different system. A system in [5] corresponds to the Jordan Lie subal-
gebra (2) (cf. Example 3.2). SystemsMa,α which are also systems in [7]
are only the systems in [5], since the semisimple part of our subalgebra
a = ⟨el | l ∈ L⟩ is 1-dimensional as in Remark 3.4.

4. Integral Representations

In this section, after recalling an integral representation of a solution
to the system for h, we exhibit an integral reprensentation of a solution
to the system associated with a principal nilpotent p-tuple.

Set

dt :=
m∑
i=1

(−1)i−1ti dt1 ∧ · · · ∧”dti ∧ · · · ∧ dtm.

Proposition 4.1 ([3]).

ψ(α, z) :=
∫ ∏

a∈A
(

m∑
j=1

za,jtj)
αa dt

is a solution to the system Mh,−α, where α ∈ h∗ is defined by α(Ea,a) =
αa (a ∈ A).
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Proof. Let g ∈ GL(m). Then

ψ(α, zg) =
∫ ∏

a∈A
(

m∑
j=1

m∑
k=1

za,kgk,jtj)
αa dt

=
∫ ∏

a∈A
(

m∑
k=1

za,k(
m∑
j=1

gk,jtj))
αa dt.

Put

Tk :=
m∑
j=1

gk,jtj.

Then tj =
∑m

k=1(g
−1)j,kTk and dt = det(g)−1dT . Hence

ψ(α, zg) = det(g)−1
∫ ∏

a∈A
(

m∑
k=1

za,kTk)
αa dT = det(g)−1ψ(α, z),

and ψ satisfies (7).
We have

∂

∂zb,k
(
∏
a∈A

(
m∑
j=1

za,jtj)
αa) =

∏
a̸=b

(
m∑
j=1

za,jtj)
αa)

∂

∂zb,k
(

m∑
j=1

zb,jtj)
αb)

= αbtk
∏
a̸=b

(
m∑
j=1

za,jtj)
αa)(

m∑
j=1

zb,jtj)
αb−1.

Hence

(
∂

∂zb,k

∂

∂zc,l
− ∂

∂zb,l

∂

∂zc,k
)(
∏
a∈A

(
m∑
j=1

za,jtj)
αa)) = 0,

and
m∑
k=1

zb,k
∂

∂zb,k
(
∏
a∈A

(
m∑
j=1

za,jtj)
αa) = αb

∏
a∈A

(
m∑
j=1

za,jtj)
αa .

Hence ψ is a solution to the system Mh,−α. □
As in [5], we introduce the polynomials θk; let

(9)
∑
l∈Np

blT
l = exp(

∑
k∈Np\{0}

θk(b)T
k),

where b0 = 1.

Lemma 4.2. ∑
j≥l

bj−l
∂θk
∂bj

=

®
1 (k = l)
0 (k ̸= l).

Proof. By definition, in C[bl (l ∈ Np \ {0})][[T1, . . . Tp]],

log(
∑
i∈Np

biT
i) =

∑
k∈Np\{0}

θkT
k.
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By executing
∂

∂bj
, we have

T j

(
∑

i≥0 biT i)
=
∑
k⪈0

∂θk
∂bj

T k.

Hence
T j−l

(
∑

i≥0 biT i)
=
∑
k⪈0

∂θk
∂bj

T k−l,

and

1 =

∑
j≥l bj−lT

j−l

(
∑

i≥0 biT i)
=
∑
k⪈0

∑
j≥l

bj−l
∂θk
∂bj

T k−l,

Therefore we have the assertion. □
Proposition 4.3. For l ∈ L, let bl =

∑m
j=1 za(0)+l,jtj, b

′
l := bl/b0, and

(10) ϕ(α, z, t) := bα0
0 exp(

∑
k∈L+

αkθk(b
′)),

where L+ = L \ {0}. Then∑
i≥l

m∑
j=1

za(0)+i−l,j
∂

∂za(0)+i,j

ϕ = αlϕ.

Proof. Let l ̸= 0. Then∑
i⪈l

m∑
j=1

za(0)+i−l,j
∂

∂za(0)+i,j

ϕ =
∑
i⪈l

m∑
j=1

za(0)+i−l,jϕ
∑

k∈L+

αk
∂

∂za(0)+i,j

θk(b
′)

=
∑
i⪈l

m∑
j=1

za(0)+i−l,jϕ
∑

k∈L+

αk
∂θk
∂bi

tj

= ϕ
∑

k∈L+

αk

∑
i⪈l

bi−l
∂θk
∂bi

= αlϕ

by Lemma 4.2. Clearly ϕ(α, eτz, t) = eα0τϕ(α, z, t). Hence we have the
equation for l = 0. □
Proposition 4.4 ([5] for p = 1).

ψ(α, z) :=
∫
ϕ(α, z, t)dt

is a solution to the system Ma,−α, where a = ⟨el | l ∈ L⟩, and α ∈ a∗ is
defined by α(el) = αl (l ∈ L).

Proof. By Proposition 4.3, ψ satisfies (8). As in the proof of Proposition
4.1, it is easy to see

ψ(α, zg) = det(g)−1ψ(α, z),
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and ψ satisfies (7).
We have, for i ̸= 0,

∂

∂za(0)+i,j

ϕ = ϕ · ∂

∂za(0)+i,j

(
∑
k

αkθk)

= ϕ ·
∑
k

αk
∂θk

∂za(0)+i,j

= ϕ ·
∑
k

αk
∂θk
∂bi

tj.

We also have

∂

∂za(0),j
ϕ = α0b

−1
0 tjϕ+ ϕ ·

∑
k

αk
∂θk

∂za(0),j

= α0b
−1
0 tjϕ− ϕ ·

∑
k,i

αk
∂θk
∂b′i

bi
b20
tj

= b−1
0 tjϕ(α0 −

∑
k,i

αkbi
∂θk
∂bi

).

From the above equations,

∂2

∂za(0)+i1,j1∂za(0)+i2,j2

ϕ

=
∂

∂za(0)+i1,j1

(
ϕ ·
∑
k

αk
∂θk
∂bi2

tj2

)

= ϕ

Ñ
(
∑
k′
αk′

∂θk′

∂bi1
)(
∑
k

αk
∂θk
∂bi2

) +
∑
k

αk
∂2θk

∂bi1∂bi2

é
tj1tj2

for i1, i2 ̸= 0, i1 ̸= i2, j1 ̸= j2, and

∂2

∂za(0),j1∂za(0)+i2,j2

ϕ

=
∂

∂za(0),j1

(
ϕ ·
∑
k

αk
∂θk
∂bi2

tj2

)

= b−1
0 ϕ

Ñ
(α0 −

∑
k′,i

αk′bi
∂θk′

∂bi
)(
∑
k

αk
∂θk
∂bi2

)−
∑
k,i

αkbi
∂2θk
∂bi∂bi2

é
tj1tj2

for i2 ̸= 0, j1 ̸= j2. Then we see that

∂2

∂za(0)+i1,j1∂za(0)+i2,j2

ϕ
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is symmetric in j1 and j2. Hence

(
∂2

∂za(0)+i1,j1∂za(0)+i2,j2

− ∂2

∂za(0)+i1,j2∂za(0)+i2,j1

)ϕ = 0.

□

5. Deformation

In the previous section, we saw an integral representation of a solu-
tion to Mh,−α (Proposition 4.1) and that to Ma,−α (Proposition 4.4).
In this section, we naturally deform the integrand of the former to that
of the latter (Theorem 5.6), which is the main theorem of this paper.
Recall that ei is represented by∑

a+1i,a∈A
Ea+1i,a,

and el is represented by ∑
a+l,a∈A

Ea+l,a.

Recall that for h = ⟨hl⟩ the system Mh,−α, where α ∈ h∗ is defined
by α(Ea,a) = αa (a ∈ A), is the following:

(
∂

∂za,i

∂

∂zb,j
− ∂

∂za,j

∂

∂zb,i
)Φ = 0 (a, b ∈ A; 1 ≤ i, j ≤ m)(11)

(
∑
a∈A

za,i
∂

∂za,j
+ δij)Φ = 0 (1 ≤ i, j ≤ m)(12)

(
m∑
k=1

za,k
∂

∂za,k
− αa)Φ = 0 (a ∈ A).(13)

Let

αl =
∑
a∈A

alαa.

The equations (13) are equivalent to

(14) (
∑
a∈A

al
m∑
k=1

za,k
∂

∂za,k
− αl)Φ = 0 (l ∈ L),

since hl corresponds to ∑
a∈A

alEa,a.

The equation (14) can be rewritten as

(15) (∂hl + αl)Φ = 0 (l ∈ L).
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Set e := e1+ · · ·+ep, and consider e(τ) := exp( τ−1
τ
e) ∈ G = GL(n).

Then e(1) = 1.

Lemma 5.1. (1) limτ→0Ad(e(τ))(τh)
M = eM for all M ∈ Np.

(2) limτ→0Ad(e(τ))h = a.

Proof. Since [e, hi] = −ei, we have

Ad(e(τ))(hi) = exp ad(
τ − 1

τ
e)(hi) = hi +

1− τ

τ
ei.

Since Ad(e(τ)) is an automorphism of an associative algebra,

Ad(e(τ))((τh)l) =
p∏

i=1

(τhi + (1− τ)ei)
li .

Hence we see the assertion (1), and hence (2). □

We have the left multiplication map Le(τ) on Z = G/N . In general,

Lg ◦ ∂a ◦ L−1
g = ∂Ad(g)a (g ∈ G, a ∈ g).

Lemma 5.2.

Le(τ).za,j =
∑
k≥0

1

k!
(
1− τ

τ
)|k|za−k,j.

Proof. By an abuse of notation, we denote a general matrix in Z by Z
again. By definition,

(Le(τ).za,j)(Z) = za,j(e(τ)
−1Z).

We have

e(τ)−1Z =
∑
k≥0

1

k!
(
1− τ

τ
)|k|ekZ.

Hence

(e(τ)−1Z)a,j =
∑
k≥0

1

k!
(
1− τ

τ
)|k|Za−k,j.

□

Corollary 5.3.

Le(τ).∂a,j =
∑
b≥a

1

(b− a)!

Ç
τ − 1

τ

å|b−a|
∂b,j.

Proof. We have

((Le(τ).∂a,j)f)(Z) = ((Le(τ) ◦ ∂a,j ◦ L−1
e(τ))f)(Z)

= Le(τ).(∂a,j(f(e(τ)Z))).
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By Lemma 5.2,

∂(e(τ)Z)b,i
∂za,j

=

 δi,j
1

(b− a)!

Ç
τ − 1

τ

å|b−a|
(b− a ≥ 0)

0 (otherwise).

Hence

∂a,j(f(e(τ)Z)) =
∑
(b,i)

(∂b,if)(e(τ)Z)
∂(e(τ)Z)b,i

∂za,j

=
∑
b≥a

(∂b,jf)(e(τ)Z)
1

(b− a)!

Ç
τ − 1

τ

å|b−a|
,

and the assertion holds. □

Corollary 5.4.

Le(τ).(
∑
k≥0

1

k!
(
1− τ

τ
)|k|∂a+k,j) = ∂a,j.

Proof. Clear from Corollary 5.3. □

We consider the system MAd(e(τ))h,−α(τ), where α(τ) ∈ (Ad(e(τ))h)∗

is defined by (α(τ))(Ad(e(τ))hl) = αl

τ |l|
. Hence the equations (15) be-

come

(16) (∂Ad(e(τ))hl +
αl

τ |l|
)Φ = 0 (l ∈ L).

Put

ϕτ (α, z) =
∏
a∈A

(Le(τ).ba−a(0))
αa .

Then ϕ1(α, z) coincides with the integrand in Proposition 4.1. We have

∂Ad(e(τ))hlϕτ (α, z) = Le(τ) ◦ ∂hl ◦ L−1
e(τ)ϕτ (α, z)

= Le(τ) ◦ ∂hlϕ(α, z)

= −Le(τ)

∑
a∈A

alαaϕ(α, z)

= −
∑
a∈A

alαaϕτ (α, z).

Let [βl
a] be the inverse of [al]. Then for αa =

∑
l β

l
aαl/τ

|l|

∂Ad(e(τ))hlϕτ (α, z) = − αl

τ |l|
ϕτ (α, z).

Hence we have the following proposition:
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Proposition 5.5. Let [βl
a] be the inverse of [al], and let

ϕτ (α, z) =
∏
l∈L

(
∏
a∈A

(Le(τ).ba−a(0))
βl
a)αl/τ

|l|
.

Then ∫
ϕτ (α, z) dt

satisfies the system MAd(e(τ))h,−α(τ):

(
∂

∂za,i

∂

∂zb,j
− ∂

∂za,j

∂

∂zb,i
)Φ = 0 (a, b ∈ A; i, j ∈ B)

(
∑
a∈A

za,i
∂

∂za,j
+ δij)Φ = 0 (i, j ∈ B)

(∂Ad(e(τ))hl +
αl

τ |l|
)Φ = 0 (l ∈ L),

where the compatibility condition is α0 = −m.

Proof. The compatibility condition is∑
α∈A

αa = −m.

We have ∑
a∈A

αa =
∑
a∈A

∑
l∈L

βl
aαl/τ

|l|

=
∑
l∈L

∑
a∈A

a0βl
aαl/τ

|l|(17)

= α0/τ
0 = α0.

Since
∑

a∈A a0βl
aαl/τ

l = δl,0α0, we have

(
∏
a∈A

(Le(τ).ba−a(0))
βl
a)αl/τ

|l|
=

{
(
∏

a∈A(Le(τ).b
′
a−a(0))

βl
a)αl/τ

|l|
(l ̸= 0)

b−m
0 (

∏
a∈A(Le(τ).b

′
a−a(0))

β0
a)α0 (l = 0).

Hence

ϕτ (α, z) = b−m
0

∏
l∈L

(
∏
a∈A

(Le(τ).b
′
a−a(0))

βl
a)αl/τ

|l|
.

Note that ϕτ = Le(τ).ϕ1. Put

TA :=

Æ
∂

∂za,i

∂

∂zb,j
− ∂

∂za,j

∂

∂zb,i
|a, b ∈ A, 1 ≤ i < j ≤ m

∏
.

Since TAϕ1 = 0, we have

(Le(τ).TA)ϕτ = (Le(τ) ◦ TA ◦ L−1
e(τ))(Le(τ)ϕ1)

= (Le(τ) ◦ TA)(ϕ1) = 0.
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By Corollary 5.4, we have Le(τ).TA ⊃ TA, and hence ϕτ satisfies (17).
□

Put

φτ (α, z) := (
τ

1− τ
)
∑

a∈A
αa|a−a(0)| ∏

a∈A
((a− a(0))!)αaϕτ (α, z).

Then
∫
φτ (α, z) is also a solution of the system MAd(e(τ))h,−α(τ). The

following theorem corresponds to [9, Theorem 6.3].

Theorem 5.6.

φτ (α, z) → b−m
0 exp(

∑
l∈L

αlθl(b
′)) = ϕ(α, z, t) (τ → 0).

Proof. By definition,

φτ (α, z) = b−m
0

∏
l∈L

(
∏
a∈A

(
∑
k≥0

(a− a(0))!

k!
(

τ

1− τ
)|a−a(0)−k|b′a−a(0)−k)

βl
a)αl/τ

|l|

= b−m
0

∏
l∈L

(
∏
a∈A

(
∑

a(0)≤d≤a

(a− a(0))!

(a− d)!
(

τ

1− τ
)|d−a(0)|b′d−a(0))

βl
a)αl/τ

|l|
.

For k′ ≤ k, define ck′,k ∈ C by

p∏
i=1

(Xi−a(0)i)(Xi−a(0)i−1) · · · (Xi−a(0)i−ki+1) =
∑

0≤k′≤k

ck′,kX
k′
.

Note that ck,k = 1. Then for a(0) ≤ d ≤ a

(a− a(0))!

(a− d)!
=

∑
0≤k′≤d−a(0)

ck′,d−a(0)a
k′
.

Hence ∏
a∈A

(
∑

a(0)≤d≤a

(a− a(0))!

(a− d)!
(

τ

1− τ
)|d−a(0)|b′d−a(0))

βl
a

=
∏
a∈A

(
∑

a(0)≤d≤a

∑
0≤k′≤d−a(0)

ck′,d−a(0)a
k′
(

τ

1− τ
)|d−a(0)|b′d−a(0))

βl
a .

We have by Lemma 5.7 below∑
0≤k′≤k≤a−a(0)

ck′,ka
k′
(

τ

1− τ
)|k|b′k

= exp(
∑

0⪇k′≤k

θk′,k({cs′,sb′s})ak′
(

τ

1− τ
)|k|),
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where in the statement of Lemma 5.7 we put Si =
τ

1−τ
for i = 1, 2, . . . , p.

Hence ∏
a∈A

(
∑

a(0)≤d≤a

(a− a(0))!

(a− d)!
(

τ

1− τ
)|d−a(0)|b′d−a(0))

βl
a

=
∏
a∈A

exp(
∑

0⪇k′≤k

θk′,k({cs′,sb′s})ak′
(

τ

1− τ
)|k|)β

l
a

= exp(
∑
a∈A

∑
0⪇k′≤k

βl
aθk′,k({cs′,sb′s})ak′

(
τ

1− τ
)|k|)

= exp(
∑

0⪇k′≤k

∑
a∈A

βl
aa

k′
θk′,k({cs′,sb′s})(

τ

1− τ
)|k|)

= exp(
∑
l≤k

θl,k({cs′,sb′s})(
τ

1− τ
)|k|).

Hence

φτ (α, z) = b−m
0

∏
l∈L

(exp(
∑
l≤k

θl,k({cs′,sb′s})(
τ

1− τ
)|k|))αl/τ

|l|

= b−m
0

∏
l∈L

exp(
αl

τ |l|
∑
l≤k

θl,k({cs′,sb′s})(
τ

1− τ
)|k|).

Hence as τ → 0

φτ (α, z) → b−m
0

∏
l∈L

exp(αlθl,l({cs′,sb′s}))

= b−m
0

∏
l∈L

exp(αlθl({b′s})),

where the last equation follows from Lemma 5.7. Therefore

φτ (α, z) → b−m
0 exp(

∑
l∈L

αlθl(b
′)) (τ → 0).

□
Lemma 5.7. Let∑

0≤k′≤k

ck′,kb
′
kT

k′
Sk = exp(

∑
0⪇k′,k

θk′,k({cs′,sb′s})T k′
Sk),

where c0,0b
′
0 = 1. Then θk′,k = 0 unless k′ ≤ k. Moreover, if ck,k = 1

for all k, then
θk,k({cs′,sb′s}) = θk({b′s}).

Proof. The first statement is clear from the Taylor expansion of log(1+
U):

log(1 + U) =
∞∑
n=1

(−1)n−1

n
Un.
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We have

log(
∑

0≤k′≤k

ck′,kb
′
kT

k′
Sk) =

∞∑
n=1

(−1)n−1

n
(
∑

0⪇k′≤k

ck′,kb
′
kT

k′
Sk)n

=
∑

0⪇k′,k

θk′,k({cs′,sb′s})T k′
Sk.

Put U := TS. Then

log(
∑

0≤k′≤k

ck′,kb
′
kU

k′
Sk−k′

) =
∞∑
n=1

(−1)n−1

n
(
∑

0⪇k′≤k

ck′,kb
′
kU

k′
Sk−k′

)n

=
∑

0⪇k′,k

θk′,k({cs′,sb′s})Uk′
Sk−k′

.

Let S = 0. Then

log(
∑
0≤k′

ck′,k′b′k′Uk′
) =

∞∑
n=1

(−1)n−1

n
(
∑
0⪇k′

ck′,k′b′k′Uk′
)n

=
∑
0⪇k′

θk′,k′({cs′,sb′s})Uk′
.

Since ck′,k′ = 1 for all k′,

log(
∑
0≤k′

b′k′Uk′
) =

∞∑
n=1

(−1)n−1

n
(
∑
0⪇k′

b′k′Uk′
)n

=
∑
0⪇k′

θk′,k′({cs′,sb′s})Uk′
,

which means

θk′,k′({cs′,sb′s}) = θk′({b′s}) (∀k′).

□

6. The normalizer of a and its action

In this section, we consider the normalizer NG(a) of a and its action
following [8]. Using the results in this section, we specialize parameters
of hypergeometric systems associated with principal nilpotent p-tuples
in the next section.

Put L+ := L \ {0} and a+ := ⟨el | l ∈ L+⟩. Note that NG(exp a) =
NG(exp a+) ⊇ NG(a+) = NG(a). The action of NG(a) on Z/GL(m)
induces that of NG(a) on exp(a)\Z/GL(m).
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Let χα denote the (multivalued) character of exp a whose differential
is equal to α =

∑
l αl(e

l)∗ ∈ a∗. Then we have the following commuta-
tive diagram:

b ∈ exp(a)
χα−−−→ C×

exp

x xexp
θ(b) =

∑
l θl(b)e

l ∈ a −−−→
α

C.
Namely we have

χα(b) = exp(α(θ(b))).

Lemma 6.1. θ(gbg−1) = Ad(g)(θ(b)) for g ∈ NG(a), b ∈ exp a.

Proof. We have

gbg−1 = g exp(θ(b))g−1 = exp(gθ(b)g−1) = exp(Ad(g)(θ(b))).

Hence θ(gbg−1) = Ad(g)(θ(b)). □
Lemma 6.2. χα(gbg

−1) = χAd∗(g)α(b) for g ∈ NG(a), b ∈ exp a, where
Ad∗ is the coadjoint action.

Proof. By Lemma 6.1,

χα(gbg
−1) = exp(α(θ(gbg−1))) = exp(α(Ad(g)(θ(b))))

= exp((Ad∗(g)(α))(θ(b))) = χAd∗(g)α(b).

□
Lemma 6.3. Let b =

∑
l ble

l ∈ exp a. Then

b = b0 exp(
∑
k⪈0

θk(b
′)ek),

where b′l = bl/b0. Hence

χα(b) = bα0
0 exp(

∑
k⪈0

αkθk(b
′)).

Proof. This is clear, since b = b0
∑

l b
′
le

l. □
We denote by ι the isomorphism a ∋ ∑

l cle
l 7→ [cl]l ∈ CL, and

by ι∗ its dual isomorphism: CL → a∗. For g ∈ NG(a), let M(g)
denote the matrix representation of Ad(g) on a with respect to the
basis {el | l ∈ L}.

Then by the definitions

(18) Ad(g)(ι−1(h)) = ι−1(M(g)h), Ad∗(g)(ι∗(h)) = ι∗(tM(g)h)

for h ∈ CL.

Proposition 6.4. ϕ(α,M(g)z, t) = ϕ(Ad∗(g)α, z, t) for g ∈ NG(a).
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Proof. Recall the definition of ϕ(α, z, t) in Proposition 4.3;

ϕ(α, z, t) = χα(
∑
l

ble
l) = χα(ι

−1([bl]l))

by Lemma 6.3, where bl = (zt)l. Hence by (18) we have

ϕ(α,M(g)z, t) = χα(ι
−1([(M(g)zt)l]l)) = χα(Ad(g)ι

−1([(zt)l]l))

= χAd∗(g)α(ι
−1([(zt)l]l)) = ϕ(Ad∗(g)α, z, t).

□
Corollary 6.5. ψ(α,M(g)z) = ψ(Ad∗(g)α, z) for g ∈ NG(a).

To describe the matrix representation of Ad(g) (g ∈ NG(a)), we
introduce some notation.

Put

fi(x, T ) :=
∑
a∈Np

x(i)a T
a (i = 1, 2, . . . , p)

f(x, T )l :=
p∏

i=1

(fi(x, T ))
li =

∑
l′∈Np

ϕl′,l(x)T
l′

for l ∈ Np.

Lemma 6.6. (1) ϕl′,0(x) =

®
1 (l′ = 0)
0 (otherwise).

(2) ϕl′,l(x) =
∑∑p

i=1

∑li
j=1 aij=l′

∏p
i=1 x

(i)
ai1

· · ·x(i)aili
.

(3) ϕl′,l(x) = 0 for |l| > |l′|.
(4) ϕk,l+l′(x) =

∑
k1+k2=k ϕk1,l(x)ϕk2,l

′(x).

Proof. (1) follows from f(x, T )0 = 1.
Since we have

f(x, T )l =
p∏

i=1

(
∑
a∈Np

x(i)a T
a)li

=
p∏

i=1

(
∑

ai1,...,aili
∈Np

x(i)ai1
· · ·x(i)aili

T
∑li

j=1 aij),

we obtain (2).
Since |∑p

i=1

∑li
j=1 aij| ≥ |l|, (3) follows from (2).

The equation f(x, T )l+l′ = f(x, T )lf(x, T )l
′
leads to (4). □

Corollary 6.7. Suppose that |l| = |l′|. Then any term of ϕl′,l is a

product of x
(i)
1j (i, j = 1, 2, . . . , p).

Proof. This is clear from Lemma 6.6 (2). □
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Corollary 6.8. Let Lk be a subset of Np
k := {l ∈ Np | |l| = k} (k > 0).

Suppose that C = [c
(i)
1j ]1≤i,j≤p ∈ GL(p) satisfies ϕl′,l(C) = 0 for all

l′ ∈ Lk, l ∈ Np
k \ Lk.

Then det([ϕl′,l]l′,l∈Lk
) ̸= 0.

Proof. First note that for l′, l ∈ Np
k the notation ϕl′,l(C) is justified by

Corollary 6.7.
Let U = ⊕p

i=1Cui, and let Sk(U) be the space of symmetric product
of degree k. Then there exists a natural representation

ρk : GL(U) → GL(Sk(U)).

With respect to the basis {ul | l ∈ Np
k}, ρk(C) is represented by [ϕl′,l(C)]l′,l∈Np

k
.

Hence

0 ̸= det([ϕl′,l(C)]l′,l∈Np
k
)

= det([ϕl′,l(C)]l′,l∈Lk
) det([ϕl′,l(C)]l′,l∈Np

k
\Lk

)

by the assumption. Hence we have det([ϕl′,l]l′,l∈Lk
) ̸= 0. □

Proposition 6.9. Let g ∈ NG(a), and let

Ad(g)ei =
∑
l∈L+

c
(i)
l e

l = fi({c(i)l }, e).

Then

Ad(g)el =
∑

l′∈L+

ϕl′,l({c
(i)
k })el′ = f({c(i)k }, e)l.

Proof. This is immediate from Ad(g)el =
∏p

i=1(Ad(g)ei)
li . □

For g ∈ NG(a), let M(g) denote the matrix representation of Ad(g)
on a with respect to the basis {el | l ∈ L}.

Corollary 6.10. Put ϕ0,l = δ0,l. Then

M(g) = [m(g)l′,l]l,l′∈L = [ϕl′,l({c
(i)
k })]l,l′∈L,

where c
(i)
l are those in Proposition 6.9.

Proof. Since Ad(g)el is nilpotent, we have m(g)0,l = δ0,l. □

Definition 6.11. (1) a ∈ L is called an inner corner of L, if a +
1i /∈ L for any i = 1, 2, . . . , p.

(2) a ∈ Np is called an outer corner of L, if a /∈ L, and for every
i = 1, 2, . . . , p we have a− 1i /∈ Np or a− 1i ∈ L.
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Example 6.12. Let p = 2. Then L can be given by a Young diagram
(see Remark 3.4). Suppose that L corresponds to the Young diagram
(5, 5, 3, 2, 1).

◦
·

· ◦
· ◦

· ◦
◦

(19)

Then in (19) · indicates an inner corner, and ◦ an outer corner.

Lemma 6.13. Let g ∈ NG(a), and let Ad(g)ei =
∑

l∈L+
c
(i)
l e

l.

(1) Let a be an inner corner. Then
∏p

i=1(
∑

l∈L+
c
(i)
l e

l)ai ̸= 0.

(2) Let a be an outer corner. Then
∏p

i=1(
∑

l∈L+
c
(i)
l e

l)ai = 0.

Proof. Note that

(20) f(c, e)a = Ad(g)ea =
p∏

i=1

(
∑
l∈L+

c
(i)
l e

l)ai .

Hence the assertions are immediate, since an inner corner belongs to L
and an outer corner does not. □
Remark 6.14. Let g ∈ NG(a), and let Ad(g)ei =

∑
l∈L+

c
(i)
l e

l. Suppose
that l is an outer corner of L. Then, by Lemma 6.6 (4),

0 = ϕk,l(c) =
∑

k1+···+kp=k

p∏
i=1

ϕki,li1i(c)

=
∑

∑p
i=1

∑li
j=1 kij=k

p∏
i=1

li∏
j=1

ϕkij ,1i(c)

=
∑

∑p
i=1

∑li
j=1 kij=k

p∏
i=1

li∏
j=1

c
(i)
kij

for k ∈ L+. These equations are equivalent to Lemma 6.13.

Example 6.15. Let p = 1, and L = {0, 1, . . . , n − 1}. Then n − 1 is
the inner corner and n is the outer corner. We have

(
n−1∑
l=1

cle
l)n−1 ̸= 0, (

n−1∑
l=1

cle
l)n = 0.

We obtain c1 ̸= 0 from the first equation.

Example 6.16. Let p = 2, and L = {(i, 0) | 0 ≤ i ≤ n− 2} ∪ {(1, 0)}.
Then the inner corners are (n− 2, 0) and (0, 1). The outer corners are
(n− 1, 0), (1, 1), and (0, 2).
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Then we have

(
n−2∑
l=1

c
(1)
(l,0)e

l
1 + c

(1)
(0,1)e2)

n−2 ̸= 0,

(
n−2∑
l=1

c
(2)
(l,0)e

l
1 + c

(2)
(0,1)e2) ̸= 0,

(
n−2∑
l=1

c
(1)
(l,0)e

l
1 + c

(1)
(0,1)e2)

n−1 = 0,

(
n−2∑
l=1

c
(1)
(l,0)e

l
1 + c

(1)
(0,1)e2)(

n−2∑
l=1

c
(2)
(l,0)e

l
1 + c

(2)
(0,1)e2) = 0,

(
n−2∑
l=1

c
(2)
(l,0)e

l
1 + c

(2)
(0,1)e2)

2 = 0.

From these equations, we obtain c
(1)
(1,0) ̸= 0, c

(2)
(l,0) = 0 for l ≤ n− 3.

Put

(21) Lk := {l ∈ L+ | |l| = k}.

Lemma 6.17. Let g ∈ NG(a), and let Ad(g)ei =
∑

l∈L+
c
(i)
l e

l. For any
k,

det[ϕl′,l({c
(i)
k })]l,l′∈Lk

̸= 0.

Proof. Since Ad(g)ak = ak for any k, we have Ad(g)(ak/ak+1) = ak/ak+1.
Hence the assertion holds. □
Example 6.18. Let p = 2, and L = {(i, 0) | 0 ≤ i ≤ n− 2} ∪ {(1, 0)}.
Then L1 = {(1, 0), (0, 1)}. Hence

det

c(1)(1,0) c
(2)
(1,0)

c
(1)
(0,1) c

(2)
(0,1)

 ̸= 0.

For 2 ≤ k ≤ n− 2, Lk = {(k, 0)}. Hence

0 ̸= ϕ(k,0),(k,0)(c) = ϕ(1,0),(1,0)(c)
k = (c

(1)
(1,0))

k.

Hence c
(1)
(1,0) ̸= 0, which is the inner corner condition.

Proposition 6.19. Let g ∈ NG(a), and let Ad(g)ei =
∑

l∈L+
c
(i)
l e

l.
Suppose that A = α(0) + L. Put ul := vα(0)+l = elvα(0). Define
g̃ ∈ GL(V ) by

g̃ul =
∑
l′
ϕl′,l(c)ul′ .

Then g̃ ∈ NG(a) and M(g̃) = g̃ =M(g).
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Proof. We know that M(g) = [ϕl′,l(c)] is invertible. Let [ψl′,l] be its
inverse. Then

g̃−1ul =
∑
l′
ψl′,lul′ .

Hence by Lemma 6.6 (4)

g̃ekg̃−1ul =
∑
l′
ψl′,lg̃ul′+k

=
∑
l′,l′′

ψl′,lϕl′′,l′+kul′′

=
∑

l′,l1,l2

ψl′,lϕl1,l
′ϕl2,kul1+l2

=
∑
l1,l2

δl1,lϕl2,kul1+l2

=
∑
l2

ϕl2,kul+l2 =
∑
l2

ϕl2,ke
l2ul.

Hence
g̃ekg̃−1 =

∑
l2

ϕl2,ke
l2 .

We have thus proved g̃ ∈ NG(a) and M(g̃) = g̃ =M(g). □

Corollary 6.20. Let c
(i)
l (1 ≤ i ≤ p, l ∈ L+) satisfy the conditions

(1) det([ϕl′,l(c)]l,l′∈L+
) ̸= 0.

(2) ϕl′,l(c) = 0 for every l /∈ L+, l
′ ∈ L+.

Then g = [ϕl′,l(c)]l,l′∈L ∈ NG(a) and M(g) = g.

Proof. This is clear from the proof of Proposition 6.19. □
Lemma 6.21. The following two conditions are equivalent:

(1)
∏p

i=1(
∑

l′∈L+
c
(i)
l e

l′)li = 0 for all outer corners l.
(2) ϕl′,l(c) = 0 for every l /∈ L+, l

′ ∈ L+.

Proof. The condition (2) is equivalent to the condition

f(c, e)l = 0 for all l /∈ L+,

which is equivalent to the condition

f(c, e)l = 0 for all outer corners l,

which is exactly the condition (1). □
Proposition 6.22. Each element of NG(a+)/ZG(a+) is uniquely writ-

ten as [ϕl′,l(c)]l′,l∈L+
with c = (c

(i)
l : 1 ≤ i ≤ p; l ∈ L+) satisfying

(1) det[c
(i)
1j ]1≤i,j≤p ̸= 0.
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(2) f(c, e)l = 0 for all outer corners l.

Proof. The condition (1) in Corollary 6.20 is equivalent to the condition

(22) det([ϕl′,l(c)]l,l′∈Lk
) ̸= 0 (∀k > 0)

by Lemma 6.6 (3). Then by Corollary 6.8 we see that the conditions

det([ϕl′,l(c)]l,l′∈Lk
) ̸= 0 (k > 1)

are derived from the other conditions. □

7. Type (n− 1, 1)

As stated in the paragraph just above Lemma 2.1, when a is associ-
ated with L = {0, 1, 2, . . . , n − 1} = {(l, 0)|0 ≤ l ≤ n − 1}, which we
may call type (n), the system Ma,α is the generalized Airy system [5].

In this section, we consider the system Ma,α of type (n− 1, 1), which
we also denote by M(n−1,1),α. Namely let L = {(l, 0)|0 ≤ l ≤ n − 2} ∪
{(0, 1)} and a = ⟨el|l ∈ L⟩;

L = ·· .

Then the system Ma,α with a parameter vector α ∈ a∗+ ≃ CL+ is
DZ/Ja,α, where the left ideal Ja,α is generated by the following:

∂

∂za,j1

∂

∂zb,j2
− ∂

∂za,j2

∂

∂zb,j1
(a, b ∈ L; 1 ≤ j1, j2 ≤ m),(23)

∑
a∈L

za,j1
∂

∂za,j2
+ δj1j2 (1 ≤ j1, j2 ≤ m),(24)

n−k−2∑
i=0

m∑
j=1

z(i,0),j
∂

∂z(i+k,0),j

+ α(k,0) (k = 1, . . . , n− 2),(25)

m∑
j=1

z(0,0),j
∂

∂z(0,1),j
+ α(0,1).(26)

Note that by (24) we have

n−2∑
i=0

m∑
j=1

z(i,0),j
∂

∂z(i,0),j
+

m∑
j=1

z(0,1),j
∂

∂z(0,1),j
+m = 0,

and thus α(0,0) is always equal to m; hence we consider α ∈ a∗+ ≃ CL+ .
In this section, we prove that M(n−1,1),α is generically holonomic

(Theorem 7.2), and is reduced to M(n−1),β, when α(n−2,0) ̸= 0 (Propo-
sition 7.5, Theorem 7.6).
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Lemma 7.1. Let α = (αl)l∈L+ ∈ CL+ be a parameter vector. Then

α(n−2,0)
∂

∂z(0,1),j
− α(0,1)

∂

∂z(n−2,0),j

∈ Ja,−α

for all j = 1, . . . ,m.

Proof. Since
m∑
l=1

z(0,0),l
∂

∂z(n−2,0),l

− α(n−2,0),
m∑
l=1

z(0,0),l
∂

∂z(0,1),l
− α(0,1)

belong to the ideal Ja,−α, we see by (23) that

α(n−2,0)
∂

∂z(0,1),j
− α(0,1)

∂

∂z(n−2,0),j

≡ ∂

∂z(0,1),j

(
m∑
l=1

z(0,0),l
∂

∂z(n−2,0),l

− α(n−2,0)

)

− ∂

∂z(n−2,0),j

(
m∑
l=1

z(0,0),l
∂

∂z(0,1),l
− α(0,1)

)
belongs to Ja,−α. □
Theorem 7.2. Let α = (αl)l∈L+ ∈ CL+ satisfy α(n−2,0) ̸= 0. Then
Ma,−α is generically holonomic.

Proof. Let (z, ξ) belong to the characteristic variety of Ma,−α. For a
generic z, we show ξ = 0. We follow the proof of [4, Lemma 6].

By (23), we may put ξlj = albj for all l, j.
By (24),

0 =
∑
l∈L

zl,j1albj2 = bj2
∑
l∈L

zl,j1al

for all j1, j2 ≤ m.
Suppose that ξ ̸= 0. Then a ̸= 0 and b ̸= 0. Hence∑

l∈L
zl,kal = 0 (k = 1, . . . ,m).

Put IL := {l ∈ L|al ̸= 0}. Then∑
l∈IL

zl,kal = 0 (k = 1, . . . ,m).(27)

Since z is generic, we see

(28) |IL| > m.

By (25), we have for 1 ≤ k ≤ n− 2

(29) 0 =
n−k−2∑
i=0

m∑
j=1

z(i,0),ja(i+k,0)bj =
n−k−2∑
i=0

a(i+k,0)c(i,0),
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where we put

c(i,0) =
m∑
j=1

z(i,0),jbj.(30)

Put

I ′L := {(k, 0)|k = 0, . . . , n− 2, a(k,0) ̸= 0} = IL \ {(0, 1)}
and let k0 := max{k|(k, 0) ∈ I ′L}.

Then we claim

Claim 7.3.
c(k,0) = 0 for all k < k0.

Proof. If k0 = 0, then there exists nothing to prove.
Let k0 > 0. We prove the assertion by induction on k. Plugging

k = k0 in (29), we have a(k0,0)c(0,0) = 0. Hence c(0,0) = 0.
Now we suppose that c(k,0) = 0 for all k < l < k0. Plugging k = k0−l

in (29), we have a(k0,0)c(l,0) = 0. Hence c(l,0) = 0. We have thus proved
the claim. □

By Lemma 7.1, (z, ξ) satisfies

α(n−2,0)a(0,1)bj = α(0,1)a(n−2,0)bj

for all 1 ≤ j ≤ m, and hence we have

α(n−2,0)a(0,1) = α(0,1)a(n−2,0).(31)

We first treat the case when α(0,1) ̸= 0.
Suppose that k0 = n− 2. Then a(n−2,0) ̸= 0, and hence a(0,1) ̸= 0, i.

e. (0, 1) ∈ IL, by (31). Then by (27) and (31) we have |I ′L|+1 > m+1,
otherwise we have a = 0, which is a contradiction. Hence n > m + 1
or n− 2 > m− 1.
By Claim 7.3, we have

c(0,0) = · · · = c(n−3,0) = 0.

By (30), we have n − 2 < m, otherwise we have b = 0, which is a
contradiction. Hence m− 1 < n− 2 < m, which is impossible.

Next suppose that k0 < n − 2. Then a(n−2,0) = a(0,1) = 0 by (31).
By (28), we have |I ′L| > m, and hence k0 + 1 > m.

By Claim 7.3, we have

c(0,0) = · · · = c(k0−1,0) = 0.

By (30), we have k0 < m. Hence m− 1 < k0 < m, which is impossible.
We next treat the case when α(0,1) = 0. Then by (31) we have

a(0,1) = 0. By (28) and the definition of I ′L, we have |I ′L| > m, and
hence k0 + 1 > m.
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By Claim 7.3, we have

c(0,0) = · · · = c(k0−1,0) = 0.

By (30), we have k0 < m. Hence m− 1 < k0 < m, which is impossible.
□

Proposition 6.22 implies the form of g ∈ NG(a).

Proposition 7.4.

NG(a)/ZG(a) =

[ϕl′,l(c)]l′,l∈L+ |
c
(1)
(1,0)c

(2)
(0,1) ̸= 0,

c
(2)
(k,0) = 0 (1 ≤ k ≤ n− 3)

 .
Proof. Let g ∈ NG(a)/ZG(a). Then by Proposition 6.22 we have

g = [ϕl′,l(c)]l′,l∈L+

where c = (c
(i)
l : i = 1, 2; l ∈ L+).

We have already seen c
(1)
(1,0) ̸= 0 and c

(2)
(k,0) = 0 (1 ≤ k ≤ n − 3)

in Example 6.16, and c
(1)
(1,0)c

(2)
(0,1) ̸= 0 in Example 6.18. These are the

necessary and sufficient conditions by Proposition 6.22. □
Proposition 7.5. Let Φ(z;α) be a solution to Ma,α. We assume that
a parameter vector

α = t(α(1,0), . . . , α(n−2,0), α(0,1)) ∈ CL+

of Φ(z;α) satisfies α(n−2,0) ̸= 0. Then there exists g ∈ NG(a) such that
the change of coordinates z 7→ z′ = gz transforms Φ(z;α) into Φ(z′;α′)
with the parameter vector

α′ = t(0, . . . , 0, 1, 1).

Proof. By Lemma 6.6, we have

ϕ(i,0),(0,1)(c) = c
(2)
(i,0) (1 ≤ i ≤ n− 2),

ϕ(0,1),(j,0)(c) =

{
0 (j ≥ 2)

c
(1)
(0,1) (j = 1),

ϕ(0,1),(0,1)(c) = c
(2)
(0,1).

Then by Proposition 7.4, g ∈ NG(a) has the form

g =



0

[ϕ(i,0),(j,0)(c)]1≤i,j≤n−2
...
0

c
(2)
(n−2,0)

c
(1)
(0,1) 0 · · · 0 c

(2)
(0,1)


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with respect to the order (1, 0), . . . , (n − 2, 0), (0, 1), where c
(1)
(1,0) ̸= 0,

c
(2)
(0,1) ̸= 0 and c = (c

(1)
(1,0), . . . , c

(1)
(n−2,0)) ∈ Cn−2.

By (18), we have

α′
(i,0) = (tgα)(i,0) =

n−2∑
j=1

α(j,0)ϕij(c) + δi1α(0,1)c
(1)
(0,1),(32)

α′
(0,1) = (tgα)(0,1) = α(n−2,0)c

(2)
(1,0) + α(0,1)c

(2)
(0,1).(33)

Firstly we consider (32) for 2 ≤ i ≤ n− 2. Similarly to [8, Corollary

5.4], noting that α(n−2,0) ̸= 0, we can choose c
(1)
(1,0), . . . , c

(1)
(n−3,0) so that

α′
(2,0), . . . , α

′
(n−3,0) become all zero and α′

(n−2,0) = 1.

Secondly we consider (32) for i = 1, i.e.,

α(1,0)c
(1)
(1,0) + · · ·+ α(n−2,0)c

(1)
(n−2,0) + α(0,1)c

(1)
(0,1).

Using the condition α(n−2,0) ̸= 0, we can determine c
(1)
(n−2,0) and c

(1)
(0,1) so

that α′
(1,0) = 0.

Lastly we consider (33). Noting that α(n−2,0) ̸= 0, we can determine

c
(2)
(n−2,0) and c

(2)
(0,1), so that α′

(0,1) = 1. □

Let Y =

Ü
y01 · · · y0m
...

...
yn−2,1 · · · yn−2,m

ê
, and define f : Z → Y by

(34) f(Z) =

à
z(0,0),1 · · · z(0,0),m

...
...

z(n−3,0),1 · · · z(n−3,0),m

z(n−2,0),1 + z(0,1),1 · · · z(n−2,0),m + z(0,1),m

í
.

Theorem 7.6. Let α = t(0, . . . , 0, 1, 1) ∈ Cn−1 and β = t(0, . . . , 0, 1) ∈
Cn−2. Then

f ∗M(n−1),β =M(n−1,1),α.

Proof. Let

Z ′ =


z(0,0),1 · · · z(0,0),m

...
...

z(n−3,0),1 · · · z(n−3,0),m

z(n−2,0),1 + z(0,1),1 · · · z(n−2,0),m + z(0,1),m
z(0,1),1 · · · z(0,1),m

 .

Then f = pn−1 ◦ f ′, where f ′(Z) = Z ′ and pn−1 is the projection on
the first n− 1 rows.
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Since pn−1 is the projection, we easily see p∗n−1M(n−1),β = DZ′/J ′,
where J ′ is generated by

∂

∂z′(k1,0),j1

∂

∂z′(k2,0),j2
− ∂

∂z′(k1,0),j2

∂

∂z′(k2,0),j1
(0 ≤ k1, k2 ≤ n− 2; 1 ≤ j1, j2 ≤ m),

n−2∑
i=0

z′(i,0),j1
∂

∂z′(i,0),j2
+ δj1j2 (1 ≤ j1, j2 ≤ m),

n−k−2∑
i=0

m∑
j=1

z′(i,0),j
∂

∂z′(i+k,0),j

+ β(k,0) (k = 1, . . . , n− 2),

∂

∂z′(0,1),j
(j = 1, . . . ,m).

By the change f ′ of coordinates

z′(i,0),j = z(i,0),j (i = 0, 1, . . . n− 3)

z′(n−2,0),j = z(n−2,0),j + z(0,1),j

z′(0,1),j = z(0,1),j,

we have

∂

∂z′(i,0),j
=

∂

∂z(i,0),j
(i = 0, 1, . . . n− 2)

∂

∂z′(0,1),j
=

∂

∂z(0,1),j
− ∂

∂z(n−2,0),j

.

Taking into account that we have

∂

∂z(n−2,0),j

− ∂

∂z(0,1),j
∈ J(n−1,1),α

by Lemma 7.1, we see f ∗M(n−1),β = f ′∗p∗n−1M(n−1),β =M(n−1,1),α. □

Corollary 7.7. Let α = t(0, . . . , 0, 1, 1) ∈ Cn−1 and β = t(0, . . . , 0, 1) ∈
Cn−2. Then we have a bijection between the space of solutions to
M(n−1,1),α and that to M(n−1),β.

Proof. Let f be (34). By Theorem 7.6, we have an isomorphism

f−1HomDY
(M(n−1),β,OY ) ≃ HomDY

(f ∗M(n−1),β, f
∗OY )

= HomDY
(M(n−1,1),α,OZ).

More explicitly, Φ(f(Z)) is a solution to M(n−1,1),α for a solution Φ
to M(n−1),β. Conversely any solution to M(n−1,1),α is of this form. □
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