Estimating Regions of Deterioration in Electron Microscope Images of Rubber Materials via a Transfer Learning-Based Anomaly Detection Model
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ABSTRACT A method for estimating regions of deterioration in electron microscope images of rubber materials is presented in this paper. Deterioration of rubber materials is caused by molecular cleavage, external force, and heat. An understanding of these characteristics is essential in the field of material science for the development of durable rubber materials. Rubber material deterioration can be observed by using an electron microscope but it requires much effort and specialized knowledge to find regions of deterioration. In this paper, we propose an automated deterioration region estimation method based on deep learning and anomaly detection techniques to support such material development. Our anomaly detection model, called Transfer Learning-based Deep Autoencoding Gaussian Mixture Model (TL-DAGMM), uses only normal regions for training since obtaining training data for regions of deterioration is difficult. TL-DAGMM makes use of extracted high representation features from a pre-trained deep learning model and can automatically learn the characteristics of normal rubber material regions. Regions of deterioration are estimated at the pixel level by calculated anomaly scores. Experiments on real rubber material electron microscope images demonstrated the effectiveness of our model.

INDEX TERMS Materials informatics, anomaly detection, deep learning, transfer learning.

I. INTRODUCTION Materials informatics (MI) is a concept for the development of innovative materials by making use of stored data and for acquiring a new body of knowledge based on a computational approach [1], [2]. MI has been used for evaluation and accumulation of material information based on computational science. However, in recent years, attention has been given to large-scale data mining and efficient searches for new materials [3]–[5]. It is expected that MI will enable significant reductions in the time and cost needed for material development by using the combination of machine learning techniques and stored data [6]. The United States launched the Material Genome Initiative 1 as a national project in 2011, Novel Materials Discovery 2 in Europe started in 2015 as joint research of the EU as a part of the leading European Center of Excellence. 3 Also, Asian countries including China, South Korea and Japan have started large-scale national material projects in recent years [7]. MI is thus gaining worldwide attention and is being recognized as a new research field for industrial applications in material science [8]. In the past decade in which MI has been focused on images, visual features extracted from target images have been utilized by material scientists to characterize micro-structures of materials [9]. Generally, basic image recognition techniques have been used for analyzing images of the structure of a material [10], [11]. Hand-crafted features such as scale-invariant feature transform (SIFT) [12], histogram

1https://www.mgi.gov
2https://nomad-coe.eu
3https://ec.europa.eu/eurostat/cros/content/centres-excellence_en
of oriented gradients (HoG) [13] and local binary patterns (LBP) [14] are the mainstream of visual features for analyzing photographs of target materials [6], [15]. However, the usefulness of these features is still limited because hand-crafted features essentially have low representation ability, which may be insufficient to understand the characteristics of images. Hence, hand-crafted features have gradually fallen into disuse in the field of general image processing [16].

Deep learning, one of the machine learning techniques, that can obtain high representation features automatically, has recently become a new trend in the field of computer vision [17]. Deep learning-based approaches have overcome the conventional feature representation problems caused by hand-crafted features [18], [19]. Deep convolutional neural networks (DCNNs) have achieved promising results in various image recognition tasks owing to their capacity to learn discriminative features from row pixels [20]. DCNNs can learn high representation features from target image data sources, and extracted features from pre-trained DNNs have been used by many researchers [21], [22]. The recent development of deep learning techniques is one of the reasons for the current artificial intelligence (AI) boom, and these techniques have been widely studied for industrial applications. In the field of material science, it is expected that applications of AI technologies will accelerate to the development of new materials [23].

Rubber materials which have many applications including automobiles and sports equipment, have unique elastic characteristics [24], [25]. Although rubber materials are useful for industrial applications, quality control of rubber materials plays important roles. In rubber material development, the maintenance of a large deformation capacity and recovery capability for a long period of time is important [26]. Deterioration of rubber is mainly due to deformation caused by molecular cleavage, external force, and heat. In MI of rubber materials, it is required to identify the cause of deterioration by utilizing information on the degradation of stored rubber materials, and it is expected that new knowledge for the development of highly durable rubber materials will be obtained [27].

Deterioration of a rubber material can be observed by electron microscope images of internal material structures [28]. Various factors including external force, oxidation, and heat affect the condition of a rubber material in certain circumstances, and the changes of its characteristics can be imaged. However, it requires much effort and specialized knowledge to find regions of deterioration in electron microscope images. By estimating regions of deterioration in electron microscope images through AI technologies, it is expected that new knowledge of rubber material deterioration will be acquired.

For estimating regions of deterioration in electron microscope images of a rubber material, attention should be given to the following points. First, there is a subtle difference between regions of deterioration and regions with no deterioration (normal regions) in an electron microscope image, and the task of recognizing the difference is much more difficult than general image recognition tasks. Although many general image recognition tasks have focused on the classification and detection of objects that are easily found, regions of deterioration in electron microscope images are difficult for non-professional persons to find. Secondly, since the type and degree of deterioration changes are diverse, collection of a large amount of data on deterioration is a challenging task. When estimating regions of deterioration based on machine learning techniques, collecting well-annotated training data for regions of deterioration is difficult, and the development of a method that considers the above-mentioned points is required.

In this paper, we propose a Transfer Learning-based Deep Autoencoding Gaussian Mixture Model (TL-DAGMM) inspired by the recently proposed anomaly detection model DAGMM [29]. Among machine learning techniques, anomaly detection is often used when data of specific labels are highly imbalanced or when a specific class of data cannot be obtained. In the task of anomaly detection, dimension reduction and density estimation play important roles. Although traditional anomaly detection approaches have focused on the two components separately, the recently proposed DAGMM can consider them and learn the parameters simultaneously. DAGMM has achieved high detection performance compared to the performances of conventional anomaly detection methods in anomaly detection tasks using low resolution images and acoustic signals. However, application of the original DAGMM to high resolution images is difficult due to the bloat of input feature vectors. To address this problem, a transfer learning approach is newly introduced in our TL-DAGMM. Transfer learning is a powerful tool in which the knowledge from a specific domain is transferred to a new domain with different properties of the feature space. We divide images into multiple patches and extract high representation features through a pre-trained deep learning model as transfer learning for each patch. Extracted features are inputted to an autoencoder model. By this architecture, training the deep autoencoder for high resolution images becomes feasible. Finally, we visualize the regions of deterioration at the pixel level based on the anomaly scores on TL-DAGMM. The effectiveness of our method was confirmed by several statistical analyses.

Our contributions are summarized as follows:

- We present a new method for estimating regions of deterioration based on anomaly detection and realize estimation of regions of deterioration in electron microscope images of a rubber material.
- A transfer learning approach is newly introduced in our TL-DAGMM for realizing training with high resolution images.

II. ELECTRON MICROSCOPE IMAGES OF RUBBER MATERIALS
A rubber material is a composite material that consists of various complicated substances. Typically, a rubber material
is mainly composed of carbon black and a rubber compound, and they can be observed by using an electron microscope. Figure 1 shows an electron microscope image that includes normal regions and regions of deterioration. In the figure, the region above the red line is a region of deterioration and the region under the red line is a normal region. We can see that a region of deterioration and a normal region in an electron microscope image only have subtly different characteristics. A great deal of labor is required to annotate regions of deterioration, and an automated supporting system that can help material scientists is desired.

An electron microscope image has a high resolution, and we treat it as multiple patch images. Figure 2 (a) shows examples of patches from a region of deterioration in an original electron microscope image, and Fig. 2 (b) shows examples of patches from a normal region in an original electron microscope image. It can be seen that there is a subtle difference between the patches from a normal region and patches from a region of deterioration. The patch-based approach is effective when target images have high resolutions and characteristics of the images are described in local regions [30], [31].

There are two main problems in analysis of electron microscope images of rubber materials. The first problem is that the boundaries between regions of deterioration and normal regions are too unclear to recognize. Deterioration type of a rubber image is polymorphic, and it is difficult to prepare annotated images including regions of deterioration. The other problem is the difficulty of collecting a large number of training images. Basically, rubber materials are not deteriorated at all when they are put on the market, and deterioration of rubber materials is caused by repeated use of the materials. Therefore, it requires a great deal of labor to collect images of deterioration in the stage of development. Even if we can annotate deteriorated regions manually, it is still difficult to collect a large number of images of deterioration compared to normal images from newly developed rubber materials. A lack of training images can cause performance degradation in supervised learning techniques since constructed models cannot correctly show the characteristics of the images. In this way, analysis of electron microscope images of rubber materials is still a challenging task, and a model for analysis that can consider the above real-world situations is desired.

We propose TL-DAGMM as a model that can solve the above-mentioned problems. Since preparing data for regions of deterioration is difficult, we make use of a pre-trained model that can be trained on a large-scale dataset to extract high representation features. TL-DAGMM realizes estimation of regions of deterioration by an anomaly detection approach. Details of our method are shown in Sec. III.

### III. METHOD FOR ESTIMATING REGIONS OF DETERIORATION

An anomaly detection model TL-DAGMM uses normal patches of electron microscope images of a rubber material and estimates regions of deterioration in an unsupervised fashion. In preparation for explaining our method, we divide electron microscope images of a rubber material into patches and let \( o_i (i = 1, 2, \ldots, O) \) denote patches from normal regions of the training images, where \( O \) is the number of training patch samples. Next, let \( o_{\text{test}} \) denote patches whose labels of normal/deteriorated are unknown. The proposed method consists of the training phase and the test phase. Each phase is explained in the following subsections.

#### A. TRAINING PHASE

To recognize the characteristics of electron microscope images of a rubber material, a constructed model needs to learn high representation features. Considering the lack of data for images including regions of deterioration, an anomaly detection approach that can learn a model with only normal data is suitable for this situation. Hence, we construct a deep learning-based anomaly detection model, TL-DAGMM. Figure 3 shows an overview of our TL-DAGMM anomaly detection network architecture. TL-DAGMM consists of three major components: a feature extraction network, a compression network and an estimation network. The feature extraction network extracts high representation features from an input patch sample. The compression network performs a dimensionality reduction task and low-dimensional representations are used for training of the subsequent estimation network. The estimation network performs a density estimation task.
First, we explain the feature extraction network. Output vectors of an intermediate layer of a deep neural network (DNN) trained by a large-scale dataset are often used as image features that have semantic information in transfer learning. We use this network as the pre-processing of feature alignment toward the input sample as follows:

$$x_i = \text{TLM}(o_i; \theta_t),$$  \hspace{1cm} (1)$$

where \(\text{TLM}\) denotes the pre-trained DNN model with the parameters of \(\theta_t\). In the proposed method, we employ the pre-trained Inception-v3 network [32] and extract 2,048-dimensional features from the pool_3 layer. The Inception-v3 network is one of the state-of-the-art neural network models that achieve high recognition performance in object recognition tasks. This network is trained for ImageNet Large Visual Recognition Challenge [20] and achieves a 3.46% top-5 error rate in a 1,000 class classification task. Since features extracted from the Inception-v3 network have high semantic representations, this model is often used as a standard pre-trained model in transfer learning.

Next, we explain the architecture of the compression network. The role of the compression network is to obtain two types of low-dimensional representations: (i) reduced low-dimensional features from the pool_3 layer. The Inception-v3 network achieves this optimization by a deep neural network (DNN) trained by a large-scale dataset are often used as image features that have semantic information in transfer learning.

The extracted feature \(v_i\) contains valuable information of \(x_i\) for the soft mixture-component membership prediction. Furthermore, softmax\(\left(\phi_i\right)\) means \(\mu_i\), and mixture co-variance \(\Sigma\). Given the low-dimensional representation features \(v_i\) and an integer \(K\) as the number of mixture components, the estimation network predicts its membership as follows:

$$\hat{\gamma}_i = \text{softmax}(\gamma_i),$$  \hspace{1cm} (7)$$

where \(\text{softmax}(\cdot)\) denotes a softmax function. Given a batch of \(N\) sample patches and their membership prediction \(\forall 1 \leq k \leq K\), parameters of the GMM can be estimated as follows:

$$\hat{\phi}_k = \frac{\sum_{i=1}^{N} \hat{\gamma}_{ik}}{N},$$  \hspace{1cm} (8)$$

where \(\hat{\phi}_k\) is a \(K\)-dimensional vector from the sample \(x_i\) for the soft mixture-component membership prediction. Furthermore, softmax\(\left(\cdot\right)\) denotes a softmax function. Given a batch of \(N\) sample patches and their membership prediction \(\forall 1 \leq k \leq K\), parameters of the GMM can be estimated as follows:

$$\phi_k = \text{DNN}(v_i, \theta_m),$$  \hspace{1cm} (6)$$

where \(\text{DNN}(\cdot)\) is a deep neural network parameterized by \(\theta_m\). \(p_i\) is the output value of the DNN model, and \(\hat{\gamma}_i\) is a mixture means \(\mu_i\), and mixture co-variance \(\Sigma\). Given the low-dimensional representation features \(v_i\) and an integer \(K\) as the number of mixture components, the estimation network predicts its membership as follows:
\[
\hat{\mu}_k = \frac{\sum_{i=1}^{N} \tilde{y}_{ik} v_i}{\sum_{i=1}^{N} \tilde{y}_{ik}}, \\
\hat{\Sigma}_k = \frac{\sum_{i=1}^{N} \tilde{y}_{ik} (v_i - \hat{\mu}_k)(v_i - \hat{\mu}_k)^\top}{\sum_{i=1}^{N} \tilde{y}_{ik}},
\]

where \(\hat{\phi}_k\), \(\hat{\mu}_k\) and \(\hat{\Sigma}_k\) represent mixture probability, mean and co-variance for the component \(k\) of GMM respectively, and \(\tilde{y}_{ik}\) is the membership prediction for the low-dimensional representation \(v_i\). From the constructed model, a sample energy can be inferred as follows:

\[
E(v_i) = -\log \left( \sum_{k=1}^{K} \frac{\phi_k}{\sqrt{2\pi |\hat{\Sigma}_k|}} \exp \left( -\frac{1}{2} (v_i - \hat{\mu}_k)^\top \hat{\Sigma}_k^{-1} (v_i - \hat{\mu}_k) \right) \right),
\]

where \(|\cdot|\) denotes the determinant of a matrix. The sample energy is calculated with the learned GMM parameters, and if a predicted sample energy is higher than a pre-defined threshold, this sample is estimated as an abnormal deterioration sample in the test phase.

Overall, an objective function in training of TL-DAGMM when given a dataset of normal patches is constructed as follows:

\[
J(\theta_e, \theta_d, \theta_m) = \frac{1}{N} \sum_{i=1}^{N} L(x_i, x'_i) + \frac{\lambda_1}{N} \sum_{i=1}^{N} E(v_i) + \lambda_2 P(\hat{\Sigma}).
\]

The objective function includes three components: the reconstruction error \(L\), the sample energy \(E\) and the normalization term of the GMM \(P\). Also, \(\lambda_1\) and \(\lambda_2\) are weighted coefficients. Specifically, the first term \(L(x_i, x'_i)\) is the reconstruction error from the compression network. Intuitively, if the compression network could make the construction error low, the low-dimensional representation features could better preserve the key information of input samples. Hence, it is desirable for the reconstruction error to always be low for the compression network. We employ \(L_2\)-norm as \(L(x_i, x'_i) = ||x_i - x'_i||_2^2\) in this study. Next, minimization of the sample energy is also always desirable. From the second loss function, we explore the best combination of the compression network for dimension reduction and the estimation network for density estimation. The third loss function is the constraint term to prevent the singularity problem of the GMM. In this way, our anomaly detection model learns the characteristics of training patch samples, and it becomes overreact to unseen abnormal samples such as patches from regions of deterioration.

**B. TEST PHASE**

The trained model can provide energy that represents an abnormality score to a given patch sample \(a_{test}\). Since this model is trained on data for patches from normal regions in electron microscope images of rubber materials, if the observed sample has a structure similar to that for learned training normal samples, the given abnormality score becomes low. On the other hand, if the observed sample has a structure that is different from that of normal samples, the given score becomes high.

In the test phase, divided patches \(a_{test}\) from electron microscope images of test rubber material are inputted to the feature extraction network and transformed to feature vectors. Next, sample energy is calculated from the trained anomaly detection model for each test patch sample. In this way, it becomes possible to estimate the regions of deterioration in electron microscope images of rubber materials.

**IV. EXPERIMENT**

In this experiment, we performed quantitative and qualitative evaluations to confirm the effectiveness of our method for estimation of regions of deterioration. Experimental settings are presented in Subsec. IV-A and the results are discussed in Subsec. IV-B.

**A. SETTINGS**

A total of 16 electron microscope images of a rubber material were used in our analysis. In the images, four images were allocated to the training data and 12 images were allocated to the test data (namely, S1-S12). The ground truth of normal/deteriorated regions in the images was defined by a material scientist who has specialized knowledge of electron microscope imaging and characteristics of rubber materials. Since each image has a high resolution, which affects computation costs, we divided the images into multiple patches. The patch size was 128 \(\times\) 128 pixels with a sliding interval of 10 pixels. For the training images, patches from only normal regions were used, and patches including deteriorated and unnecessary regions defined by the material scientist were excluded. For the test images, all of the patches were evaluated by the trained model. Finally, 32,476 patches from normal regions of the four images were used for training of our anomaly detection model. For each test image, the number of patches evaluated was 12,690. Parameters of TL-DAGMM used in this experiment are shown in Table 1. As the computational environment, an NVIDIA GeForce GTX 2080Ti GPU was used to train TL-DAGMM on a Linux operating system (Ubuntu 18.04; Canonical, London, England).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Learning rate</td>
<td>0.0001</td>
</tr>
<tr>
<td>(\lambda_1)</td>
<td>0.1</td>
</tr>
<tr>
<td>(\lambda_2)</td>
<td>0.0001</td>
</tr>
<tr>
<td>Batch size</td>
<td>128</td>
</tr>
<tr>
<td>Epoch</td>
<td>400</td>
</tr>
<tr>
<td>GMM mixtures</td>
<td>8</td>
</tr>
</tbody>
</table>

We compared the performance of TL-DAGMM with the performance of other anomaly detection methods. The following comparative methods were employed.
TABLE 2. Hyperparameters of Convolutional DAGMM.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Learning rate</td>
<td>0.0001</td>
</tr>
<tr>
<td>(\lambda_1)</td>
<td>0.1</td>
</tr>
<tr>
<td>(\lambda_2)</td>
<td>0.0005</td>
</tr>
<tr>
<td>Batch size</td>
<td>64</td>
</tr>
<tr>
<td>Epoch</td>
<td>200</td>
</tr>
<tr>
<td>GMM mixtures</td>
<td>12</td>
</tr>
</tbody>
</table>

CM1: Convolutional DAGMM [29]

DAGMM is one of the state-of-the-art anomaly detection methods. To enable the training of DAGMM with high resolution images, we introduced a four-layer convolution network in the compression network. The parameters of Convolutional DAGMM are shown in Table 2.

CM2: HoG [13] + OCSVM [34]

This method is a popular approach in the field of MI. As hand-crafted features, we used HoG features and constructed a one-class support vector machine (SVM) [34] model as a classifier.

To assess the effectiveness of TL-DAGMM, we employed the following evaluations: visualization evaluation and object detection-based evaluation. First, in the visualization evaluation, we visualized anomaly scores assigned to test patches. Patch-level anomaly scores can be obtained by using the learned anomaly detection model. Since test patches have overlap regions due to the sliding interval settings, we visualized anomaly scores at the pixel level. Specifically, patch-level anomaly scores were assigned to each pixel, and multiple anomaly scores were averaged for each pixel. In this way, we provided pixel level anomaly scores to a test image. Next, in the object detection-based evaluation, pixel-based intersection over union (IoU) was used. By defining the degree of abnormality using a certain threshold value \(\xi\), patch-level estimation of regions of deterioration becomes feasible. We determined the degree of abnormality for the sample as follows:

\[
D(v_{test}) = \begin{cases} 
\text{deteriorated} & (\text{if } E(v_{test}) \geq \xi) \\
\text{normal} & (\text{otherwise}) 
\end{cases},
\]

where \(v_{test}\) is the extracted high representation features from \(x_{test}\).

Pixel IoU is defined as the intersection region of the proposal and the ground truth regions and can be calculated as follows:

\[
\text{Pixel IoU} = \frac{TP \text{ pixels}}{TP \text{ pixels} + FP \text{ pixels} + FN \text{ pixels}},
\]

where TP, FP and FN represent True Positive, False Positive and False Negative, respectively. The threshold \(\xi\) that determines normal/deteriorated regions was experimentally set to a median value of anomaly scores for each sample. Moreover, we evaluated a significant difference in the brightness values of estimated deteriorated/normal regions by using the non-parametric Mann-Whitney U-Test.

**B. RESULTS AND DISCUSSION**

Figure 4 shows all of the test image samples (S1-S12) and their ground truth regions. The regions above the red lines are...
regions of deterioration and the regions under the red lines are normal regions. Visualization results are shown in Figs. 5-7. The position of each visualization result corresponds to the sample in Fig. 4. According to the heat map, the closer to a red color the heat map becomes, the higher are the anomaly scores, whereas blue color regions have low anomaly scores related to normal regions. Specifically, Figs. 5-7 represent the heat map overlaid images for each sample by TL-DAGMM,
From Fig. 5, we can see that regions with high anomaly scores are located in ground truth deteriorated regions. Although regions of deterioration have different types of characteristics, TL-DAGMM correctly detected such regions. On the other hand, we confirmed that the visualization results of CM1 and CM2 were inferior to those of TL-DAGMM qualitatively. It was difficult for CM2 using hand-crafted features to detect regions of deterioration.

Next, we show the object detection-based evaluation results. Pixel IoU of each test sample and the mean of them are shown in Table 3. Pixel IoU is one of the evaluation metrics that can evaluate the degree of overlapping between an estimated region and a target region. From the results, we quantitatively confirmed that estimated regions of deterioration correctly overlapped with the ground truth deteriorated regions in the test electron microscope images in TL-DAGMM. Furthermore, significant differences in the
brightness values of estimated deteriorated/normal regions appeared by the non-parametric Mann-Whitney U-test ($p < 0.001$) for all test samples. Sample patches that had high and low anomaly scores in TL-DAGMM are shown in Fig. 8. Although there were different types of patches in regions of deterioration, we confirmed that TL-DAGMM had the ability to detect such patches as an anomaly detection model.

This paper shows the potential of deep learning technologies using electron microscope images of rubber materials. To the best of our knowledge, this is the first work in which regions of deterioration in electron microscope images of rubber materials were estimated on the basis of a deep anomaly detection model. Our method benefited from the high-level feature representations of deep learning, and this simple approach may be effective for electron microscope images of other materials, though further investigations are necessary. Also, as shown in Fig. 5, some regions in addition to the ground truth regions had high anomaly scores. Although the visual characteristics of these regions are slightly different from those of normal regions, they are annotated as normal regions by specialists. Comparison of such regions and other regions may lead to the acquisition of new knowledge for the development of durable rubber materials. This advanced multidisciplinary study is one of our future works.

V. CONCLUSION

In this paper, we have presented a method for estimation of regions of deterioration using electron microscope images based on an anomaly detection. We demonstrated by experiments that our model TL-DAGMM can correctly detect regions of deterioration. In a future work, we will investigate the characteristics of rubber materials detected by our method for acquiring knowledge for the development of new durable materials.
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