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+ Group knowledge is all about dynamics

- Group ability is fundamental in reasoning about group
knowledge

Until recently common knowledge has received most
attention in the dynamic epistemic logic literature

| will focus a little more on distributed knowledge

Plan

+ Background: multi-agent epistemic/doxastic logic
-+ Group knowledge
+ Group belief
+ Generalised
- Adding dynamics
+ Group ability and group knowledge
- General ability
+ Ability through informative updates

* Maximal ability

Background
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We assume given

a finite set N = {1,...,n} of agents

a countably infinite set of primitive propositions

let GR = p(N) \ 0 (the set of non-empty groups)




Models

A model is a tuple M = (W, ~q,...,~p, V):

e IV is a set of states
e ~,; is an accessibility relation

— Assumed to be an equivalence relation (S5) when
we model knowledge

— Assumed have weaker properties when we talk
about belief, e.g., transitive, euclidian and serial
(KD45)

e V is a valuation function, assigning primitive propo-
sitions to each state

Epistemic/doxastic logic
Language EL: ¢ i=p | K;d | =@ | ¢1 A @2

Interpretation:
M,sE=p if peV(s)
M,sEK;¢ iff foralltst. s~;t, (M,t)E=o
Misk-¢ i Mso

M,sEony i M,skE¢and M,s =

For belief we often write B; instead of K;

General Knowledge (“everybody-knows”)

~E=Usea ~
M,s = Ego iff for all t s.t. s ~Et,(M,t) = ¢
Group Knowledge
General Knowledge (“everybody-knows”) Common Knowledge
~E=Ueq ~i Gegr Gegr

M,s | Eqo iff for all t s.t. s ~E ¢, (M,t) E ¢

Already expressible: Eg¢ = ;e Kid
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Ng: (Uge(; Ni)*

M,s | Cqo iff for all t s.t. s ~S t, (M,t) = ¢




Distributed Knowledge

Ng: mieG ~i

M,s = Dgo iff for all t s.t. s ~E ¢, (M,t) E ¢
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Distributed Knowledge
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M, s Dgo iff for all t s.t. s ~2 ¢, (M,t) = ¢
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Distributed Knowledge

Ng: mz’ec ~i

M,s = Dgo iff for all ¢t s.t. s ~2 ¢, (M, t) | ¢
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Distributed Knowledge

Ng: mieG ~i
M,s | Dgo iff for all ¢t s.t. s ~B ¢, (M,t) | ¢

“...the knowledge of ¢ is distributed among its mem-
bers, so that by pooling their knowledge together the

members of the group can deduce ¢” Fagin et al., 1995

G661 “[e 10 ulbed

GB6 | “UeASIN PUE XB0H Jop ueA

Distributed Knowledge

Ng: ﬂieG ~i
M,s = Dgo iff for all t s.t. s ~B ¢, (M,t) = ¢

“...the knowledge of ¢ is distributed among its mem-
bers, so that by pooling their knowledge together the

members of the group can deduce ¢” Fagin et al., 1995

“...it should be possible for the members of the
group to establish ¢ through communication”

van der Hoek et al., 1999
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Distributed Knowledge

Ng: ﬂieG i
M,s = Dgo iff for all t s.t. s ~B ¢, (M, 1) |E ¢

“...the knowledge of ¢ is distributed among its mem-
bers, so that by pooling their knowledge together the

members of the group can deduce ¢” Fagin et al., 1995

“...it should be possible for the members of the
group to establish ¢ through communication”

van der Hoek et al., 1999

“...the knowledge that would result of the agents
could somehow ‘combine’ their knowledge”
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What Distributed Knowledge Actually Is

» Common interpretations of distributed knowledge:
« Knowledge the group could obtain if they had unlimited means of
communication

« “A group has distributed knowledge of a fact phi if the knowledge of
phi is distributed among its members, so that by pooling their
knowledge together the members of the group can deduce phi ...”

What Distributed Knowledge Actually Is

« Common interpretations of distributed knowledge:

dge the group could obtain if they had unlimi
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What Distributed Knowledge Actually Is

» Common interpretations of distributed knowledge:

dge the group could obtain if they had unlimi
communica

« “A group has distrib
phi is djstei among its members, so that

A group has distributed knowledge of a fact phi
if after “pooling their knowledge together” the
members of the group know that phi was

true before they did that




Group Knowledge
GeGR
ECc¢p — Egé
E Ecp — K¢ (i€ @)
= Ki¢ — Sg¢
F Se¢ — Dgé Group Belief
Solid: Cgq
. . Dashed: Eg
Group Belief Group Belief Dotted: D
GegGR
£ Caé — B
F Ecp — Big (i€@)
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A
system that results frrom adding axioms V1, DZ 10 K, (IESP., 1, D%, DIpn, DLI4Ip ),

and assuming that all of the other axioms apply to the modal operators Dg as well
as K;. Thus, for example, S4"D includes the axiom Dg¢ = D¢ Dge.

Thy 3.4.1 Forf in the lar P
(a) l(,‘,J is a sound and complete axiomatization with respect to M,
S5 f/ (b) T,‘,’ is a sound and complete axiomatization with respect to M;, > ,{( 1:

(@)

(c) S4P is a sound and complete axiomatization with respect to M},
n mp n
(d) SS,‘,’ is a sound and complete axiomatization with respect to M}}",

(e) KD45P is a sound and complete axiomatization with respect to Mek,

~ // oV . \\\v P
K45 K45 K4
)
Soli;ll: Ca Double arrow: alternative CK
Dashed: Fg .
Group Belief . Alternati initi i Solid: C
P Dotted: Dg rnative definition of common belief - Fe
Dotted: D¢g
KD45 /ISDQ

system that results Irom adding axioms U1, UZ 10 Ky (TESP., 1n, D4n, Dpy DLI40n)s
and assuming that all of the other axioms apply to the modal operators Dg as well

as K;. Thus, for example, S4,‘,’ includes the axiom Dg¢ = D Dgo.
Theorem 3.4.1 For formulas in the language LP
(a) K,,” is a sound and complete axiomatization with respect to M,
S5 (b) TP is a sound and complete axiomatization with respect to My,
(c) S4P is a sound and complete axiomatization with respect to My,
(d) SS,‘,’ is a sound and complete axiomatization with respect to M7

(e)KBD452is-a-sound-and L

with respect to M.
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Group Belief
Generalised Distributed Belief
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Distributed belief

D__
~a= nieG ~i
» The group considers a state
« possible iff all the agents in the group considers it possible

- impossible iff at least one member of the group considers it impossible

« For S5 agents this makes sense

« If an S5 agent considers a state impossible, then it is impossible

« .. and this is common knowledge




Distributed belief for non-S5 agents

D__ .
~e= Nicg ~i
» For non-S5 agents, in particular agents without T/reflexivity (e.g., KD45):
« If one agent considers a state impossible, that agent might in fact be wrong

* Ruling out a state based on the evidence of a single agent is then a very
credulous group attitude

« Curious asymmetry between the evidence need for possibility vs.
impossibility

« impossibility: every agent is a veto voter, possibility: unanimity

Generalised Distributed Belief

+ The group considers a state
- possible iff at least k agents in the group considers it possible

- impossible iff not at least k agents in the group considers it impossible

M,s = DEFo < V(s,t) e~tF Mt = ¢

The
generalised R U ﬂ ~
o G~ !
dlsél?;:[ed HCG,|H|>ki€H
operator
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+ The group considers a state
« possible iff at least k agents in the group considers it possible

« impossible iff not at least k agents in the group considers it impossible

M,s = DEFo < V(s t) endl Mt = ¢

The
generalised otk U ﬂ ~
- ¢~ ’
d|str|puted HCG,|H|>ki€H
belief
operator E.g. N?aj:NE[(IGHDm

Generalised distributed belief: the extremes

SV

HCG,|H|>ki€H

Generalised distributed belief: the extremes

otk
ps

U N~

HCG,|H|>ki€H
+ k = |G|: the group considers a state
- impossible iff at least one member of the group considers it impossible

« possible iff all the agents in the group considers it possible
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Generalised distributed belief: the extremes

= U N~
G — i
HCG,|H|>ki€H
G
+ k = |GJ: the group considers a state Ngl |:~g

+ impossible iff at least one member of the group considers it impossible

- possble f__ standard distributed belief  }.ic




Generalised distributed belief: the extremes

+k__
&= U N~
HCG,|H|>kicH

+ k = |G|: the group considers a state NE‘G‘ :Ng

« impossible iff at least one member of the group considers it impossible

- possible f{__standard distributed belief -

» k = 1: the group considers a state
- impossible iff all agents in the group considers it impossible

« possible at least one agent in the group considers it possible

Generalised distributed belief: the extremes

U N~

HCG,|H|>ki€H

+k__
o =

+ k = |G| the group considers a state NJGrlclzwg

- impossible iff at least one member of the group considers it impossible

+ possivle i__standard distributed belief e

» k = 1: the group considers a state ~Fl—

+ impossible iff all agents in the group considers it impossible

'pOSS”{ general belief (everybody believes) }

Generalised distributed belief: conclusions

+ Between distributed and general belief
« Intuitively two entirely different concepts

- Difference between them can be explained quantitatively rather than
qualitatively

+ Specific instances of the same concept, corresponding to which voting
threshold is used

« There is a scale of intermediate concepts between them

Adding dynamics

Public Announcement Logic with Distributed
Knowledge
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Public Announcement Logic with Distributed
Knowledge
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PC All instances of propositional tautologies

Kk Kulp—=9) > Koo — Kop Tk Kop— o

Kp DA(kp — 1;)) — Dap —Dayp Tp Dap — ¢

5k Kap— K,~Kup 5p —Dap — Da=Dap

DKl Kap ¢ Dap,ifa € N DK2 Dup — Dpp,if ACB
Ry,  [elp < (¢ —p) Rp- [l « (¢ = —lely)
Ria  [el@nax) & ([lvAlelx)  Rpx  [@lEay ¢ (¢ = Ka[plt)
Ryp  [@]Dat < (¢ — Dalelt) Rup  [wll@lx < [o Alpldlx
MP Fp& Fp—tv=Fy Ng Fo=FK.p

Sound and complete: by reduction to ELD.




Public Announcement Logic with Common Public Announcement Logic with Common and 2
Knowledge g Distributed Knowledge 2
] =
PAC: ¢ u=p| K¢ | Cao | [8lo| =g | b1 A @2 2 PACD: ¢ :=p| Kip | Cad | Dod | (90 | ~d | 1A b2 |
e &
) . . é PC All instances of tautologies Tk Kop—¢ 5
?C ?{H instances of tautologies EE; 24( — E/e;‘) g = Cap S Kx Ka%p — 1/)% — Koo — Kp Tp Dap — ¢ =
K ap 7P AYHY‘ Abap ‘ Ke Calp =) = Cap —Catp  bg —Kop = Ko Ko =
Kk Ka(w 2Y) = Kap 2 Ko Koo Calp 2 ) = Cap = Catd Kp  Da(p =) — Dap — Datp 5p ~Dup — Da—D 4
‘;’{K ap = KomKap gC }E ﬁkc‘f . P CKl Calp— Eap) 9 —Cap CK2 Cap— oAEsCap
R % % g (_f(—’_f’}) ) e Fx e ]E XA @ = Bax DKl Kop < Dap,ifac N DK2 Dagp — Dy, if AC
Rg; [el(¥ Ax) ¢ ([w]::A [e]x) Fx = [¢]Cav Ry [elp < (0= p) Rim el & (0= -[el0)d
Ryn  [lnax) < (el Alelx)  Ryx  [lEay <> (0 = Kalp
Rig  [plKat < (¢ = Kal@lt) ) ‘
R[][] [el[w]x < [ A []]x R[]D [W]DA"E‘«’ A4 (99 - DA[*P]/LJ") R[][] [‘:D]["/}]X A [90 A [¢]¢]X
MP Fo& bFp—oih=Fi MP Fo& tFp—oyv=>Fy Nk Foe=FKp
Ng Fo=FK.u Ne Fe=FCap Ny Fo=F[Yle
Ny Fe= b [le Ric Fx—=lelv & Exne— Eax=Fx = [plCa¥h
Sound and complete. Sound and complete.

. . . = \ , , =
Public Announcement Logic with Common and 3 Public Announcement Logic with Common and E)
Distributed Knowledge 2 Distributed Knowledae — 3

& Finite canonical pseudo-model |~ g

PACD: ¢ :=p | Ki¢ | Co¢ | Dao | [¢lo | ~¢ |1 nox B . \Iemma’ =
PC  Allinctan £ tantalan ™ I = Pq ‘ truth -
Kx  1Complications for completeness proof: 9 KA ‘ preser\/mg 2
K¢ = K( =
K, |® Distributed knowledge is not modally definable}, K
CKL € Model updat r B ch g
EKI f. odel updates ]1% ) EP Tree-like pre-model p)

lIp : a i a
Ry i Common knowledge is not compact % (? Ry Ctuth o %»
Rop | IX Ry reservin X
we {90 EE—— E ‘p g 5
Ne Fo=FCap N[] |—<,0:>}—[’lﬁ]<p “§ Nc 5_
Rie Fx—= [l & FxAp—= Eax =t x— [p]Catp 3 Ru Model 2

@ (o]
Sound and complete. g Sound and complete. g

Public Announcement Logic with Common and

Distributed Knowledae ‘ ‘
Zu o 0 op | truth |

A note on completeness proofs for epistemic

pd/logic with distributed knowledge

K

KdSeveral claims about completeness for ELD can be

Kilfound in the literature (Fagin et al. 1992, van der

chi Hoek and Meyer 1992, Halpern and Moses 1992,

R Fagin et al. 1995, van der Hoek and Meyer 1997,

R“ Gerbrandy 1999). Most of them either

Ryl only allow distributed knowledge operators for the

Ml grand coalition; and/or

Nd- do not provide detailed proofs.
Rnc\ Model

Sound and complete.

Public Announcement Logic with Common and
Distributed Knowledge: expressivity
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Public Announcement Logic with Common and
Distributed Knowledge: expressivity

Some complexity results
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Open problem: relax S5 assumptions

Logic Result Reference
EL PSPACE-complete  Halpern and Moses 1992
ELC EXPTIME-complete  Fisher and Ladner 1977

ELD (D only for grand coal.)
ELCD (C, D only for grand coal.)
ELCD (no restrictions)

PSPACE-complete
EXPTIME-complete
EXPTIME-complete

Halpern and Moses 1992
Halpern and Moses 1992
Wing and Agotnes 2013

PA PSPACE-complete (follows)

PAD PSPACE-complete (follows)

PAC EXPTIME-complete Lutz 2006
PACD EXPTIME-complete Wéng and Agotnes 2013

Ability

Coallitional Ability Logics

* Logics with coalition operators. Typical notation:
(Ch¢ ((Che [Clo
« where C is a coalition (= set of agents, possibly empty)

+ intuitive meaning: C has the ability to make phi true

Coalitional Ability Logics

+ Pauly’s Coalition Logic (CL): ¢ L=p | ﬁ(ﬁ ‘ (151 A ¢2 | <[C]>¢

« extends propositional logic with coalition operators

- interpreted in game structures: ability = the coalition can choose a joint
action such that phi becomes true no matter what the other agents do

+ Alur et al.’s Alternating-time Temporal Logic (ATL):
pu=pl-elene [ (A)O¢ | (ADOe | (ADet
+ can be seen as a combination of CL and CTL

« ability = the coalition can choose a joint strategy such that phi becomes
true no matter what the other agents do

+ Seeing-to-it-that (STIT) logics

+ van Benthem on forcing
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Coallitional ability: examples

({Thomas, Meiyun)) O students_happy

(alibaba, tencent) —applepay _successful




Coalition Logic
pu=pl-d|d1 N2 (Ch¢ ccn

Coallition Logic
pu=pl-¢|d1 A2 | (Chd ccn

o5

c,.c D,D M, s = (Ann)jailp
¢.D D,C
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Coalition Logic
pu=plag| s Nd2 | ([Chd  ccn

Coallition Logic
pu=pl-g|d1 N2 | ([Ch¢ ccn

.S .S
c.c D,D M, s = (Ann))jailp c.c D.D M, s = (Ann)jailp
¢,D D.C c,D D,C
o313 o05 05:0 olil 033 o0:5 o5:0 olil
Alternative: neighbourhood semantics. Alternative: neighbourhood semantics.

Playable effectivity function in each state: B, : p(N) = p(p(S))

.VYC CN: 0 ¢ E(C) ]\/[’ s ‘: <[C]> = C)M c ES(C)

YO C N: S € E,(C)

—

M,s = (O) & ¢M € E,(C)

L VX CS: S\ X & E,(0) = X € Ey(N)

oo

. VC: VX C X' CS: X € E{(C) = X' € E,(C) (outcome-monotonicity)

@

YC) € N: YCy C N: WX, C 852 ¥X, € 82 (C1NCy = 0 and X, € Ey(Cy)
and X € Ey(Cy)) = X1 N X, € E(Cy UCy) (superadditivity)

Coalition Logic Epistemic Coalition Logic

n=p| - A C G €GR
¢ .pl ¢l ng2 | {Ch¢  ccw pu=p|-¢|dAe|(G)¢|Ki¢|Cerd| D GEN
c,.c D,D M, s |= (Ann)jailp
c,D DC
o33 o035 03:0 olil

Alternative: neighbourhood semantics.

Playable effectivity function in each state: Eq : p(N) = p(p(S5))

1. VC C N: 0 € E,(C) ]w, s ': QCD o= OM c Es (C)
YC C N: S € Ey(C) Representation theorem:
VX CS: S\ X ¢ E.(0)= X € EJ(N) equivalent semantics.
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3.
4. VC: ¥X C X' CS: X € E((C) = X' € Ey(C) (outcome-monotonicity)
5.

YOy C N: VO C© N: VX, € S: VX5 CS: (C1NCy =0 and X, € E(Ch)
and X, € E,(Cy)) = X1 N X, € E(Cy U Csy) (superadditivity) 037




Epistemic Coalition Logic

G' € GR

Epistemic Coalition Logic

G' € GR
pu=p|l-d|oNg|(G)o| Kip|Cqi¢p| Derp GEN pu=p|-d|dNo|(G)o | Kip| Co¢p| Do GEN
bad-market
wait
success
oligopoly
Epistemic Coalition Logic Epistemic Coalition Logic
G' € GR G' € GR)
b:=p|-0|6A 6| (G| Kid| Cardr| Dardy GEN G:=p| 6| 6N | (G)é| K| Card | Dorp CEN

K;¢ — ({i})K;¢: i can communicate her knowledge of ¢ to j

K;¢ — ({i}) K;¢: i can communicate her knowledge of ¢ to j

Ce¢ — (G common knowledge in G of ¢ is sufficient
for G to ensure that

Epistemic Coalition Logic

G €GR

¢u=p|-¢|oNg[ (G| Ki¢|Ca¢|Darp GEN

K;¢ — ({i})K;¢: i can communicate her knowledge of ¢ to j

Cao — (G)1): common knowledge in G of ¢ is sufficient
for G to ensure that v

(G — D¢ ¢: distributed knowledge in G of ¢ is necessary
for G to ensure that
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Epistemic Coalition Logic
G €GR

pu=pl-¢|pANd|(G)o| Ki¢|Cad|Dargp GEN

K;¢ — ({i}) K;¢: i can communicate her knowledge of ¢ to j

Cad — (G)1: common knowledge in G of ¢ is sufficient
for G to ensure that

(G) — D¢ ¢: distributed knowledge in G of ¢ is necessary
for G to ensure that ¢

Dgop — (G)Eg¢: G can cooperate to make distributed
knowledge explicit




Epistemic Coalition Logic
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Epistemic Coalition Logic

¢pu=p|=d oA | (Gho | Ki¢|Co¢ | Dardp

K Ki(¢ =) = (Kip — Kiv)

T Ki¢ — ¢

4 K¢ — K;K;¢

5 K¢ — K;—~K;¢

C Cg¢p = Eg(¢ A Cgo)
RN Fore ¢ =kcre Kig

DK Dg(¢ — ) = (Dgd — D)
DT Dg¢ — ¢

D4 Dgé — DgDgéd

D5 -Dgé — Dg-Dad

D1 K¢ ¢ Dio

D2 Dgé — Dyo, it GC H

RC Fere ¢ = Eq(o AY) =Fcre ¢ — Cotp

Sound and complete

To
Q
o)
[}
pu}
o]
(2}
o
o}
a
>
@
o)
=
5
®
[
=
(@)
N
2
o)

(all combinations of operators: CLK,CLD,CLC,CLCD)

Epistemic Coalition Logic: adding interaction
axioms

Some complexity results

Property Axiom Completeness?
smit= B0 =BG (e — Kilide Yes
s~Ct= B(5)(G) = B(G) (Ghy — CalGly Yes
s ~g t= E(s)(G) = E(t)(G) (G)y = Da(Ghy ?

910z 07 ‘euyosly pue seujoby

Open problem: completeness of ECL with the distributed
knowledge axiom

Logic Result Reference
EL PSPACE-complete Halpern and Moses 1992
ELC EXPTIME-complete Fisher and Ladner 1977

ELD (D only for grand coal.)
ELCD (C, D only for grand coal.)

ELCD (no restrictions)

PSPACE-complete
EXPTIME-complete
EXPTIME-complete

Halpern and Moses 1992
Halpern and Moses 1992
Wiéng and Agotnes 2013

PA PSPACE-complete (follows)
PAD PSPACE-complete (follows)
PAC EXPTIME-complete Lutz 2006
PACD EXPTIME-complete ~ Wang and Agotnes 2013
cL PSPACE-complete Pauly 2002
cLe EXPTIME-complete ~ Agotnes and Alechina 2016
CLCD EXPTIME-complete  Agotnes and Alechina 2016
CLD PSPACE-complete  Agotnes and Alechina 2016
CLD+ PSPACE-complete  Agotnes and Alechina 2016
CLCH unknown

ATL with group knowledge

pu=plop|eAe | (A)O¢ | (A)Op | (ADplU ¢ |
Cap | Eap | Dagp

Plain ATL completely axiomatised
Goranko and van Drimmelen, Th. Comp. Sci. 2007

- Alot of work on epistemic extensions, but no
completeness proof yet [ gt e T ey res

Completeness claim with common knowledge only

Goranko et al., LOFT 2014

Open problem: complete axiomatisation of ATL with group
knowledge
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Epistemic ATL: knowing that vs. knowing how
(knowledge of ability de dicto vs. de re)

C(G)~: in every G-reachable state G has a strategy

that will ensure ~

??7: G has a strategy that in every G-reachable state

will ensure
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Epistemic ATL: knowing that vs. knowing how
(knowledge of ability de dicto vs. de re)

C¢({G)~: in every G-reachable state G has a strategy
that will ensure ~

10z ‘01607 owalsids Jo
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77 G has a strategy that in every G-reachable state

will ensure

not expressible in Epistemic ATL
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Group knowing how: who knows that the group
strategy is winning?

+ Common knowledge in the group: requires the least amount of
coordination

+ General knowledge in the group

- Distributed knowledge in the group: if they communicate they can
identify a winning strategy

+ A single agent (e.g., the leader)
A subgroup (e.g., the executive committee)

- A disjoint group (e.g., a consulting company)

Group knowing how: who knows that the group
strategy is winning?

« Common knowledgesifsthessi@emieguires the least amount of
coordination Constructive Ce(G)y

knowledge

+ General knowledge!

- Distributed knowledge in the group: if they communicate they can
identify a winning strategy

+ Asingle agent (e.g., the leader)
- A subgroup (e.g., the executive committee)

- Adisjoint group (e.g., a consulting company)

[
o
3
I}
Q
o
®
>
a
T>o
Q@
[s]
=
5
@
2
N
Q
=}
<

Group knowing how: who knows that the group
strategy is winning?

- Common knowledgesiasthesgiespmieguires the least amount of
coordination Constructive Ce (G

knowledge Ec(G)y

- Distributed knowledge in the group: if they communicate they can
identify a winning strategy

+ General knowledge

+ Asingle agent (e.g., the leader)
- A subgroup (e.g., the executive committee)

- Adisjoint group (e.g., a consulting company)
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Group knowing how: who knows that the group
strategy is winning?

- Common knowledgesiasthesgiraspitreguires the least amount of
coordination Constructive Ce(G)y

knowledge Ec(G)y

- General knowledge

- Distributed knowledge in the group: if they communicate they can
identify a winning strategy Da(G)y

+ Asingle agent (e.g., the leader)
+ A subgroup (e.g., the executive committee)

- Adisjoint group (e.g., a consulting company)
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Group knowing how: who knows that the group
strategy is winning?

- Common knowledgesiasthesgraspiaraguires the least amount of
coordination Constructive Ca(G)y

knowledge Ec(G)y

- General knowledge

- Distributed knowledge in the group: if they communicate they can
identify a winning strategy D (G)y
- Asingle agent (e.g., the leader) K;(G)y ieq

- A subgroup (e.g., the executive committee)

+ A disjoint group (e.g., @ consulting company)
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Group knowing how: who knows that the group
strategy is winning?

+ Common knowled
coordination

Constructive

knowledge
+ General knowledge

- Distributed knowledge in the group: if they communicate they can
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identify a winning strategy Da(G)y
- Asingle agent (e.g., the leader) K, (G)y ieq
- A subgroup (e.g., the executive committee) Cu(G)y HcCG

- Adisjoint group (e.g., a consulting company)

Group knowing how: who knows that the group
strategy is winning?

+ Common knowledges :
coordination Constructive

knowledge

+ General knowledge

- Distributed knowledge in the group: if they communicate they can
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identify a winning strategy D (G)y
- Asingle agent (e.g., the leaden) K;(G)y ieq
+ A subgroup (e.g., the executive committee) Cu(G)y Hca

- Adisjoint group (e.g., a consulting company)  Cr{(G)y HnG=0

Constructive Knowledge

pu=ploplene | (ADO¢ | (A)Oe | (AlpU ¢ |
Cap | Eap | Dap | Cap | Eap | Dacp.
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Open problems: complete axiomatisation of (even fragments of)

Constructive Knowledge

pu=plopleAp| (A)Op | (A} | (AhplU ¢ |
Cap | Eap | Dap | Cap | Eap [ Dap.

/00g ‘seujoby pue eboiwer

M,q = Cop e Mg e

Open problems: complete axiomatisation of (even fragments of)

ATL with constructive knowledge operators

ATL with constructive knowledge operators

Constructive Knowledge

pu=plop|lone | (A)O¢ | (A)Op | (A)plU ¢ |
Cap | Eap | Dap | Cap | Eap | Dacp.

M,Q E (G)y & G has
a joint strategy that will
ensure that ~ is true in all
states in @

/00z ‘seujoby pue efoiwer
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Open problems: complete axiomatisation of (even fragments of)

ATL with constructive knowledge operators
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Constructive Knowledge

pu=pl-plene| (A)O¢ | (A)Op | (AU ¢ |
Cap | Eap | Dap | Cap | Eap | Dacp.

M,Q E (G)y & G has
a joint strategy that will
ensure that v is true in all
states in @

/00g ‘seujoby pue eboiwer

M,qCgp < Mg o

M,q E Cy(G)¢ < G has a strategy that will ensure
that v is true, starting in any state H-reachable from ¢

Open problems: complete axiomatisation of (even fragments of)

ATL with constructive knowledge operators




Constructive Knowledge

pu=plop|lone | (A)DO¢ | (A)Op | (ADplU ¢ |
Cap | Eap | Dap | Cap | Eap | Dap.

M,Q E (G)y & G has
a joint strategy that will
ensure that « is true in all
states in @

M,qECep e Mdg E¢

M,q = Cy(G)¢ < G has a strategy that will ensure
that v is true, starting in any state H-reachable from ¢

Le., H knows how G can achieve vy

Open problems: complete axiomatisation of (even fragments of)

ATL with constructive knowledge operators

/00g ‘saujoby pue efoiwer

Ability
through publicly observed informational actions

What if we interpret group ability modalities directly on
epistemic models, in terms of possible public announcements?

What if we interpret group ability modalities directly on
epistemic models, in terms of possible public announcements?

?Group G can make a
joint announcement such

(G)¢: that, no matter what the
other agents announce, ¢
will be true”

What if we interpret group ability modalities directly on
epistemic models, in terms of possible public announcements?

?Group G can make a
”Group G can make an joint announcement such
(G)¢: announcement after which (G)¢: that, no matter what the
¢ is true” other agents announce, ¢

will be true”
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What if we interpret group ability modalities directly on
epistemic models, in terms of possible public announcements?

?Group G can make a
joint announcement such

(G)¢: that, no matter what the
other agents announce, ¢
will be true”

?Group G can make an
(G)¢: announcement after which
¢ is true”

Coalition Announcement Logic (GAL

wu=p| Kip | ~¢ o1 Apa | (p1)p2 | (G)d)

Agotnes and van Ditmarsch, AAMAS 2008




What if we interpret group ability modalities directly on
epistemic models, in terms of possible public announcements?

?Group G can make a
joint announcement such
that, no matter what the
other agents announce, ¢
will be true”

?Group G can make an
(G)¢: announcement after which
¢ is true”

(G)o:

Group Announcement Logic (GAL)  Coalition Announcement Logic (GAL

pu=p|Kip| o o1t Aga | (p1)e2 | (G

Agotnes and van Ditmarsch, AAMAS 2008

pu=p|Kip| =g | o1 Apa | {p1)e2 | (G

Agotnes et al., JAL 2010

What if we interpret group ability modalities directly on
epistemic models, in terms of possible public announcements?

?Group G can make a
joint announcement such
that, no matter what the
other agents announce, ¢
will be true”

"Group G can make an
(G)¢: announcement after which
¢ is true”

(G)o:

Group Announcement Logic (GAL)  Coalition Announcement Logic (GAL

wu=p| Kip |~ o1 Aga | (p1)e2 | (G)d)

Agotnes and van Ditmarsch, AAMAS 2008

pu=p| Kip| =@ | o1 Apa | {p1)e2 | (G)o

Agotnes et al., JAL 2010

Related: Abritrary Public Announcement Logic

Balbiani et al., TARK 2007

pu=p | Kip | 2@ o1 A2 | (p1)p2 | 00

GAL: example (Russian Cards)

(Ann)(Bill)(one A two A three)

({Ann, Bill})(one A two A three)

GAL: expressing knowing-how

Knowledge of
ability, de dicto

Vs ~ag t Eh:l) t ': <Ka'¢)>¢

Knowledge of
ability, de re

W Vs ~o bt = (Koh)

77

sk Kq.(a)g

GAL: expressing knowing-how

Knowledge of
ability, de dicto

Vs ~a t It = (Koo

Knowledge of
ability, de re

3111 Vs ~gtt ': <Ka1/}>¢

sE Ky {a)g

=

W s b= (Katp) Kadh
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GAL: expressing knowing-how

Knowledge of
ability, de dicto

Vs g t It = (K)o

Knowledge of
ability, de re

371) Vs ~ott ): <Ka1/)>¢

sk Kqla)g

s (a)Kq¢

W s = (Kat)) Kadp




GAL: expressing knowing-how

Knowledge of
ability, de dicto

Vs ~at 3t (Kat))d

@

skE Kq.(a)¢

Knowledge of
ability, de re

) Vs ~gtt ': <K0¢>¢

Depends on sk (a)K.¢
(1) the fact that
actions are @
announcements
(2) the S5 properties I s = (Kath) Kad

GAL: expressing knowing-how

Tp Vs rog t t = (Kath) <t >s = (a)Ka9

GAL: expressing knowing-how

Tp Vs~ tt ): <Ka¢>¢< > 5 ’: <a’>Ka<D

GAL: expressing knowing-how

T Vs ~g t t = (Kah) o< >3 = (a) K,

Hepi 1i € G} V(s,t) € (Miee ~i)s tFE (Niea Kihi)d s = (G)Da Hepi ri € GYV(s,t) € (Nieg ~i): t = (Nieg Kiti)¢ <>s = (G) Dad
GAL: expressing knowing-how GAL: expressing knowing-how
Fp Vs ~vg bt = (Kah) o< >s = (a) K.¢ T Vs ~vg tt = (Kah) o< >s = (a)K,¢

Hepi 1i € G} V(s,t) € (Nieg ~i)s L FE (Nieq Kithi)o <&>s = (G) Do

3{¢1 S G} V(S:t) € (UigG Ni)v t ': </\igG Kﬂ%)(ﬁ s ': <G>EG(D

044

Hepi i € G} V(s,t) € (Nieg ~i)s tE (Nieg Kithi)o <&>s E (G) Do

3t 11 € G} V(s,) € Uieq ~)r 1= (Aiea Kti)d s 1= (G Eco




GAL: expressing knowing-how

Fp Vs ~gtt ': <Kaw>¢<: >S5 ’: <a>Ka¢

Hehi 11 € GYV(s,1) € (Mieg ~i) T (Nieg Kitbi)o <>s b= (G)Dad

i 1i € G} V(s,t) € (Ujeq ~i)s t B (Nica Kiti)¢ ?és = (G)Eqo

GAL: expressing knowing-how

Tp Vs~ tt ': <Ka'¢7>¢<: >S5 ': <a>Ka¢

Hpivi € G} V(s,1) € (Nieg ~i) tE (Nieg Kiti)¢ <&>s = (G)Dad

i 1i € Gy V(s.1) € (Ui ~i)s tE (Aiee Kitbi)o s = (G)Eo

Hepi1i € G} V(s,t) € (Uieq ~)" tE (Nieg Kitvi)o s = (G)Cqo Hi 11 € G} V(s,t) € (Ujeg ~)"s tFE (Nica Kﬂl’i)‘?ﬁ&é‘ E(G)Cqd
GAL: expressing knowing-how GAL: infinitary axiomatisation
Propositional tautologies [¢]lp < (0 — p)
Vs et it (K)o B> = (0K Kulp = 0) = Kap = Ko [0 ¢ (0 = [i])
Kup— ¢ [el(¥ A x) < ([l Alplx)
Hepi 1i € G} V(s,t) € (Mieq ~i)s t 1 (Nieq Kithi)p <&>s | (G)Dad Koo — K, K.0 [Pl Kath < (¢ = Ka[o]h)
“Kaop = K, Kqp [Pl[Y]x < [p A [pld]x
Fo =t Kap [Gle — [Wele

11 € GEY(s0) € Useg ~)s t = (e Kiti)d s = (G) B

i i € GYV(s.1) € (Uneg ~i)" £ (Aiea K)ot = (G)Cao

Open problem: express common knowledge de re

Fo—=o,Fo=k9 Fo=FI[Gly

Vi = n([Yale) =+ n((Gle)
n(t) =1 —=n) | Kan(®) | [eIn()

Sound and complete.

GAL: infinitary axiomatisation

Propositional tautologies [elp < (¢ = p)

Kol =) = Kap > Ka¥b [0 ¢ (¢ = =[0]Y)

Kop = ¢ {s@](wa) < (lelv A lelx)
[

Kop = K K PIE W < (0 — Ka[p]t)
Ko = Ko~ Kap el[vlx < [ A lplv]x
Fo=t K [Gle — [Yele

Fo— b=k F o =+ [Gl

Ve = n([vele) = n([Gle)
n() == 11— nt) [ Kan(®) | leln(d)

Sound and complete.

Open problem: finitary axiomatisation (same for APAL) 045

GAL-D: ability and distributed knowledge

pu=p| Kip| o o1 Apa | (pr)p2 | (G) | Dad




Detour: Distributed Knowledge and the Principle of

Full Communication

Full communication: M,s = Dg¢ = KSq(M,s) F ¢

KSa(M,s)={ € Leg: M,s = Veq Kat0}

6661 “[E 10 %e0H Jop ueA

Detour: Distributed Knowledge and the Principle of

Full Communication

Full communication: M, s = Dg¢ = KSg(M,s)+ ¢
KSG(JW,S) = {’l[) € Ler: M,s '2 \/ieGKaw}

Does not always hold.

6661 “[e 10 ¥o0H Jep ueA

Detour: Distributed Knowledge and the Principle of

Full Communication

Full communication: M,s = Dg¢ = KSq(M,s) - ¢
KSa(M,s)={y € Leg: M,s |= \/iec K.}
Does not always hold.

Roelofsen gives a complete characterisation of the
models in which it does.
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Detour: Distributed Knowledge and the Principle of

Full Communication

Full communication: M, s = Dg¢p = KSq(M,s) F ¢
KSg(M,s)={¢ € Leg: M,s = vieG K.}
Does not always hold.

Roelofsen gives a complete characterisation of the
models in which it does.

van Benthem: what about public communication?
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GAL-D: ability and distributed knowledge

pu=plKip| | o1 Ao | {p1)e2 | (G)¢ | Dad

046

GAL-D: ability and distributed knowledge

pu=p| Kip| 9| w1 Apa| (p1)p2 | (G)o | Do

DG¢ — <G>Eg¢




GAL-D: ability and distributed knowledge

pu=p| Kip| ¢ |oi Apa| (p1)p2 | (G)o | Dao

Dg¢ — (G)Egé

GAL-D:

pu=p| Kip| 0| o1 Apa| (p1)p2 | (G)¢ | Dad

ability and distributed knowledge

Dg¢ — (G)Eg¢

M,t = D oy(p A —Kip)

GAL-D: ability and distributed knowledge

pu=plKip| @l o1 Ao | {p1)e2 | (G)o | Dad

Dgo — (G)Egé

M,t = Dy 9y(p A~ Kip)

E{1,21(p A =K1p) not S5-consistent

GAL-D: ability and distributed knowledge

=p| Kip| 0| o1 A2 | (p1)e2 | (G)¢ | Dad

% Dao — (G)Ea¢

M,t = Dy 0y(p A —Kip)

E{1,9y(p A ~Kip) not S5-consistent

Group announcement logic with distributed
knowledge

pu=p| Kip| ¢ |pi Apa| (p1)p2 | (G)o | Dao

Propositional tautologies Al11)  [elp < ( <p —p)

Ka(p = ¥) = Kap = Kb (A12) [¢]=0 & (9 = —[0]Y)

Kap— ¢ A1) [el(¥ Ax) < ([eld Alplx)

Kop = Ko Kap [Y]Kat < (¢ — Kalgl¥)

Koo = Ko Kqp A15)  [¢]Dgp < (¢ — Daleld)
[e]Wx > [ A leldlx

Dayp — ¢ A7) [Gle = [Yele

Day = DgDgy 0) Fo—oFo=ty

-Dgy — Dg—Dgy 1) Fo=FKp
2) Fo=k[Gle
3)

Ve = n([Yele) = n([Gle)

Dagp © Ko
) Dgy — Dy, it GC H

o~
o e e e e e e S S S N N
= O 00~ U ks W = O
SRR R RO NN AN

(
(
(
E
Dg(p — ) = Dge — Dgyp - (A16
(
(
(
(
(

Sound and complete.
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Group announcement logic with distributed

()

knowledge :
pu=p|Kip| ol o1 Ao | (p1)p2 [ (G)d | Dao B

2

(A0)  Propositional tautologies (A11) [plp < (¢ — ) §
(A1) Ku(p = v) = Kap = Kotp - (A12)  [p] ) < (¢ = ~[e]¥) 3
(A2)  Kap— ¢ (A13) el Ax) < ([Ple Alelx) B3
(43)  Kup — KK (A14)  [plKot < (¢ — Ka[ple) 8
(A4) Ko = Ko~ Kap (A15) [p]Daep < (¢ = Dealpl) ;3)_
(45)  Da(p =) = Doy — Davr (A16)  [|[w]x ¢ [p A [p]d]x -
(46) Dy — ¢ (AL7)  [Gle — [vele 9
(A7) D¢y — DaDgy (RO) Fo—=YFp=F9 =
(48)  ~Dgy — Da~Day (R1)  Fo=F K =
(A9) Dy <> Ko (R2) Fo=+[Glp =

(A10) Dy — Duy, it GC H (R3)  Vya = n([vele) =+ n([Gle)

Open problem: add common knowledge

Sound and complete.




Group announcement logic with distributed

knowledge g
pu=p|Kip| 2@l o1 Aoz | (p1)p2 [ (G)¢ | Dap B
(A0)  Propositional tautologies (A11) [¢lp <> (¢ — p) é
(A1) Kol = ¥) = Kap = Koo (A12)  [p] = > (¢ = [g]®) ]
(A2)  Kop— ¢ (A13)  [pl(b Ax) < ([Pl Alelx) S
(43)  Kap = KoKap (A14)  [p]Kat & (0 = Kalpld) |3
(A4)  —Kaop = Ko~Kap (A15) [¢]Dey > (¢ — Dalely) B
(45)  Da(p =) = Dayp — Dab (A16)  [][W]x < [ A lel]x =
(A6)  Dcy — ¢ (A17)  [Gle = [ele Q
(A7)  Dgyp — DaDeo (RO) Fo—1Fo=F4¢ -
(A8) —Dgyp — Dg—Dgyp (R1) Fo=FKqp =
(49) Dup & Ko (R2) Fo=+(Clp -
(410) Dgp — Dy, it GC H (BR3) Ve = n([wele) =+ n([Gle)

R R S Open problem: add common knowledge

Open problem: axiomatisation for CAL

Relative expressivity of logics of quantified
announcement

CAL

?
EL=PAL
GAL

—

APAL
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Relative expressivity of logics of quantified
announcement

CAL

?
EL=PAL
GAL

APAL

6102 Siseu} gud uinwies W 0L0Z VI e 10 seujoby

6102 SYWVY “Bulyos)y PUe Ujinwies)

Open problem: can GAL express everything CAL can express?

Relative expressivity of logics of quantified
announcement

CAL

?
EL=PAL
GAL

Open problem: can GAL express everything CAL can express?

APAL

6+0¢ siseur Qud ulinuwies 010z vr “ e 1o seujoby

6102 SYINVY "Bulyos|y pue uljnuwien

Open problem: can APAL express everything CAL can express?|

Complexity
Logic Result Reference
EL PSPACE-complete Halpern and Moses 1992
ELce EXPTIME-complete Fisher and Ladner 1977

ELD (D only for grand coal.)
ELCD (C, D only for grand coal.)
ELCD (no restrictions)

PSPACE-complete
EXPTIME-complete
EXPTIME-complete

Halpern and Moses 1992
Halpern and Moses 1992
Wing and Agotnes 2013

PA PSPACE-complete (follows)

PAD PSPACE-complete (follows)

PAC EXPTIME-complete Lutz 2006
PACD EXPTIME-complete Wang and Agotnes 2013

cL PSPACE-complete Pauly 2002

cLe EXPTIME-complete Agotnes and Alechina 2016
CLCD EXPTIME-complete Agotnes and Alechina 2016

CLD PSPACE-complete Agotnes and Alechina 2016
CLD+ PSPACE-complete Agotnes and Alechina 2016

CLCH unknown

ATL EXPTIME-complete Walther et al. 2005
ATEL EXPTIME-complete Walther 2005
APAL undecidable van Ditmarsch and French, 2008
GAL undecidable Agotnes, van Ditmarsch and French, 2016
CAL undecidable Agotnes,van Ditmarsch and French, 2016
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Resolving Distributed Knowledge




Resolving distributed knowledge

+ Logics with distributed knowledge do not reason about what happens when
the group actually share their information

« In this work we introduce a new modality, saying that a formula is true after
the group have shared their information - after their distributed knowledge
has been resolved
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+ Logics with distributed knowledge do not reason about what happens when
the group actually share their information

« In this work we introduce a new modality, saying that a formula is true after
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+ Logics with distributed knowledge do not reason about what happens when
the group actually share their information

* In this work we introduce a new modality, saying that a formula is true after
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* Logics with distributed knowledge do not reason about what happens when
the group actually share their information

« In this work we introduce a new modality, saying that a formula is true after
the group have shared their information - after their distributed knowledge
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Resolving distributed knowledge

« Logics with distributed knowledge do not reason about what happens when
the group actually share their information

« In this work we introduce a new modality, saying that a formula is true after
the group have shared their information - after their distributed knowledge
has been resolved
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! “Communication core” (van Similar to “tell all you know” “Communication core” (van
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What do other agents know about the fact that a
group G resolve their knowledge?

» We assume that it is common knowledge that G resolve their knowledge

What do other agents know about the fact that a
group G resolve their knowledge?

« We assume that it is common knowledge that G resolve their knowledge

M = (S,~1,...,~n, V) (S5 model)

For a group of agents G, the (global) G-resolved update of
M is the model M|g where M|g = (S',~4,...,~,, V') and

e §'=5
o i Miea~i 1€G

g ~; otherwise
o V' =V

Resolving Distributed Knowledge: Logic

RD:¢u=p|-d|dAN¢| K¢ |Dcd| Rad
RCD:¢u=p|-¢|oA¢|Kid|Dco|Cco| Rao

Resolving Distributed Knowledge: Logic

RD:6:=p|-¢|éAo|Kid| Daé | Rad
RCD: ¢:=p|-0|¢Ad|Kip| Dsd | Cad | Rao

M,skERgd < Mg sk

Resolution: from distributed to common knowledge

¢u=p|-¢|dNd|Kipp| Dao| Cao| Rad

Dg¢ — RaCa¢
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Resolution: from distributed to common knowledge

¢u=pl|l-p|oNd|Ki¢| Dao|Cad| Rad

# Da¢ = RaCa¢




Resolution: from distributed to common knowledge

¢u=p|-d|oN¢|Ki¢|Dgo|Cad| Rap
¥~ Da¢ — RaCa¢

= DgRg¢ <+ RaCad

By

Resolving distributed knowledge: expressivity

ELD = ELCD =RD =RCD =PAD = PACD
(a) [ac] =1
PACD RCD

PACD RCD

ELD =RD =PAD — ELCD
(b) Jac| =2

ELD =RD =PAD — ELCD

(c) [ac] = 3

RD:¢:=p|-¢| 60| Ki¢| Dad | Roo

RCD:¢pu=p|=¢|dA¢|Kidp|Dcd|Ccd| Raod

Resolution reduction axioms

The following are valid:
Rep < p
Rg(¢ A1p) < Rap A Rgp
Rg=¢ <> ~Raé
ReK;¢ < K;Rg¢, when i ¢ G
RgKi(lﬁ <~ DGRG¢, when i € G
RgDy¢ <+ DyRge, when GNH = ()
ReDp¢ < DaugRao, when GN H # 0

RD:¢u=p|=¢|dN¢|Ki¢| Do | Raod

Axiomatisation: RD

(S5) classical proof system for multi-agent epistemic logic
(DK) characterization axioms for distributed knowledge
(RR) reduction axioms for resolution
(Ng)  from ¢ infer Rg¢
DK:
(Kp) Da(¢ =) = (Dap — Dav)
(Tp) Dao— o
(5p)  —Dg¢ = Da=Dao
(D1)  Kip <> Diop
(D2)  Dgé — Do, if G C H.

Proposition: sound and complete.

RCD:¢p==p|-¢|¢N¢|Ki¢| Do |Ca¢ | Rao

Axiomatisation: RCD

classical proof system for multi-agent epistemic logic
axioms and rules for common knowledge
characterization axioms for distributed knowledge
from ¢ infer Rg¢

reduction axioms for resolution

from ¢ — (Egd A Rg, - -+ Rg, v) infer

¢ = Rg, -+ Rg, Cuyp

TR Z0q®
EDEYL

=
=5
o

CK:

Ca(p = ) = (Cap — Cavp)
Cop—¢

Ca¢p — EgCg¢

Ca(p — Ego) — (¢ — Cgo)
from ¢ infer Cg .

233387
BESE

o

Theorem: sound and complete.
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Resolution: some open issues

« Other assumptions about what other agents know about the resolution event
+ E.g., local updates

+ Syntax vs. semantics and full communication

* Belief

« Expressive power:
» compare to languages with relativised common knowledge

» Computational complexity




Discussion

What Distributed Knowledge Actually Is

+ Common interpretations of distributed knowledge:

e the group could obtain if they had unlimj
communicatl

+ “A group has distril ct phi if the knowledge of
phi is disteereted among its members, so that ing their
owledge together the members of the group can deduce pmr

A group has distributed knowledge of a fact phi
if after “pooling their knowledge together” the
members of the group know that phi was

true before they did that

Interesting (and pretty much unexplored!)
connection

Dg: after resolving G has common knowledge that ¢ was true before that

Interesting (and pretty much unexplored!)
connection

D¢ after resolving G has common knowledge that ¢ was true before that

C’gtp: after ¢ is announced G has common knowledge that ¢ was true before that

Interesting (and pretty much unexplored!)
connection

D¢ : after resolving G has common knowledge that ¢ was true before that

Cgtp: after 1 is announced G has common knowledge that ¢ was true before that

Relativised common knowledge

van Benthem et al., 2006
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Interesting (and pretty much unexplored!)
connection

Dg: after resolving G has common knowledge that ¢ was true before that

C’ggp: after ¢ is announced G has common knowledge that ¢ was true before that

Relativised common knowledge

van Benthem et al., 2006




Interesting (and pretty much unexplored!)
connection

D¢ : after resolving G has common knowledge that ¢ was true before that

nga: after 1) is announced G has common knowledge that ¢ was true before that

Relativised common knowledge

van Benthem et al., 2006

Relativised common knowledge for AML

Wang and Agotnes, JAL 2015

Interesting (and pretty much unexplored!)
connection

D¢ : after resolving G has common knowledge that ¢ was true before that

Cgapz after ¢ is announced G has common knowledge that ¢ was true before that

Relativised common knowledge

van Benthem et al., 2006

Relativised common knowledge for AML

Wang and Agotnes, JAL 2015

£LRC —PARC PARC— — — — — - - AMRC
ELRCD PARCD ?3 <1
\ ‘ PARCD - - - - - = AMRCD
ece 7'§“> PAC AMC v
<) )} g ELRC——— |~~~ - ELRC
ecep ‘ PACD - AMeD
T &L <—T‘> PAL <—T—> Ame ELRCD = = = — - = ELRC'D
= Ve
LD PAD AMD

Issues with distributed knowledge and the literature

What it is (“pooling”)

Distributed belief is not belief, under many common
assumptions about what belief is

Unsound axiomatisations
Allowing the empty coalition (universal modality)

“Not invariant under bisimulation”

Some related things | didn’t talk about

Deeper philosophical accounts of group belief - both
reductionist and non-reductionist

+ Formalisations: see Gaudou et al., 2015

Group knowledge in plausibility models (Baltag and
Smets)

- Belief merge (Baltag and Smets, MALLOW 2009)

+ Christoff et al., 2019 (under review) on priority merge
(with resolution!)

The road ahead: group knowledge in social
networks

- Parikh and Pacuit (2004): first steps towards analysing the information
that can be shared by a group of agents restricted to a communication
network

+ Seligman et al. (TARK 2013): epistemics of network events

+ On group formation in social networks

- Smets and Velazquez-Quesada, LORI 2017: social selection

-+ Xiong and Agotnes, JoLLI 2019: on the logic of balance in social
networks

+ Pedersen, Smets and /&gotnes, LORI 2019: on the formation of echo
chambers
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Summary

- Group belief is most often not actually belief

- There is a range of notions of group belief corresponding to different aggregation rules,
the extremes being general and distributed belief

* We developed techniques for dealing with distributed knowledge in completeness
proofs, used for PAL, CL, GAL, CAL, resolving, ..

- Epistemic coalition logic: general reasoning about group knowledge and group ability
+ Group ability and constructive knowledge: separating who knows how

+ Group and coalition announcement logics: ability through announcement

- Resolving distributed knowledge
+ Captures exactly the relationship between distributed and common knowledge

* Between group knowledge, dynamics and ability






