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#### Abstract

The spin relaxation in the D'yakonov-Perel' mechanism is theoretically studied in a symmetric double-quantum-well structure (DQWS) with an intersubband spin-orbit interaction (SOI) due to the local structural inversion asymmetry and the linear-in-wave-number Dresselhaus SOI. It is found that the spin relaxation rate induced by the intersubband SOI exhibits a suppression with $\omega \tau_{p}$ in the Lorentzian form of $\left(1+\omega^{2} \tau_{p}^{2}\right)^{-1}$, where $\hbar \omega$ is the intersubband energy separation and $\tau_{p}$ is the momentum relaxation time. The present Lorentzian suppression leads to a crossover with increasing $\omega \tau_{p}$ from the D'yakonov-Perel'-type relaxation (the spin relaxation time $\tau_{s} \propto \tau_{p}^{-1}$ ) to the Elliott-Yafet-type relaxation ( $\tau_{s} \propto \tau_{p}$ ). It is also shown that the spin relaxation rate in the presence of both the linear Dresselhaus SOI and the intersubband SOI is isotropic with respect to the in-plane spin direction in the present DQWS in contrast to a single quantum well exhibiting an in-plane anisotropy.
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## I. INTRODUCTION

Control of the spin relaxation [1-3] is a challenge in realizing the spintronic applications which range from the information storage to the processing [4-6]. The spin relaxation for electrons in the conduction band of nonmagnetic semiconductors has been extensively studied and is known to depend strongly on the spatial inversion symmetry of the system. In the presence of the inversion symmetry, the dominant mechanism of the spin relaxation is the Elliott-Yafet (EY) mechanism [7,8] in which the electron spin flips at a scattering from impurities and phonons through the spin-orbit interaction (SOI) induced by the scattering potential [7-10]. In the EY mechanism, the spin relaxation time $\tau_{s}$ is proportional to the momentum relaxation time $\tau_{p}\left(\tau_{s} \propto \tau_{p}\right)$. In the absence of the inversion symmetry, an additional spin relaxation is caused by the D'yakonov-Perel' (DP) mechanism [11-13] in which the effective magnetic field (EMF) created by the broken inversion symmetry induces the electron spin precession and the scattering changes the direction of the EMF. In the DP mechanism, which is stronger than the EY mechanism in most cases, the spin relaxation time is proportional to $\tau_{p}^{-1}\left(\tau_{s} \propto\right.$ $\left.\tau_{p}^{-1}\right)$. In this paper we focus on the spin relaxation caused by the locally broken inversion symmetry in a system with the global inversion symmetry and show that both the EY-type relaxation $\left(\tau_{s} \propto \tau_{p}\right)$ and the DP-type relaxation ( $\tau_{s} \propto \tau_{p}^{-1}$ ) appear depending on the magnitude of the effect of the locally broken inversion symmetry.

Locally broken inversion symmetry [14] is an emergent concept which has recently been addressed by many theoretical and experimental works [14-18]. A crystal with the global inversion symmetry has, at least, one inversion center. Even a crystal with the inversion center can have a pair of atomic sites, $A$ and $B$, with respect to each of which the inversion symmetry is broken so that the EMF at each site is nonzero: $\boldsymbol{B}_{\text {eff }}^{A} \neq 0$ and $\boldsymbol{B}_{\text {eff }}^{B} \neq 0$. Since $A$ and $B$ sites exchange their positions under the inversion operation with respect to one of the inversion centers, the EMFs at the two sites are
antiparallel: $\boldsymbol{B}_{\text {eff }}^{A}+\boldsymbol{B}_{\text {eff }}^{B}=0$. The absence of the inversion symmetry with respect to an atomic site in a crystal with the inversion center is called locally broken inversion symmetry. This local symmetry can be thought of as more fundamental than the global symmetry since the presence of the global inversion symmetry in some crystals is determined by whether $\boldsymbol{B}_{\text {eff }}^{A}+\boldsymbol{B}_{\text {eff }}^{B}=0$ or not. Locally broken inversion symmetry has been shown to exhibit properties which have been overlooked when only the global inversion symmetry is considered. A typical example is the local current-induced effective magnetic field which has already been applied to the switching of the sublattice magnetization of the antiferromagnet [17].

Among systems with locally broken inversion symmetry, we consider a symmetric double-quantum-well structure (DQWS) [16,19-28] (illustrated in Fig. 1) in which electronic states can be controlled by changing the composition and the width of the well and barrier layers and by varying the potential with use of the applied electric field and the doping. In a single quantum well (QW) with structural inversion asymmetry (SIA), the EMF is given by the Rashba SOI [29-32], which is induced by the asymmetric QW potential. In the symmetric DQWS with the local SIA, the EMF in both the ground subband (even parity, see Fig. 1) and the first excited subband (odd parity) vanishes because the local EMFs in two wells are opposite in direction. However, the matrix element of the DQWS-potential-induced SOI between the even-parity and the odd-parity subbands, which is called the intersubband SOI [21,23], is nonzero and gives rise to various phenomena such as the bilayer intrinsic spin Hall effect [21,22,26,28]. A theoretical study on the spin relaxation in such a symmetric DQWS is highly desirable in view of extensive theoretical studies performed for the spin relaxation in single quantum wells [13,33-51]. A theory of the spin relaxation in a simple DQWS can also provide a clue to understanding the observed crossover in the oxide bilayer [52] between the EY-type and the DP-type spin relaxations with changing the separation between layers.


FIG. 1. Potential $V_{\text {well }}(z)$ in a DQWS and wave functions of the lowest two subbands. $|e\rangle$ is the symmetric orbital of the lowest level $\varepsilon_{e}$ (the ground subband), while $|o\rangle$ is the antisymmetric orbital of the next lowest level $\varepsilon_{o}$. These two orbitals are assumed to be a linear combination of the lowest bound states in each of the $L$ and the $R$ QWs [Eq. (14)], $|L\rangle$ and $|R\rangle$.

In this paper we theoretically study the spin relaxation in the DP mechanism in a symmetric DQWS with the local SIA (locally broken structural inversion symmetry). We take into account the ground and first excited subbands, which are described by symmetric and antisymmetric linear combinations, respectively, of localized orbitals tightly bound to each of the left and right QWs. The antiparallel EMF in the two QWs, which is induced by the local SIA, gives rise to a nonzero intersubband SOI and the vanishing intrasubband SOI (Rashba SOI). We change the magnitude of the effect of the local SIA by varying the strength of the interlayer tunneling which is described by the energy separation between the ground subband (in the energy range $\varepsilon \geqslant \varepsilon_{e}$ ) and the first excited subband $\left(\varepsilon \geqslant \varepsilon_{o}\right)$. Then we find a suppression of the spin relaxation rate with increasing the intersubband energy separation $\hbar \omega \equiv \varepsilon_{o}-\varepsilon_{e}$ in the form of the Lorentzian function $1 / \tau_{s}=\Omega_{R}^{2} \tau_{p} /\left(1+\omega^{2} \tau_{p}^{2}\right)$, with $\Omega_{R}$ being the magnitude of the Rashba EMF in each QW (in units of angular frequency) ( $\Omega_{R}^{2} \tau_{p}$ is the spin relaxation rate in a single QW with the Rashba EMF, $\Omega_{R}$ ). The present $\omega \tau_{p}$ dependence gives a crossover from the DP-type relaxation $\left(\tau_{s} \propto \tau_{p}^{-1}\right)$ at $\omega \tau_{p} \ll 1$ to the EY-type relaxation $\left(\tau_{s} \propto \tau_{p}\right)$ at $\omega \tau_{p} \gg 1$. We discuss the origin of this suppression of the spin relaxation due to the interlayer tunneling in the DQWS by comparing it with a similar suppression due to the cyclotron motion in a single QW [42-44,53]. (It has been shown [54] by employing a two-band model Hamiltonian that the spin relaxation rate has the form of the Lorentzian function in which $\omega \tau_{p}$ in the above expression for $1 / \tau_{s}$ is replaced with $\Delta / 2 \Gamma$, where $\Delta$ is the band gap between the two bands and $\Gamma$ is a constant imaginary part of the one-particle self-energy which has been introduced to describe the level broadening due to scatterings.)

In addition to the Rashba SOI, the Dresselhaus SOI acts on an electron in semiconductors [55] and in QWs [13] due to the bulk inversion asymmetry in zinc-blende semiconductors. In a (001)-oriented QW with both the linear-in-wave-number Dresselhaus SOI and the Rashba SOI, it has been predicted [33] and observed [56] that the spin relaxation rate depends on the direction of the spin polarization in the QW plane
relative to the crystal axis, because the directional distribution of the EMF at the Fermi level has an in-plane anisotropy which is largest when the two SOIs are equal in strength. However we find that such anisotropy completely disappears in a symmetric DQWS with the local SIA. This can be understood by noting that the antiparallel Rashba EMF in the symmetric DQWS leads to an isotropic EMF directional distribution when averaged by the interlayer tunneling.

The outline of this paper is as follows. Section II introduces the model and the Hamiltonian of a symmetric DQWS with electrons occupying the ground and first excited subbands described by a pseudospin. Section III derives the density matrix up to first order in the SOIs. Section IV presents calculated spin relaxation rates and discussion. We demonstrate the absence of the spin relaxation anisotropy in the present DQWS as well as the Lorentzian suppression factor in the spin relaxation rate induced by the intersubband SOI. Then, we discuss the isotropy and suppression of the spin relaxation in terms of the EMF and the interlayer tunneling. Furthermore, we point out a crossover from the usual $\tau_{p}$ dependence of the DP spin relaxation rate to the anomalous EY-type dependence which occurs with increasing $\omega \tau_{p}$. Finally, Sec. V gives conclusions.

## II. HAMILTONIAN

We consider a two-dimensional electron gas in a DQWS with electrons occupying the ground and first excited subbands. The DQWS we consider has the symmetry with respect to the center plane $(z=0)$ of the barrier between the left $(L)$ and the right $(R)$ QWs, which leads to the formation of an even-parity orbital $|e\rangle$ in the ground subband and an odd-parity orbital $|o\rangle$ in the first excited subband, while each of the two QWs has a locally broken inversion symmetry (Fig. 1). The coordinate axes $x, y$, and $z$ are oriented along [100], [010], and [001], respectively.

The Hamiltonian describing the motion of an electron in the conduction band of the DQWS is

$$
\begin{equation*}
H=H_{W}+H_{D}^{\mathrm{SO}}+H_{I}^{\mathrm{SO}}+V_{\mathrm{imp}}(\hat{\boldsymbol{r}}), \tag{1}
\end{equation*}
$$

where

$$
\begin{align*}
& H_{W}=\frac{\hbar^{2}}{2 m}\left(\hat{k}_{x}^{2}+\hat{k}_{y}^{2}\right)+H_{\perp}  \tag{2}\\
& H_{\perp}=\frac{\hbar^{2}}{2 m} \hat{k}_{z}^{2}+V_{\mathrm{well}}(\hat{z})  \tag{3}\\
& H_{D}^{\mathrm{SO}}=-\gamma \hat{k}_{z}^{2}\left(\sigma_{x} \hat{k}_{x}-\sigma_{y} \hat{k}_{y}\right)  \tag{4}\\
& H_{I}^{\mathrm{SO}}=\eta(\hat{z})\left(\sigma_{x} \hat{k}_{y}-\sigma_{y} \hat{k}_{x}\right), \tag{5}
\end{align*}
$$

in which $\hbar$ is the Planck constant divided by $2 \pi, m$ is the effective mass of an electron in the conduction band, $\hat{\boldsymbol{r}}=(\hat{x}, \hat{y}, \hat{z})$ is the position vector operator, $\hat{\boldsymbol{k}}=\left(\hat{k}_{x}, \hat{k}_{y}, \hat{k}_{z}\right)$ is the wave vector operator, $\sigma=\left(\sigma_{x}, \sigma_{y}, \sigma_{z}\right)$ is the Pauli spin operator, $V_{\text {well }}$ is the potential in the DQWS due to the conduction band offset, the gate voltage, the dopants, and the electron-electron interaction in the Hartree approximation. The eigenvectors of $H_{\perp}$ are $|e\rangle$ (symmetric orbital) and $|o\rangle$ (antisymmetric orbital) and the corresponding eigenenergies are denoted by $\varepsilon_{e}$ and $\varepsilon_{o}$, respectively. $V_{\mathrm{imp}}$ is the spin-independent potential due to randomly distributed impurities for which we employ the
following two-dimensional model:

$$
\begin{equation*}
V_{\mathrm{imp}}(\hat{\boldsymbol{\rho}})=\sum_{i} u\left(\hat{\boldsymbol{\rho}}-\boldsymbol{\rho}_{i}\right), \tag{6}
\end{equation*}
$$

where $\hat{\rho}=(\hat{x}, \hat{y}), \rho_{i}$ represents the two-dimensional position of the $i$ th impurity, and $u$ is the potential of each impurity with cylindrical symmetry.
$H_{D}^{\text {SO }}$ is the Dresselhaus SOI linear in $\hat{k}_{x}$ and $\hat{k}_{y}$ [13] and $\gamma$ is the coefficient of the Dresselhaus SOI of constituent semiconductors [55]. The Dresselhaus SOI cubic in $\hat{k}_{x}$ and $\hat{k}_{y}$ is neglected since the expectation value of $\hat{k}_{x}^{2}$ and $\hat{k}_{y}^{2}$ is much smaller than that of $\hat{k}_{z}^{2}$ at moderate electron sheet densities [57]. $H_{I}^{\text {SO }}$ is the SOI induced in the heterostructure [21,23,58], and the $z$-dependent coefficient $\eta(\hat{z})$ has contributions from the electrostatic potential and the potential due to the valence band offsets. Since both potentials are symmetric with respect to $z=0$ in the DQWS, we consider, $\eta(\hat{z})$ is an odd function of $\hat{z}$,

$$
\begin{equation*}
\eta(-\hat{z})=-\eta(\hat{z}) \tag{7}
\end{equation*}
$$

Thus matrix elements of $\eta(\hat{z})$ become

$$
\begin{align*}
& \langle e| \eta(\hat{z})|e\rangle=\langle o| \eta(\hat{z})|o\rangle=0  \tag{8}\\
& \langle e| \eta(\hat{z})|o\rangle=\langle o| \eta(\hat{z})|e\rangle=\alpha_{I} \tag{9}
\end{align*}
$$

which represent the intersubband SOI [21,23] induced by the local SIA, where $\alpha_{I}$ determines the strength of the intersubband SOI. We assume that state vectors with respect to the motion along the $z$ direction are described by a linear combination of $|L\rangle$ and $|R\rangle$, representing the lowest bound state in each of the $L$ and the $R \mathrm{QWs}$, so that the formulation is simplified in that some off-diagonal matrix elements between $|L\rangle$ and $|R\rangle$ vanish. In fact we can neglect off-diagonal matrix elements of the Dresselhaus SOI using this tight-binding assumption:

$$
\begin{gather*}
\langle L| \hat{k}_{z}^{2}|L\rangle=\langle R| \hat{k}_{z}^{2}|R\rangle=-\beta / \gamma  \tag{10}\\
\langle L| \hat{k}_{z}^{2}|R\rangle=\langle R| \hat{k}_{z}^{2}|L\rangle=0 \tag{11}
\end{gather*}
$$

where $\beta$ describes the strength of the Dresselhaus SOI in each of the $L$ and the $R$ QWs. We will also employ the same tightbinding assumption in Eqs. (50) and (51).

Matrix elements of $\eta(\hat{z})$ with respect to $|L\rangle$ and $|R\rangle$ are obtained to be

$$
\begin{gather*}
\langle L| \eta(\hat{z})|L\rangle=-\langle R| \eta(\hat{z})|R\rangle=\alpha_{I}  \tag{12}\\
\langle L| \eta(\hat{z})|R\rangle=\langle R| \eta(\hat{z})|L\rangle=0 \tag{13}
\end{gather*}
$$

from Eqs. (8) and (9) using the unitary transformation:

$$
\begin{equation*}
|e\rangle=\frac{|L\rangle+|R\rangle}{\sqrt{2}}, \quad|o\rangle=\frac{|L\rangle-|R\rangle}{\sqrt{2}} . \tag{14}
\end{equation*}
$$

With use of the pseudospin operators defined by

$$
\begin{gather*}
\hat{1}_{\tau}=|L\rangle\langle L|+|R\rangle\langle R|,  \tag{15}\\
\hat{\tau}_{X}=|L\rangle\langle L|-|R\rangle\langle R|,  \tag{16}\\
\hat{\tau}_{Y}=i(|L\rangle\langle R|-|R\rangle\langle L|),  \tag{17}\\
\hat{\tau}_{Z}=|L\rangle\langle R|+|R\rangle\langle L|, \tag{18}
\end{gather*}
$$

$H_{W}(\boldsymbol{k}) \equiv\langle\boldsymbol{k}| H_{W}|\boldsymbol{k}\rangle, \quad H_{D}^{\mathrm{SO}}(\boldsymbol{k}) \equiv\langle\boldsymbol{k}| H_{D}^{\mathrm{SO}}|\boldsymbol{k}\rangle, \quad$ and $\quad H_{I}^{\mathrm{SO}}(\boldsymbol{k}) \equiv$ $\langle\boldsymbol{k}| H_{I}^{\mathrm{SO}}|\boldsymbol{k}\rangle \quad\left[\boldsymbol{k}=\left(k_{x}, k_{y}\right)=k(\cos \theta, \sin \theta)\right.$ with $\left.k=|\boldsymbol{k}|\right]$ are expressed as

$$
\begin{gather*}
H_{W}(\boldsymbol{k})=E_{k}-\frac{\hbar \omega}{2} \hat{\tau}_{Z}  \tag{19}\\
H_{D}^{\mathrm{SO}}(\boldsymbol{k})=\frac{\hbar \omega_{D}}{2} \hat{1}_{\tau}\left(\sigma_{x} \cos \theta-\sigma_{y} \sin \theta\right)  \tag{20}\\
H_{I}^{\mathrm{SO}}(\boldsymbol{k})=\frac{\hbar \omega_{I}}{2} \hat{\tau}_{X}\left(\sigma_{x} \sin \theta-\sigma_{y} \cos \theta\right) \tag{21}
\end{gather*}
$$

where we have chosen $\varepsilon_{o}+\varepsilon_{e}$ as the zero of energy and

$$
\begin{gather*}
E_{k}=\hbar^{2} k^{2} / 2 m  \tag{22}\\
\hbar \omega=\varepsilon_{o}-\varepsilon_{e}  \tag{23}\\
\hbar \omega_{D}=2 \beta k  \tag{24}\\
\hbar \omega_{I}=2 \alpha_{I} k \tag{25}
\end{gather*}
$$

## III. DENSITY MATRIX

To obtain the spin relaxation rate, we start with the quantum Liouville equation for the density operator $\rho(t)$ describing noninteracting electrons [59],

$$
\begin{equation*}
\frac{\partial \rho(t)}{\partial t}=\frac{1}{i \hbar}[H, \rho] \tag{26}
\end{equation*}
$$

and separate the Hamiltonian $H$ into the unperturbed Hamiltonian $H_{0}$ and the perturbation $V$,

$$
\begin{equation*}
H=H_{0}+V, \quad H_{0}=H_{W}+H_{D}^{\mathrm{SO}}+H_{I}^{\mathrm{SO}}, \quad V=V_{\mathrm{imp}} \tag{27}
\end{equation*}
$$

By rewriting [ $V, \rho$ ] with the use of the interaction picture, we have

$$
\begin{equation*}
\frac{\partial \rho(t)}{\partial t}=\frac{1}{i \hbar}\left[H_{0}, \rho\right]+\hat{\mathbf{J}} \rho \tag{28}
\end{equation*}
$$

with

$$
\begin{gather*}
\hat{\mathbf{J}} \rho=e^{-i H_{0} t / \hbar} \frac{1}{i \hbar}\left[V_{I}, \rho_{I}\right] e^{i H_{0} t / \hbar},  \tag{29}\\
\rho_{I}(t)=\rho_{I}(0)+\frac{1}{i \hbar} \int_{0}^{t} d s\left[V_{I}(s), \rho_{I}(s)\right], \tag{30}
\end{gather*}
$$

where $A_{I}=e^{i H_{0} t / \hbar} A e^{-i H_{0} t / \hbar}$. We employ the lowest-order perturbation approximation with respect to $V_{\text {imp }}$ by assuming that the impurity potential is smaller than the Fermi energy. Up to second order in the perturbation $V$, which we switch on at $t=0$, we have

$$
\begin{gather*}
\hat{\mathbf{J}} \rho=(\hat{\mathbf{J}} \rho)_{1}+(\hat{\mathbf{J}} \rho)_{2},  \tag{31}\\
(\hat{\mathbf{J}} \rho)_{1}=e^{-i H_{0} t / \hbar} \frac{1}{i \hbar}\left[V_{I}(t), \overline{\rho_{I}(t)}\right] e^{i H_{0} t / \hbar},  \tag{32}\\
(\hat{\mathbf{J}} \rho)_{2}=\left(\frac{1}{i \hbar}\right)^{2} \int_{0}^{t} d s e^{-i H_{0} t / \hbar}\left\{V_{I}(t),\left[V_{I}(s), \overline{\rho_{I}(t)}\right]\right\} e^{i H_{0} t / \hbar} \tag{33}
\end{gather*}
$$

Here we have introduced the average of an operator $A$ with respect to the in-plane impurity configuration, which is defined
by [59]

$$
\begin{equation*}
\bar{A}=\frac{1}{S} \int_{S} \cdots \frac{1}{S} \int_{S} A d \rho_{1} \cdots d \rho_{N_{\mathrm{imp}}} \tag{34}
\end{equation*}
$$

where $N_{\mathrm{imp}}$ is the number of impurities in the DQWS with the area $S$. In deriving Eqs. (32) and (33) we have used $\rho_{I}(0)=$ $\overline{\rho_{I}(t)}+O(V)$ which is obtained from Eq. (30) by using the independence of $\rho_{I}(0)$ on the impurity configuration.

In the following calculation we focus on the DP mechanism [11-13] and neglect $H_{D}^{\mathrm{SO}}$ and $H_{I}^{\mathrm{SO}}$ in $e^{i H_{0} t / \hbar}$ and $e^{-i H_{0} t / \hbar}$ in calculating $\hat{\mathrm{J}} \rho$. We calculate diagonal-in- $\boldsymbol{k}$ matrix elements, $\langle\boldsymbol{k}| \cdots|\boldsymbol{k}\rangle$, of both sides of Eq. (28) and take the average with respect to the impurity configuration. By using $\langle\boldsymbol{k}|(\overline{\mathbf{J}} \rho)_{1}|\boldsymbol{k}\rangle=$ 0 [60] we obtain the following equation for $\bar{\rho}(\boldsymbol{k}) \equiv\langle\boldsymbol{k}| \overline{\rho(t)}|\boldsymbol{k}\rangle$ :

$$
\begin{equation*}
\frac{\partial \bar{\rho}(\boldsymbol{k})}{\partial t}=\frac{1}{i \hbar}\left[\langle\boldsymbol{k}| H_{0}|\boldsymbol{k}\rangle, \bar{\rho}(\boldsymbol{k})\right]+\langle\boldsymbol{k}| \overline{(\hat{\mathbf{J}} \rho)_{2}}|\boldsymbol{k}\rangle \tag{35}
\end{equation*}
$$

where the last term, $\langle\boldsymbol{k}| \overline{(\hat{\mathbf{J}} \rho)_{2}}|\boldsymbol{k}\rangle$, becomes the collision term which includes the momentum relaxation time $\tau_{p}$ defined by

$$
\begin{equation*}
\frac{1}{\tau_{p}}=\sum_{\boldsymbol{k}^{\prime}} \frac{2 \pi}{\hbar} \overline{\left|V_{\boldsymbol{k}^{\prime} \boldsymbol{k}}\right|^{2}} \delta\left(E_{k^{\prime}}-E_{k}\right)(1-\cos \phi) \tag{36}
\end{equation*}
$$

with $\phi$ being the angle of $\boldsymbol{k}^{\prime}$ relative to that of $\boldsymbol{k}$.
We consider the strong scattering regime [11-13], in which $\omega_{D} \tau_{p} \ll 1$ and $\omega_{I} \tau_{p} \ll 1$. Then we expand $\bar{\rho}(\boldsymbol{k})$ with respect to $\omega_{D} \tau_{p}$ and $\omega_{I} \tau_{p}$ and retain terms up to the first order:

$$
\begin{equation*}
\bar{\rho}(\boldsymbol{k}) \simeq \bar{\rho}^{(0)}(\boldsymbol{k})+\bar{\rho}^{(1)}(\boldsymbol{k}) \tag{37}
\end{equation*}
$$

The zeroth-order term $\bar{\rho}^{(0)}(\boldsymbol{k})$, which gives nonzero spin polarization, is expressed by [11-13]

$$
\begin{equation*}
\bar{\rho}^{(0)}(\boldsymbol{k})=F_{00}(k)+F_{10}(k) \sigma_{s}+F_{01}(k) \hat{\tau}_{Z}+F_{11}(k) \sigma_{s} \hat{\tau}_{Z} \tag{38}
\end{equation*}
$$

with

$$
\begin{equation*}
F_{s t}(k) \equiv \frac{1}{4} \sum_{\sigma= \pm 1} \sum_{\tau= \pm 1} \sigma^{s} \tau^{t} f_{0}\left(E_{k}-\tau \frac{\hbar \omega}{2}-\mu_{\sigma}\right) \tag{39}
\end{equation*}
$$

and

$$
\begin{equation*}
f_{0}(\varepsilon) \equiv\left[1+\exp \left(\frac{\varepsilon}{k_{B} T}\right)\right]^{-1} \tag{40}
\end{equation*}
$$

where $\sigma_{s}=\boldsymbol{\sigma} \cdot \boldsymbol{e}_{s}$, with $\boldsymbol{e}_{s}$ being the unit vector in the direction of the spin polarization; $\sigma$ and $\tau$ are eigenvalues of $\sigma_{s}$ and $\hat{\tau}_{Z}$, respectively; $\mu_{\sigma}$ is the spin-dependent chemical potential; $T$ is the temperature; and $k_{B}$ is the Boltzmann constant.

By solving Eq. (35) we obtain the first-order term divided into two terms:

$$
\begin{equation*}
\bar{\rho}^{(1)}(\boldsymbol{k})=\bar{\rho}_{D}^{(1)}(\boldsymbol{k})+\bar{\rho}_{I}^{(1)}(\boldsymbol{k}) \tag{41}
\end{equation*}
$$

The first term comes from the Dresselhaus SOI and is given by

$$
\begin{equation*}
\bar{\rho}_{D}^{(1)}(\boldsymbol{k})=\frac{\tau_{p}}{i \hbar}\left[H_{D}^{\mathrm{SO}}(\boldsymbol{k}), \bar{\rho}^{(0)}(\boldsymbol{k})\right] \tag{42}
\end{equation*}
$$

The second term originates from the intersubband SOI and is expressed by

$$
\begin{equation*}
\bar{\rho}_{I}^{(1)}(\boldsymbol{k})=\bar{\rho}_{I X}^{(1)}(\boldsymbol{k}) \hat{\tau}_{X}+\bar{\rho}_{I Y}^{(1)}(\boldsymbol{k}) \hat{\tau}_{Y} \tag{43}
\end{equation*}
$$

with

$$
\begin{align*}
\binom{\bar{\rho}_{I X}^{(1)}(\boldsymbol{k})}{\bar{\rho}_{I Y}^{(1)}(\boldsymbol{k})}= & -\frac{\omega_{I} \tau_{p}}{2\left(1+\omega^{2} \tau_{p}^{2}\right)}\left(\begin{array}{cc}
1 & \omega \tau_{p} \\
-\omega \tau_{p} & 1
\end{array}\right) \\
& \times\binom{ i F_{10}\left[\sigma_{I}, \sigma_{s}\right]}{2 F_{01} \sigma_{I}+F_{11}\left\{\sigma_{I}, \sigma_{s}\right\}} \tag{44}
\end{align*}
$$

where $\sigma_{I}=\sigma_{x} \sin \theta-\sigma_{y} \cos \theta$ and $\{A, B\}=A B+B A$.

## IV. SPIN RELAXATION RATE AND DISCUSSION

The spin relaxation rate is defined by

$$
\begin{equation*}
\frac{1}{\tau_{i j}}=-\frac{d S_{i}}{d t} \frac{1}{S_{j}}, \quad i, j=x, y, z \tag{45}
\end{equation*}
$$

with the use of the spin polarization

$$
\begin{equation*}
S_{i}=\operatorname{tr}_{\sigma, \tau}\left(\sigma_{i} \otimes 1_{\tau} \sum_{\boldsymbol{k}} \bar{\rho}(\boldsymbol{k})\right) \tag{46}
\end{equation*}
$$

and its time derivative, where $\operatorname{tr}_{\sigma, \tau}$ is the trace operation with respect to the spin and pseudospin (layer) degrees of freedom. By substituting $\bar{\rho}^{(0)}(\boldsymbol{k})$ in Eq. (38) into the expression of $S_{j}$ and $\partial \bar{\rho}(\boldsymbol{k}) / \partial t$ in Eq. (35) with $\bar{\rho}^{(1)}(\boldsymbol{k})$ in Eq. (41) into that of $d S_{i} / d t$, we obtain

$$
\begin{equation*}
\frac{2}{\tau_{x x}}=\frac{2}{\tau_{y y}}=\frac{1}{\tau_{z z}}, \quad \frac{1}{\tau_{i j}}=0(i \neq j) \tag{47}
\end{equation*}
$$

with

$$
\begin{equation*}
\frac{1}{\tau_{z z}}=\left[\int d E_{k} F_{10}(k)\right]^{-1} \int d E_{k}\left(\omega_{D}^{2}+\frac{\omega_{I}^{2}}{1+\omega^{2} \tau_{p}^{2}}\right) \tau_{p} F_{10}(k) \tag{48}
\end{equation*}
$$

The above spin relaxation rate is derived using the twodimensional impurity potential, Eq. (6). In the case of the three-dimensional impurity potential, we obtain a similar result of the spin relaxation rate with $\tau_{p} \tau_{l}$ instead of $\tau_{p}^{2}$ in Eq. (48), where $\tau_{l}$ is the lifetime defined by a formula without the factor $1-\cos \phi$ in the formula for the momentum relaxation time $\tau_{p}$, if we make the following two assumptions [60].
(i) The potential range of each impurity is short compared to the separation between two QWs. More precisely, the spherically symmetric potential of each impurity $v$, which appears in the expression of the impurity potential

$$
\begin{equation*}
V_{\mathrm{imp}}(\hat{\boldsymbol{r}})=\sum_{i} v\left(\hat{\boldsymbol{r}}-\boldsymbol{r}_{i}\right) \tag{49}
\end{equation*}
$$

satisfies

$$
\begin{gather*}
\langle L| v\left(\hat{\boldsymbol{r}}-\boldsymbol{r}_{i}\right)|R\rangle=0  \tag{50}\\
\langle L| v\left(\hat{\boldsymbol{r}}-\boldsymbol{r}_{i}\right)|L\rangle\langle R| v\left(\hat{\boldsymbol{r}}-\boldsymbol{r}_{i}\right)|R\rangle=0 \tag{51}
\end{gather*}
$$

for each impurity.
(ii) In addition we neglect $H_{\perp}$ in $e^{i H_{0} t / \hbar}$ and $e^{-i H_{0} t / \hbar}$ in calculating $\hat{\mathrm{J}} \rho$.


FIG. 2. Total effective magnetic field (EMF) consisting of the Dresselhaus and the intersubband SOIs in (a) the $L$ layer and (b) the $R$ layer. Each vector represents the EMF at each point in $\left(k_{x}, k_{y}\right)$ space. The $x$ and $y$ axes are taken along the [100] and [010] directions, respectively.

The derived spin relaxation rate Eq. (48) is determined by $\omega_{D}^{2} \tau_{p}, \omega_{I}^{2} \tau_{p}$, and $\omega \tau_{p}$ at the Fermi level when $k_{B} T \ll \varepsilon_{F}$ and $\hbar \omega \ll \varepsilon_{F}$ ( $\varepsilon_{F}$ : the Fermi energy). The contribution of the Rashba term relative to that of the Dresselhaus term, $\omega_{I} / \omega_{D}=$ $\alpha_{I} / \beta$, can be changed in the range of $0<\alpha_{I} / \beta<10$ [50,61]. The dimensionless parameter $\omega \tau_{p}$ can also be changed in the range of $0<\omega \tau_{p}<10$ since $0<\hbar \omega<10 \mathrm{meV}$ and $\tau_{p} \sim$ 1 ps.

The spin relaxation rate in our symmetric DQWS exhibits two distinct features. First, the spin relaxation rate has inplane isotropy: $\tau_{x x}^{-1}=\tau_{y y}^{-1}$ and $\tau_{x y}^{-1}=\tau_{y x}^{-1}=0$ [Eq. (47)]; and second, the spin relaxation rate due to the intersubband SOI is suppressed with increasing the intersubband energy separation $\hbar \omega$ in the form of the Lorentzian function [Eq. (48)].

The inplane anisotropy in a (001)-oriented single QW with both the linear-in- $\boldsymbol{k}$ Dresselhaus SOI and the Rashba SOI [33] appears due to the cross term between the two SOIs. In our symmetric DQWS, the corresponding cross term between the Dresselhaus SOI and the intersubband SOI vanishes because of the different symmetry of the two SOIs in pseudospin space. In fact cross terms appearing in $d S_{i} / d t$,

$$
\begin{align*}
& {\left[H_{D}^{\mathrm{SO}}(\boldsymbol{k}), \bar{\rho}_{I}^{(1)}(\boldsymbol{k})\right]=A_{X} \hat{\tau}_{X}+A_{Y} \hat{\tau}_{Y},}  \tag{52}\\
& {\left[H_{I}^{\mathrm{SO}}(\boldsymbol{k}), \bar{\rho}_{D}^{(1)}(\boldsymbol{k})\right]=B_{X} \hat{\tau}_{X}+B_{Y} \hat{\tau}_{Y},} \tag{53}
\end{align*}
$$

with $A_{X}, A_{Y}, B_{X}$, and $B_{Y}$ operators in spin space, disappear in the trace operation in pseudospin space.

The isotropy in the spin relaxation can also be understood from the angular distribution of the total EMF in each of the $L$ and the $R$ layers. Figure 2 schematically presents the sum of the EMFs induced by the linear Dresselhaus and the intersubband SOI in (a) the $L$ layer and (b) the $R$ layer. Although the EMF in each layer has an anisotropic angular distribution, the EMF which acts on electrons in the two layers has an isotropic distribution, thus leading to the isotropic spin relaxation.

The suppression of the spin relaxation rate in our symmetric DQWS [Eq. (48)] with $\omega$, which represents the angular frequency of the pseudospin precession, has the same form
as that in a single QW with the cyclotron frequency $\omega_{c}$ in a perpendicular magnetic field [42-44,53], in which the spin relaxation rate is suppressed by $\left(1+\omega_{c}^{2} \tau_{p}^{2}\right)^{-1}$. Since the cyclotron motion changes the direction of the $\boldsymbol{k}$-dependent EMF and that of the spin precession axis, the precessioninduced spin relaxation is suppressed. In a symmetric DQWS with the antiparallel EMF, the pseudospin precession changes the direction of the layer-dependent EMF, leading to the suppression of the DP spin relaxation. It has been shown [60] that the same suppression factor, $\left(1+\omega^{2} \tau_{p}^{2}\right)^{-1}$, due to the pseudospin precession also appears in spin Hall conductivity in a DQWS.

The suppression factor $\left(1+\omega^{2} \tau_{p}^{2}\right)^{-1}$ gives a crossover from the DP-type relaxation ( $\tau_{s} \propto \tau_{p}^{-1}$ ) at $\omega \tau_{p} \ll 1$ to the EY-type relaxation $\left(\tau_{s} \propto \tau_{p}\right)$ at $\omega \tau_{p} \gg 1$ by considering the DP mechanism alone. A similar crossover was already derived from a two-band model Hamiltonian and a constant imaginary part of the one-particle self-energy which was introduced to describe the level broadening due to scatterings [54] as mentioned in Sec. I. The derived crossover, however, occurs around $\Delta / 2 \Gamma=1$, which corresponds to $\omega \tau_{l}=1$ with use of the lifetime $\tau_{l}$ defined by

$$
\begin{equation*}
\frac{1}{\tau_{l}}=\sum_{k^{\prime}} \frac{2 \pi}{\hbar} \overline{\left|V_{k^{\prime} \boldsymbol{k}}\right|^{2}} \delta\left(E_{k^{\prime}}-E_{k}\right) \tag{54}
\end{equation*}
$$

since the band gap $\Delta$ corresponds to $\hbar \omega$ and the level broadening $2 \Gamma$ corresponds to $\hbar \tau_{l}^{-1}$, In our calculation we have exactly solved the kinetic equation with the collision term and obtained the crossover around $\omega \tau_{p}=1$. The difference between $\omega \tau_{p}=1$ and $\omega \tau_{l}=1$ is important in our system since the dominant impurity in modulation-doped QW structures has a long-range potential leading to $\tau_{p} \gg$ $\tau_{l}$ (see, for example, observed values of $\tau_{p}$ and $\tau_{l}$ in Ref. [62]).

## V. CONCLUSIONS

We have theoretically studied the spin relaxation in the DP mechanism in a symmetric DQWS with the intersubband SOI due to the local SIA and the linear-in- $k$ Dresselhaus SOI. We have found that the spin relaxation rate induced by the intersubband SOI exhibits a suppression with the pseudospin precession frequency in the Lorentzian form $\left(1+\omega^{2} \tau_{p}^{2}\right)^{-1}$, which is analogous to the suppression with the cyclotron frequency in a single QW [42-44,53]. The present Lorentzian suppression leads to a crossover with increasing $\omega \tau_{p}$ from the DP-type relaxation $\left(\tau_{s} \propto \tau_{p}^{-1}\right)$ to the EY-type relaxation $\left(\tau_{s} \propto \tau_{p}\right)$. We have also shown that the spin relaxation rate in the presence of both the linear Dresselhaus SOI and the intersubband SOI is isotropic with respect to the in-plane spin direction in our symmetric DQWS in contrast to a single QW exhibiting the in-plane anisotropy $[33,56]$.

The interplay in the spin relaxation between the spin and the pseudospin, which we have found in a DQWS, is also expected to appear in other electronic systems with the pseudospin degree of freedom. In graphene and bilayer graphene, which are typical systems with pseudospin, the spin relaxation
has been extensively studied [63-67] and both the DP-type and the EY-type relaxation have been observed [63,66,67]. In understanding the spin dynamics including the spin relaxation in graphene and transition metal dichalcogenides, the viewpoint of the spin-pseudospin interaction will be useful.
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