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PREFACE

This volume is intended as the proceedings of Sapporo Symposium on Partial Differential Equations, held on July 30 through August 1 in 1997 at Department of Mathematics, Hokkaido University.

This is the 22nd time of the symposium and also commemorates the 60th birthday of Professor Rentaro Agemi, who made a large contribution to its organization for years.

We wish to dedicate this volume to Professor Agemi in celebration of his 60th birthday.
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Let $\mathcal{O}_j, \ j = 1, 2, \ldots, J$ be open bounded sets in $\mathbb{R}^3$ with smooth boundary $\Gamma_j$. We set
\[ \mathcal{O} = \bigcup_{j=1}^J \mathcal{O}_j \]
and assume the following:

(H.1) Each $\mathcal{O}_j$ is strictly convex.

(H.2) For each $\{j_1, j_2, j_3\} \subseteq \{1, 2, \ldots, J\}^3$ such that $j_i \neq j_l$ for $l \neq l'$
\[ (\text{convex hull of } \overline{\mathcal{O}_{j_1}} \text{ and } \overline{\mathcal{O}_{j_3}}) \cap \overline{\mathcal{O}_{j_2}} = \emptyset. \]

Here we consider the case of
\[ J \geq 3. \]

We set
\[ \Omega = \mathbb{R}^3 - \overline{\mathcal{O}}, \]
and consider two dynamics in $\Omega$. The one us the classical dynamics in $\Omega$ and the another is the quantum dynamics in $\Omega$, and we are interested in relationships between these two dynamics. As the first step of study of relationships of two dynamics, we take up the zeta function as the subject of the classical dynamics, and the scattering matrix as that of the quantum dynamics. Our interest as to these subjects is to know how the singularities of the zeta function relate to the poles of the scattering matrix, and vice versa.

The problem we shall consider in the talk is the following:

How is the distribution of the poles of the zeta function near the line $\{s \in \mathbb{C}; \ \Re s = \alpha_0\}$, where $\alpha_0$ denotes the abscissa of the absolute convergence of the zeta function?
First, we define a class of anisotropic Sobolev spaces. Let $\alpha \in \mathbb{Z}^n_+$ be a multi-index and let $|\alpha| = \alpha_1 + \cdots + \alpha_n$. We write $\partial_x = (\partial_1, \cdots, \partial_n)$, $\partial_i = \partial_{x_i} = \partial / \partial x_i$, $1 \leq i \leq n$, and $\partial_x^\alpha = \partial_1^{\alpha_1} \cdots \partial_n^{\alpha_n}$. A vector field $A \in C^\infty(\Omega; \mathbb{R}^n)$ is said to be tangential if $(A(x), \nu(x)) = 0$ for all $x \in \Gamma$. Here $\Omega \subseteq \mathbb{R}^n$, $n \geq 2$, is a bounded open set lying on one side of its smooth boundary $\Gamma$. Let $m$ and $\nu$ be nonnegative integers. Then the function space $H^{m,\nu}_*(\Omega)$ is defined as the set of functions having the following properties:

i) $u \in L^2(\Omega)$.

ii) Let $A_1, A_2, \cdots, A_j$ be tangential vector fields and let $A'_1, A'_2, \cdots, A'_k$ be any vector fields. Multiply $u$ by the product of these $j + k$ vector fields in an arbitrary order. Then the resulting function belongs to $L^2(\Omega)$, if $j + \varphi(k; \nu) \leq m$.

Here, the auxiliary function $\varphi(k; \nu)$ is defined by $\varphi(k; \nu) = k$ for $0 \leq k \leq \nu$ and $\varphi(k; \nu) = 2k - \nu$ for $\nu \geq k$. $H^{m,\nu}_*(\Omega)$ is normed as follows. We choose an appropriate covering of $\Gamma$, diffeomorphisms, and cut off functions, say $\theta_i, \tau_i, \chi_i$, $1 \leq i \leq N$. Then $u^{(i)} = (\chi_i u) \circ \tau_i^{-1}$ has as its domain $B_+ = \{x \mid |x| < 1, x_n > 0\}$ with $\Gamma$ corresponding to $x_n = 0$. Let $\Omega_\delta$ be the set $\{x \in \Omega \mid dist(x, \Gamma) > \delta\}$ and let $\chi_0$ be a cut off function such that $\chi_0 = 0$.
on a neighborhood of $\Gamma$. Let furthermore $\chi_0 = 1$ on $\Omega_\delta$ where $\delta$ is suitably chosen. We may assume that $\sum_{i=0}^{N} \chi_i^2 = 1$ on $\bar{\Omega}$. Then the norm in $H^{m,\nu}_*(\Omega)$ is

\begin{equation}
\|u\|_{m,\nu,\ast}^2 = \|\chi_0 u\|_m^2 + \sum_{i=1}^{N} \|\chi_i u\|_{m,\nu,\ast}^2,
\end{equation}

\begin{equation}
\|\chi_i u\|_{m,\nu,\ast}^2 = \sum_{|\alpha|+\varphi(k,\nu)\leq m} \|\partial_\tau \partial_\nu \partial_\nu^{(i)} u\|_{L^2(B_+)}^2,
\end{equation}

where $\partial_\tau \partial_\nu = \partial_\alpha \partial_\nu_1 \partial_\nu_2 \cdots (x,\partial_n)^{\alpha_n}$. Note that $\partial_\nu \partial_\nu_z$ can be replaced by $\partial_\nu = x_\alpha \partial_1 \partial_2 \cdots \partial_n$, because the corresponding norms are equivalent to each other. The norms arising from different choices of $\theta_i, \tau_i, \chi_i$ are also equivalent.

By definition, $H^{m,\nu}_*(\Omega) = H^m(\Omega)$ for $0 \leq m \leq \nu$, where $H^m(\Omega)$ denotes the usual Sobolev space. $H^{m,\nu}_*(\Omega)$ for $0 \leq \nu < m$ is an anisotropic Sobolev space. We are mainly interested in this function space. The function spaces we used in the preceding works are $H^n(\Omega)$ and $H^{m,\nu}_*(\Omega)$. See [1], [2], [5]. We observe that $H^{m,0}_*(\Omega) = H^m_*(\Omega)$ and that $H^{m,1}_*(\Omega) = H^m_*(\Omega)$.

Recently we studied on $H^{m,\nu}_*(\Omega)$ with $0 \leq \nu < m$ and obtained a trace theorem and estimates for the product of functions belonging to these function spaces. Now we want to consider the initial boundary value problem for linear symmetric hyperbolic systems with characteristic boundary. We shall treat differential operators of the form

\[ L = A_0(x,t) \partial_t + \sum_{j=1}^{n} A_j(x,t) \partial_j + B(x,t), \]

where the coefficient matrices are real $\ell \times \ell$ matrices depending smoothly (in a certain sense) on their arguments. $A_0$ and $A_j$, $1 \leq j \leq n$, are symmetric matrices and $A_0$ is positive definite.

The problem we are going to study is

\begin{equation}
Lu = F \quad \text{in } [0, T] \times \Omega,
\end{equation}

\begin{equation}
Mu = 0 \quad \text{on } [0, T] \times \Gamma,
\end{equation}

\begin{equation}
u(0, x) = f(x) \quad \text{for } x \in \Omega,
\end{equation}
where the unknown function \( u = u(t, x) \) is a vector-valued function with \( \ell \) components. \( M(x) \) is an \( \ell \times \ell \) real matrix depending smoothly on \( x \in \Gamma \). We assume that \( M \) is of constant rank everywhere on \( \Gamma \). The inhomogeneous term \( F \) and the initial data \( f \) have a certain smoothness on \( [0, T] \times \Omega \) and \( \Omega \), respectively. The compatibility condition of order \( m - 1 \) is assumed to hold. The maximal nonnegativity of the boundary matrix is also assumed. We shall discuss on the possibility of solving this problem by using a pair of function spaces, \( H^{m,\nu}_\times(\Omega) \) and \( H^{m,\nu+1}_\times(\Omega) \), where \( \nu \) is fixed and \( m > \nu \). Note that a general theory is described for this problem by using a pair of function spaces, \( H^m_\times(\Omega) = H^{m,0}_\times(\Omega) \) and \( H^m_\times(\Omega) = H^{m,1}_\times(\Omega) \). See [3],[4],[6].
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Introduction

Let $\Omega$ be an exterior domain in $\mathbb{R}^n (n \geq 2)$ with the smooth boundary $\partial \Omega$. Consider the initial-boundary value problem of the Navier-Stokes equations in $\Omega \times (0,T)$:

\[
\begin{aligned}
\frac{\partial u}{\partial t} - \Delta u + u \cdot \nabla u + \nabla p &= 0 \quad \text{in} \ x \in \Omega, \ 0 < t < T, \\
\text{div} \ u &= 0 \quad \text{in} \ x \in \Omega, \ 0 < t < T, \\
u &= 0 \quad \text{on} \ \partial \Omega, \\
|u(x)| &\to 0 \quad \text{as} \ |x| \to \infty, \\
\mid u \mid = a.
\end{aligned}
\]

where $u = u(x,t) = (u_1(x,t), \ldots, u_n(x,t))$ and $p = p(x,t)$ denote the unknown velocity vector and pressure of the fluid at the point $(x,t) \in \Omega \times (0,T)$, while $a = a(x) = (a_1(x), \ldots, a_n(x))$ is the given initial velocity vector field.

The purpose of this talk is to show a necessary and sufficient condition on $L^1$-summability over $\Omega$ of strong solutions $u$ of (N-S). It is proved by Kato [9] and Giga-Miyakawa [7] that if $a \in L^r(\Omega) \cap L^s(\Omega)$ for $1 < r < n$, then there exist $T > 0$ and a solution $u$ of (N-S) in the class $C([0,T];L^r(\Omega) \cap L^s(\Omega))$. Such a solution is actually regular in $\bar{\Omega} \times (0,T)$.

We investigate the marginal case when $r = 1$; it is not obvious whether or not for every $a \in L^1(\Omega) \cap L^n(\Omega)$ we can construct a solution $u$ in $C([0,T];L^1(\Omega))$. To solve (N-S), applying the projection operator $P$ onto the solenoidal vector fields to both sides of the equation, we erase the pressure gradient $\nabla p$, which leads us to the integral equation for $u$ itself

\[
(I.E) \quad u(t) = e^{-tA}a - \int_0^t e^{-(t-\tau)A}P(u \cdot \nabla u)(\tau)\,d\tau, \quad 0 < t < T,
\]

where $A \equiv -P\Delta$ denotes the Stokes operator. In case $\Omega = \mathbb{R}^n$, the projection operator $P$ is expressed by $P = \{P_{ij}\}_{i,j=1,\ldots,n}$ with $P_{ij} = \delta_{ij} - R_i R_j$, where $R_j (j = 1, \ldots, n)$ are the Riesz transforms. In this case, since $P$ commutes with the Laplacian $\Delta$, $A$ is essentially equal to $-\Delta$ and $e^{-tA}$ is essentially the heat operator. Hence we have $e^{-tA}a \in C([0,\infty);L^1(\mathbb{R}^n))$ for all $a \in L^1(\mathbb{R}^n)$ with div $a = 0$. Unfortunately, that is not the case
for \( e^{-tA}P \) because \( R_j(j = 1, \ldots, n) \) are not bounded operators on \( L^1(\mathbb{R}^n) \). This causes a lot of difficulties to treat the nonlinear term \( P(u \cdot \nabla u) \) in (I.E). Recently, Coifman-Lions-Meyer-Semmes [4] proved that for very 
\( u \in W^{1,2}(\mathbb{R}^n) \) with \( \text{div} u = 0 \), there holds \( u \cdot \nabla u \in H^1(\mathbb{R}^n) \), where \( H^1(\mathbb{R}^n) \) denotes the Hardy space. Making use of their result together with the fact that \( R_j(j = 1, \ldots, n) \) are bounded transformations on \( H^1(\mathbb{R}^n) \), Miyakawa [12] constructed a global weak solution \( u \) of (N-S) with \( u \in C([0, \infty); L^1(\mathbb{R}^n)) \) for every 
\( a \in L^1(\mathbb{R}^n) \cap L^2(\mathbb{R}^n) \). Although his result is on weak solutions, by using his method, one can also show the existence of strong solutions \( u \) as Kato [9] and Giga-Miyakawa [7] with \( u \in C([0, T); L^1(\mathbb{R}^n) \cap L^n(\mathbb{R}^n)) \) for some \( T > 0 \) provided \( a \in L^1(\mathbb{R}^n) \cap L^n(\mathbb{R}^n) \).

In our case when \( \Omega \) is an exterior domain, however, \( P \) does not have such an explicit representation and furthermore we cannot use the theory of Hardy spaces. In the present talk, we shall show that the \( L^1 \)-solution on \( \Omega \) does exist only in a special situation. Actually we shall prove that every strong solution \( u \) of (N-S) belongs to \( C^1((0, T); L^1(\Omega)) \) if and only if the net force exerted by the fluid on \( \partial \Omega \) is equal to zero:

\[
(N.F) \quad \int_{\partial \Omega} T(u(t), p(t)) \cdot \nu dS = 0 \quad \text{for all} \quad 0 < t < T, \]

where \( T(u, p) \) and \( \nu \) denote the stress tensor and the unit outer normal to \( \partial \Omega \), respectively.

1 Results

Before stating our results, we first introduce some function spaces. Let \( C_{0, \phi}^\infty(\Omega) \) denote the set of all \( C^\infty \) vector functions \( \phi \) with compact support in \( \Omega \), such that \( \text{div} \phi = 0 \). \( L^r_\phi(\Omega) \) is the closure of \( C_{0, \phi}^\infty(\Omega) \) with respect to the \( L^r \)-norm \( ||\cdot||_r \equiv ||\cdot||_{L^r(\Omega)} \). Recall the Helmholtz decomposition

\[ L^r(\Omega) = L^r_\phi(\Omega) \oplus G^r(\Omega) \quad \text{(direct sum)}, \quad 1 < r < \infty, \]

where \( G^r(\Omega) = \{ \nabla p \in L^r(\Omega); p \in L^r_{l_{oc}}(\Omega) \} \). We denote by \( P_r \) the projection operator from \( L^r(\Omega) \) onto \( L^r_\phi(\Omega) \) along \( G^r(\Omega) \). Then the Stokes operator \( A_r \) is defined by \( A_r = -P_r \Delta \) with the domain \( D(A_r) = \{ u \in W^{2,r}(\Omega) \cap L^r_\phi(\Omega); u|_{\partial \Omega} = 0 \} \).

The solution \( u \) of (N-S) which we treat is as follows.

**Definition.** Let \( 1 < r \leq n \) and let \( a \in L^r_\phi(\Omega) \cap L^r_\phi(\Omega) \). A measurable function \( u \) on \( \Omega \times (0, T) \) is called a **strong solution** of (N-S) in the class \( S_r(0, T) \) if

(i) \( u \in C([0, T); L^r_\phi(\Omega) \cap L^r_\phi(\Omega)) \);

(ii) \( A u, \partial u/\partial t \in C((0, T); L^r_\phi(\Omega)) \);

(iii)

\[
(N.S') \quad \left\{ \begin{array}{l}
\frac{\partial u}{\partial t} + A u + P(u \cdot \nabla u) = 0 \quad \text{in} \quad L^r_\phi(\Omega), \quad 0 < t < T, \\
u(0) = a,
\end{array} \right.
\]
Remarks. 1. It is shown by Kato [9] and Giga-Miyakawa [7] that for every \( a \in L^{r}_{t}(\Omega) \cap L^{r}_{x}(\Omega) \) with \( 1 < r \leq n \), there exist \( T > 0 \) and a unique strong solution \( u \) of (N-S) in the class \( S_{r}(0,T) \). For the uniqueness, see Brezis [2] and Cannone [3].

2. Every strong solution \( u \) in the class \( S_{r}(0,T) \) satisfies (N-S') also in \( L^{r}_{t}(\Omega) \) and there holds

\[
\frac{\partial |\alpha| u}{\partial x_{1}^{\alpha_{1}} \cdots \partial x_{n}^{\alpha_{n}}} , \quad \frac{\partial u}{\partial t} \in C(\bar{\Omega} \times (0,T))
\]

for all multi-indices \( \alpha = (\alpha_{1}, \cdots, \alpha_{n}) \), where \( |\alpha| = \alpha_{1} + \cdots + \alpha_{n} \). Moreover, there exists a unique (up to an additive function of \( t \)) scalar function \( p \in C(\Omega \times (0,T)) \) with \( \nabla p \in C(\Omega \times (0,T)) \) and with

\[
\nabla p \in C((0,T); L^{r}((\Omega) \cap L^{n}(\Omega))
\]

such that the pair \( \{u, p\} \) satisfies (N-S) in the classical sense. We call such \( p \) the pressure associated with \( u \).

3. If \( 1 < r < n \), by (1.1) and the Sobolev embedding ([8, Corollary 2.2]), we may take \( p \) as \( p \in C((0,T); L^{n/(n-r)}(\Omega)) \). It is not known whether or not \( p \) can be taken as \( p \in C((0,T); L^{n/(n-1)}(\Omega)) \).

Our first result on the \( L^{1} \)-solution now reads:

**Theorem 1.** Let \( a \in L^{r}_{t}(\Omega) \). Suppose that \( u \) is the strong solution of (N-S) in the class \( S_{r}(0,T) \). If \( u \) and its associated pressure \( p \) satisfy

\[
\begin{align*}
\text{(1.2)} & \quad u \in C((0,T); L^{1}(\Omega)), \\
\text{(1.3)} & \quad p \in C((0,T); L^{n/(n-1)}(\Omega)),
\end{align*}
\]

then the net force exerted by the fluid on \( \partial \Omega \) is equal to zero:

\[
\int_{\partial \Omega} T(u(t), p(t)) \cdot \nu dS = 0 \quad \text{for all } 0 < t < T,
\]

where \( T(u, p) = \{ \partial u_{i}/\partial x_{j} + \partial u_{j}/\partial x_{i} - \delta_{ij} \} \) denotes the stress tensor and \( \nu = (\nu_{1}, \cdots, \nu_{n}) \) and \( dS \) denote the unit outer normal and the surface element of \( \partial \Omega \), respectively.

As for converse assertion of the above theorem we have

**Theorem 2.** Let \( a \in L^{r}_{t}(\Omega) \cap L^{r}_{x}(\Omega) \). Suppose that \( u \) satisfies the following conditions Case 1 and Case 2 according to the dimension \( n \).

1. **Case 1.** In case \( n \geq 3 \), \( u \) is the strong solution of (N-S) in the class \( S_{2\gamma}(\Omega) \) satisfying

\[
\| Au(t) \|_{2_{\gamma}} = O(t^{\gamma-1}) \quad \text{for some } 1/2 < \gamma < 1 \text{ as } t \to +0.
\]

2. **Case 2.** In case \( n = 2 \), \( u \) is the strong solution of (N-S) in the class \( S_{r}(0,T) \) for some \( 1 < r < 2 \) satisfying

\[
\| Au(t) \|_{2_{r}} = O(t^{\gamma-1}) \quad \text{for some } 1/2 < \gamma < 1 \text{ as } t \to +0.
\]
If \( u \) and its associated pressure \( p \) satisfy (1.4) on the net force, then there holds

\[
\begin{align*}
(1.7) \quad u & \in C([0,T); L^1(\Omega)), \\
(1.8) \quad p & \in C((0,T); L^q(\Omega)) \quad \text{for all } 1 < q < \infty.
\end{align*}
\]

The assumptions (1.5) and (1.6) on the behaviour of \( u(t) \) as \( t \to +0 \) can be removed provided the initial data \( a \) has a certain regularity.

Theorem 2'. (1) Case 1. In case \( n \geq 3 \), let \( a \) be as

\[
(1.9) \quad a \in L^1(\Omega) \cap L^r_\sigma(\Omega) \cap D(\mathcal{A}^\gamma_\sigma) \quad \text{for some } 1/2 < \gamma < 1
\]

and suppose that \( u \) is the strong solution of (N-S) in the class \( S_{2n/(n+2)}(0,T) \).

(2) Case 2. In case \( n = 2 \), let \( a \) be as

\[
(1.10) \quad a \in L^1(\Omega) \cap L^r_\sigma(\Omega) \cap D(\mathcal{A}^\gamma_{2r/(2-r)}) \quad \text{for some } 1 < r < 2 \text{ and } 1/2 < \gamma < 1
\]

and suppose that \( u \) is the strong solution of (N-S) in the class \( S_r(0,T) \).

Under the above assumption, if \( u \) and its associated pressure \( p \) satisfy (1.4) on the net force, then we have (1.7) and (1.8).

Remarks. 1. In case \( \Omega = \mathbb{R}^n \), Miyakawa [12] showed that for every \( a \in L^1(\mathbb{R}^n) \cap L^r_\sigma(\mathbb{R}^n) \) there exists a weak solution \( u \) in \( C([0,\infty); L^1(\mathbb{R}^n)) \) with \( \|u(t)\|_{L^1(\mathbb{R}^n)} \to 0 \) as \( t \to \infty \). His method is available to construct a local strong solution \( u \) in \( C([0,T); L^1(\mathbb{R}^n) \cap L^r_\sigma(\mathbb{R}^n)) \) for some \( T > 0 \) provided \( a \in L^1(\mathbb{R}^n) \cap L^r_\sigma(\mathbb{R}^n) \). Recently, in the case \( \Omega \) is the half-space \( \mathbb{R}^n_+ \), Giga-Matsui-Shimizu [6] obtained an \( L^1 \)-estimate for \( \nabla e^{-tA} \).

2. \( L^r \)-summability implies the decay of functions at infinity; the lower \( r \), the more rapid decay as \( |x| \to \infty \). Our theorems show that in exterior domains \( \Omega \), existence of solutions decaying rapidly at infinity is governed by the net force exerted by the fluid on \( \partial\Omega \). Similar investigation can be found in the following stationary problem in 3-dimensional exterior domains \( \Omega \):

\[
(8) \quad \begin{cases}
-\Delta w + w \cdot \nabla w + \nabla p = \text{div} \, F, \quad \text{div} \, w = 0 \quad \text{in } \Omega, \\
w = 0 \quad \text{on } \partial \Omega, \quad w(x) \to w^\infty \quad \text{as } |x| \to \infty,
\end{cases}
\]

where \( F = F(x) = \{F_{ij}(x)\}_{i,j=1,2,3} \) is the given \( 3 \times 3 \)-tensor and \( w^\infty \) is the prescribed constant vector in \( \mathbb{R}^3 \).

When \( F = 0 \), Finn [5] introduced a notion of physically reasonable (PR) solutions to (8) and showed that such PR-solutions \( w \) decay like \( |w(x) - w^\infty| = o(|x|^{-1}) \) as \( |x| \to \infty \) if and only if there holds

\[
\int_{\partial \Omega} T(w, \pi) \cdot \nu dS = 0.
\]
For $F \neq 0$ and $w^\infty = 0$, Borchers-Miyakawa [1] and Kozono-Sohr-Yamazaki [10] proved that the solution $w$ of (S) with $\nabla w \in L^2(\Omega)$ belongs to $L^3(\Omega)$ if and only if there holds

$$\int_{\partial \Omega} \{T(w, \pi) + F\} \cdot \nu dS = 0.$$ 

These results state that the $L^3$-solutions exist only in a special situation. Our theorems make it clear that the corresponding phenomena to the nonstationary problems occurs in $L^1$-solutions.

# 2 Preliminaries

In this section we shall prepare some lemmas.

**Lemma 2.1** Let $1 \leq q \leq n/(n - 1)$ and let $f \in L([0, T]; L^q(\Omega))$. Then there exists a sequence $\{R_m\}_{m=1}^\infty$ with $2^m \leq R_m \leq 2^{m+1}$, $m = 1, 2, \ldots$ such that

$$\sup_{0 \leq t \leq T} \left( \int_{|x|=R_m} |f(x, t)| dS \right) \to 0 \quad \text{as} \quad m \to \infty. \quad (2.1)$$

We next investigate the mean value of the solenoidal vector fields in $L^1(\Omega)$.

**Lemma 2.2** Let $u = (u_1, \ldots, u_n)$ be in $L^1(\Omega) \cap L^r_\sigma(\Omega)$ for some $1 < r < \infty$. Then we have

$$\int_{\Omega} u_j(x) dx = 0 \quad \text{for all} \quad j = 1, \ldots, n. \quad (2.2)$$

Finally in this section, we consider the following Stokes equations in $\mathbb{R}^n$ with the perturbed convective term:

$$\frac{\partial v}{\partial t} - \Delta v + U \cdot \nabla v + \nabla \pi = \text{div} \ F \quad \text{in} \quad \mathbb{R}^n \times (0, T),$$

$$\text{div} \ v = 0 \quad \text{in} \quad \mathbb{R}^n \times (0, T),$$

$$v|_{t=0} = b,$$

where $\{v, \pi\}$ are the unknown functions, while $U$ is the prescribed coefficient, $F = \{F_{ij}(x, t)\}_{i,j=1,\ldots,n}$ denotes the given $n \times n$-tensor and $b$ is the given initial data.

We impose the following assumption on $b, F$ and $U$.

**Assumption 2.1.** (i) $b \in L^1(\mathbb{R}^n) \cap L^2(\mathbb{R}^n)$;
(ii) $F \in C((0, T); L^1(\mathbb{R}^n)) \cap L^2(0, T; L^2(\mathbb{R}^n))$ with

$$\|F(t)\|_{L^1(\mathbb{R}^n)} = O(t^{\delta-1}) \quad \text{for some} \quad \delta > 1/2 \quad \text{as} \quad t \to +0; \quad (2.3)$$
(iii) 
\[ U \in BC([0, T); L^2_\sigma(R^n)) \cap C([0, T); L^\infty_\sigma(R^n)) \cap L^2(0, T; H^1_{0, \sigma}(R^n)), \]
where BC denotes the set of all bounded continuous functions and \( H^1_{0, \sigma}(R^n) \) is the closure of \( C^\infty_{0, \sigma}(R^n) \) in \( W^{1,2}(R^n) \).

The notion of the weak solution can be defined in an obvious way as the Leray-Hopf weak solution to (N-S). Then we have

**Lemma 2.3** Let \( b, F \) and \( U \) be as in Assumption 2.1. There is a weak solution \( v \) of (P.S) with the following properties.

(i) (energy identity)
\[
\int_{R^n} |v(x, t)|^2 \, dx + 2 \int_0^t \int_{R^n} |\nabla v(x, \tau)|^2 \, dx \, d\tau \\
= \int_{R^n} |b(x)|^2 \, dx - 2 \int_0^t \int_{R^n} F(x, \tau) \cdot \nabla v(x, \tau) \, dx \, d\tau
\]
for all \( 0 \leq t \leq T \).

(ii)
\[
v \in C([0, T); L^1(R^n)).
\]
Moreover, the associated pressure \( \pi \) can be taken as
\[
\pi \in C((0, T); L^q(R^n)) \quad \text{for all } 1 < q \leq 2.
\]

For the proof of Lemma 2.3 the following proposition plays an important role.

**Proposition.** There holds the estimate
\[
\|\nabla e^{t\Delta} a\|_{L^\infty(R^n)} \leq Ct^{-\frac{1}{2}}\|a\|_{BMO} \quad \text{for all } a \in BMO \text{ and all } t > 0
\]
with \( C = C(n) \).

### 3 Proof of the theorems

#### 3.1 Proof of Theorem 1

Let \( u \) be the strong solution of (N-S) in the class \( S_n(0, T) \) with (1.2) and let \( p \) be its associated pressure with (1.3). Since \( u \in C((0, T); W^{2,n}(\Omega) \cap L^1(\Omega)) \), the Sobolev embedding states
\[ u \in C((0, T); L^1(\Omega) \cap L^\infty(\Omega)) \]
with \( \nabla u \in C((0, T); L^1(\Omega) \cap L^q(\Omega)) \) for all \( 1 < q < \infty \).
Hence we have by (1.3)

\[ T(u, p) - u \otimes u \in C((0, T); L^{n/(n-1)}(\Omega)). \]

Let \( 0 < \varepsilon < T' < T \). Then it follows from Lemma 2.1 that there exists a sequence \( \{R_m\}_{m=1}^{\infty} \) with \( 2^m \leq R_m \leq 2^{m+1} (m = 1, \ldots) \) such that

\[ \sup_{\varepsilon \leq t \leq T'} \left( \int_{|x|=R_m} (T(u(t), p(t)) - u \otimes u(t)) \cdot \nu dS \right) \to 0 \quad \text{as} \quad m \to \infty. \]  

Let us consider (N-S) in the domain \( \Omega_{R_m} = \Omega \cap B_{R_m} \), where \( B_R = \{ x \in \mathbb{R}^n; |x| < R \} \). Since the pair \( \{u, p\} \) satisfies (N-S) in the classical sense, we have by integration by parts

\[
\frac{d}{dt} \int_{\Omega_{R_m}} u(x, t)dx = \int_{\Omega_{R_m}} \frac{\partial}{\partial t} u(x, t)dx \\
= \int_{\Omega_{R_m}} \text{div} (T(u(t), p(t)) - u \otimes u(t)) dx \\
= \int_{\Omega_{R_m}} T(u(t), p(t)) \cdot \nu dS + \int_{|x|=R_m} (T(u(t), p(t)) - u \otimes u(t)) \cdot \nu dS.
\]

By (3.1) and the above identity yield

\[ \frac{d}{dt} \int_{\Omega_{R_m}} u(x, t)dx \to \int_{\partial \Omega} T(u(t), p(t)) \cdot \nu dS \quad \text{uniformly in} \quad t \quad \text{for} \quad \varepsilon \leq t \leq T'. \]  

On the other hand, since \( u \in C((0, T); L^1(\Omega) \cap L^r(\Omega)) \), it follows from Lemma 2.2 that for each fixed \( t \in [\varepsilon, T'] \)

\[ \int_{\Omega_{R_m}} u(x, t)dx \to \int_{\Omega} u(x, t)dx = 0 \quad \text{as} \quad m \to \infty. \]  

From (3.2) and (3.3) we obtain

\[ \int_{\partial \Omega} T(u(t), p(t)) \cdot \nu dS = 0 \quad \text{for all} \quad \varepsilon \leq t \leq T'. \]

Since \( \varepsilon \) and \( T' \) can be taken arbitrarily, we get the desired result (1.4). This proves Theorem 1.

### 3.2 Proof of Theorem 2

Let us prove the converse assertion of Theorem 1. The condition (1.4) on the net force enables us to reduce our problem in \( \Omega \) to that in the whole \( \mathbb{R}^n \). Recall first the generalized Stokes formula. Let \( D \equiv \mathbb{R}^n \setminus \Omega \). Note that the boundary of \( D \) coincides with \( \partial \Omega \). For \( 1 < r < \infty \), we define a Banach space \( E_r(D) \) by

\[ E_r(D) = \{ u \in L^r(D); \text{div} u \in L^r(D) \}. \]
with the norm $\|u\|_{E_r(D)} = \|u\|_{L^r(D)} + \|\text{div } u\|_{L^r(\partial \Omega)}$. For $u \in E_r(D)$, $u \cdot \nu$ is well-defined as an element of $W^{1-1/r', r'}(\partial \Omega)^*(\mathcal{X}^*)$; the dual space of $\mathcal{X}$, where $r' = r/(r-1)$. There holds the generalized Stokes formula

\[(3.4) \quad \int_D u \cdot \nabla p dx + \int_D \text{div } u \cdot p dx = < u \cdot \nu, p > |_{\partial \Omega}, \quad \text{for all } p \in W^{1,r'}(D),\]

where $< \cdot, \cdot > |_{\partial \Omega}$ denotes the duality between $W^{1-1/r', r'}(\partial \Omega)^*$ and $W^{1-1/r', r'}(\partial \Omega)$. Moreover, we have

\[(3.5) \quad \|u \cdot \nu\|_{W^{1-1/r', r'}(\partial \Omega)} \leq C\|u\|_{E_r(D)} \quad \text{for all } u \in E_r(D)\]

with $C = C(D, r)$.

**Lemma 3.1** Let $u$ be the strong solution with the hypotheses of Theorem 2. If $u$ and its associated pressure $p$ satisfy (1.4), then there exists a solution of the boundary-value problem:

\[(3.6) \quad \begin{cases} \text{div } F = 0 & \text{in } D \times (0,T), \\ F \cdot \nu = T(u,p) \cdot \nu & \text{on } \partial \Omega \times (0,T), \end{cases}\]

where $D = \mathbb{R}^n \setminus \bar{\Omega}$. Such $F$ can be taken in the following class:

1. **Case 1.** In case $n \geq 3$, $F \in C((0,T); E_2(D))$ with

\[(3.7) \quad \|F(t)\|_{L^2(D)} = O(t^{r-1}) \quad \text{as } t \to +0;\]

2. **Case 2.** In case $n = 2$, $F \in C((0,T); E_{2/r}^{2r}(D))$ with

\[(3.8) \quad \|F(t)\|_{L^{2/r}(\Omega)} = O(t^{\gamma-1}) \quad \text{as } t \to +0,\]

where $\gamma$ is the same exponent as in (1.5) and (1.6).

**Proof of Theorem 2:**

Let us define $\bar{u}$, $\bar{p}$ and $\bar{F}$ as

\[
\bar{u}(x,t), \quad \bar{p}(x,t) = \begin{cases} u(x,t), & \text{for } (x,t) \in \Omega \times (0,T), \\ 0, & \text{for } (x,t) \in D \times (0,T), \end{cases}
\]

\[
\bar{F}(x,t) = \begin{cases} 0, & \text{for } (x,t) \in \Omega \times (0,T), \\ F(x,t), & \text{for } (x,t) \in D \times (0,T), \end{cases}
\]

where $F$ is the tensor-valued function given by Lemma 3.1. Let $\bar{u}(x) = a(x)$ for $x \in \Omega$, $= 0$ for $x \in D$. Obviously, there holds

\[(3.9) \quad \bar{u} \in C([0,T); L^2_\sigma(\mathbb{R}^n) \cap L^n_\sigma(\mathbb{R}^n)) \cap L^2(0,T; H^1_0,\sigma(\mathbb{R}^n)), \]

\[(3.10) \quad \bar{u} \in L^1(\mathbb{R}^n) \cap L^q_\sigma(\mathbb{R}^n) \quad \text{for all } 1 < q \leq n.\]
Since $\tilde{F}$ has the compact support in $D \times [0, T]$, we have by Lemma 3.1

\[
F(t) \in C((0, T); L^1(R^n) \cap L^2(R^n)) \quad \text{with} \quad (3.11)
\]

\[
\|F(t)\|_{L^1(R^n)} = O(t^{r-1}) \text{ as } t \to +0 \quad \text{and} \quad \int_0^T \|F(\tau)\|^2_{L^2(R^n)} d\tau < \infty.
\]

Take a test function $\Psi(x, t) = \lambda(t)\phi(x)$ so that $\lambda \in C^1([0, T])$ with $\lambda(T) = 0$ and so that $\phi \in C_0^\infty(R^n)$ with $\text{supp} \phi \subset B_R$. By (3.6) and the generalized Stokes formula, we have

\[
\int_\epsilon^T \int_{R^n} \left( T(\bar{u}, \bar{p}) - \bar{u} \otimes \bar{u} + \tilde{F} \right) \cdot \nabla \Psi dx dt
\]

\[
= \int_\epsilon^T \int_{\Omega_R} (T(u, p) - u \otimes u) \cdot \nabla \Psi dx dt + \int_\epsilon^T \int_D F \cdot \nabla \Psi dx dt
\]

\[
= \int_\epsilon^T \int_{\Omega_R} \text{div} (T(u, p) - u \otimes u) \cdot \Psi dx dt + \int_\epsilon^T \int_{\partial \Omega_R} (F \cdot \nu) \Psi dS dt
\]

\[
= - \int_\epsilon^T \int_{\Omega_R} \partial_t u \cdot \Psi dx dt
\]

\[
= \int_\epsilon^T \int_{\Omega_R} u \cdot \partial_t \Psi dx dt + \int_{\Omega_R} u(x, \epsilon) \cdot \Psi(x, \epsilon) dx.
\]

Since $u \in C((0, T); L^2_0(\Omega))$, letting $\epsilon \to +0$ in the above identity, we obtain

\[
\int_0^T \int_{R^n} \left( T(\bar{u}, \bar{p}) - \bar{u} \otimes \bar{u} + \bar{F} \right) \cdot \nabla \Psi dx dt
\]

\[
= \int_0^T \int_{R^n} \partial_t \bar{u} \cdot \partial_t \Psi dx dt + \int_{R^n} \bar{a}(x) \cdot \Psi(x, \epsilon) dx.
\]

This implies that $\bar{u}$ is weak solution of the following equation for $v$:

\[
(P.S') \begin{cases} 
\frac{\partial v}{\partial t} - \Delta v + \bar{u} \cdot \nabla v + \nabla \pi = \text{div} \bar{F} & \text{in } R^n \times (0, T), \\
\text{div} v = 0 & \text{in } R^n \times (0, T), \\
v|_{t=0} = \bar{a},
\end{cases}
\]

By (3.9)-(3.12) we see that $\bar{a}, \bar{F}$ and $\bar{u}$ fulfill the hypotheses on $b, F$ and $U$ in Assumption 2.1, respectively. Hence it follows from Lemma 2.3 that there is a weak solution $v$ of (P.S') possessing (2.5) and the energy identity (2.4) with $b, F$ replaced by $\bar{a}, \bar{F}$. Since $\bar{u} \in C([0, T]; L^p_0(R^n))$, the uniqueness criterion of weak solutions as (N-S)(Masuda [11, Theorem 3] states

\[
\bar{u} \equiv v \quad \text{on } R^n \times [0, T),
\]

which yields

\[
\nabla \pi \equiv \nabla p \quad \text{on } R^n \times [0, T).
\]

Since $u = \bar{u}, \tilde{p} = \bar{p}$ on $\Omega \times (0, T)$, (2.5), (2.6) and the above identities yield (1.7) and (1.8). This proves Theorem 2.
3.3 Proof of Theorem 2'

On account of Theorem 2, it suffices to show that (1.9) and (1.10) imply (1.5) and (1.6), respectively. To this end, we may prove the following lemma.

Lemma 3.2 Let $1 < r < \infty$, $1/2 < \gamma < 1$ and let $a \in L^r_\gamma(\Omega) \cap D(A^\gamma_\gamma)$. Suppose that $u$ is the strong solution of (N-S) in the class $S_n(0,T)$. Then we have

\[ \|Au(t)\|_r = O(t^{\gamma - 1}) \quad \text{as } t \to +0. \]
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On the $L_p$-$L_q$ estimate of Stokes semigroup
in a 2 dimensional exterior domains

Yoshihiro Shibata
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The main part of my talk in this conference is a joint work with Wakako Dan (Tsukuba Univ.).

The motion of the moving body in an incompressible viscous fluid is described by the exterior initial boundary value problem of Navier-Stokes equations if the coordinate system is fixed on the body.

In the three dimensional case, it is well-known that without smallness assumptions, present day analysis yields only a locally in time unique existence of solutions and a globally in time unique existence of small and smooth solutions, while Leray and Hopf proved the existence of square-integrable weak solutions for arbitrary square-integrable initial velocity, whose uniqueness is still open.

Leray also proved the existence of smooth solutions with a finite Dirichlet integral of the stationary problem of the Navier-Stokes equation. But, the solutions obtained by Leray did not provide much qualitative information about the solutions. In particular, nothing was proven about the asymptotic structure of the solutions - especially the wake behind the body. Finn has studied the stationary problem within the class of solutions, termed by him physically reasonable, which tend to a limit at infinity like $|x|^{-\frac{1}{2}-\epsilon}$ for some $\epsilon > 0$. In the three dimensional case, for small data he proved both existence and uniqueness within this class. Furthermore, his solutions exhibit paraboloidal wake region behind the body.

Finn has conjectured that for sufficiently small data physically reasonable solutions are stable. First, Heywood, Masuda, Maremonti and Galdi studied this problem in the $L^2$ framework. But, Finn also mentioned that the $L^2$ framework was not so suitable in the three dimensional case, because in general the difference between the stationary solution and its prescribed constant limit at infinity has an infinite $L^2$-norm. That is, the steady state solution has an infinite wake energy. This situation becomes clearer if we consider the starting problem which was also proposed by Finn and recently solved by Heywood, Galdi and myself. On the other hand, Kato and Fujita proposed to study the three dimensional Navier-Stokes equation in $L^3$ framework long ago. In fact, Kato and Iwashita proved the stability of the trivial solution of the stationary problem. Recently, Borchers & Miyakawa, and Kozono & Yamazaki proved the stability of the small Finn’s physically reasonable solutions with respect to $L^3$ weak small initial perturbation when the prescribed velocity at infinity is zero. When the prescribed velocity at infinity is small but non-zero, I also proved the stability of the small Finn’s physically reasonable solution with respect to $L^3$ small initial perturbation. Therefore, the stability problem was settled with respect to the small initial perturbation in the $L^3$ framework.

Recently, I tried to extend the three dimensional stability results to the two dimensional case. But, the situation is completely different from the three dimensional case. The uniqueness of Leray and Hopf solution holds, which was the Lions and Prodi clas-
sical result. Therefore, in the $L^2$ framework we know the unique existence of solutions for any $L^2$ initial data. Moreover, Masuda proved that the $L^2$ norm of nonstationary solutions with zero external force and zero prescribed velocity at infinity tends to zero as time tends to infinity. And also, Kozono and Ogawa proved the decay estimate of nonstationary solutions with zero external force and zero prescribed velocity at infinity in the several different norms.

More precisely, let us consider the solution $u(t, x), p(t, x)$ of the following Navier-Stokes equation:

$$
\begin{align*}
    u_t - \Delta u + (u \cdot \nabla) u + \nabla p &= 0, \quad \nabla \cdot u = 0 \quad \text{in } \Omega, \quad t > 0 \\
    u|_{\partial \Omega} &= 0, \quad u(0, x) = a(x) \in L^2(\Omega) \\
    \lim_{|x| \to \infty} u(t, x) &= 0
\end{align*}
$$

where $\Omega$ is an exterior domain in $\mathbb{R}^2$ with smooth boundary. Then, Kozono and Ogawa proved the decay estimate:

$$(D) \begin{align*}
    \|u(t, \cdot)\|_{L^p(\Omega)} &= o(t^{-\left(\frac{1}{2} - \frac{1}{p}\right)}) \quad 2 \leq p < \infty \\
    \|u(t, \cdot)\|_{L^\infty(\Omega)} &= o(t^{-\frac{1}{2}} \sqrt{\log t}) \\
    \|\nabla u(t, \cdot)\|_{L^2(\Omega)} &= o(t^{-\frac{1}{2}}).
\end{align*}$$

as $t \to \infty$. Their method heavily depends on the $L^2$ decay estimate of solutions, and the theory of the fractional powers in the $L^2$ framework and some very sharp inequalities of Gagliardo-Nirenberg type. But, they did not investigate any rate of decay of Stokes semigroup $\{e^{tA}\}$, which plays a crucial role according to Kato's argument. Recently, Dan and myself proved the $L^p$-$L^q$ decay estimate of the Stokes semigroup. Namely, we have

$$
\begin{align*}
    \|e^{tA}a\|_{L^p(\Omega)} &\leq C_{p,q} t^{-\left(\frac{1}{2} - \frac{1}{p}\right)} \|a\|_{L^q(\Omega)}, \quad 1 < q \leq p \leq \infty \\
    \|\nabla e^{tA}a\|_{L^p(\Omega)} &\leq C_{p,q} t^{-\left(\frac{1}{2} - \frac{1}{p}\right) - \frac{1}{2}} \|a\|_{L^q(\Omega)}, \quad 1 < q \leq p \leq 2.
\end{align*}
$$

as $t \to \infty$. Using this, Lions and Prodi uniqueness theorem and Masuda’s decay result of the $L^2$-norm of the solution to Navier-Stokes equation and employing the Kato’s argument we can improve the decay estimate (D) due to Kozono and Ogawa. Namely, the solution $u$ of the Navier-Stokes equation satisfies the estimate:

$$
\|u(t, \cdot)\|_{L^\infty(\Omega)} = o(t^{-\frac{1}{2}}) \quad t \to \infty.
$$

Namely, the stability problem of trivial solutions of the stationary problem was completely settled in the two dimensional case.

But, the stability of non-zero solution is the completely open problem. For example, we do not know the existence of non trivial stationary solutions with prescribed zero velocity at infinity even when the external force is very small in the similar sense to the three dimensional case (cf. Borchers and Miyakawa). When the prescribed speed at
infinity is nonzero, Finn and Smith and also Galdi constructed the stationary solutions when the Reynolds number is small enough, which provided a great deal of qualitative asymptotic information, especially about the wake behind the body. But, since we have not yet proved any results concerning the uniform decay estimates of $L^p - L^q$ type of the Oseen semigroup, we can not tell anything about the stability of the stationary solutions constructed by Finn and Smith, and Galdi. From my experience in the treatment of three dimensional stability theory, I feel that the asymptotic behaviour of the stationary solutions seems to be too bad to obtain its stability. Therefore, maybe we must start to study the stability of stationary solutions possessing better asymptotic behaviour at infinity like self-propelled solutions.

In my talk, I would like to talk at least about the $L^p - L^q$ decay estimate of 2 dimensional Stokes semigroup and its application. The proof heavily depends on the sharp representation formula of the coefficients of the asymptotic expansions of the Stokes resolvent near the origin, which seems to have very new aspects in the study of Navier-Stokes equation in this direction. Therefore, if I have time, I would like to mention some essential part of the proof.
Heat convection with a stress free boundary condition and bifurcation problems

Takaaki NISHIDA and Hideaki YOSHIHARA
Kyoto University, Department of Mathematics

We consider the simple Rayleigh-Bénard problem for the heat convection using the Boussinesq equations for the velocity, pressure and temperature:

\[
\frac{1}{\mathcal{P}} (u_t + u \cdot \nabla u) + \nabla p = \Delta u - \rho(T) \nabla z, \quad \nabla \cdot u = 0, \quad T_t + u \cdot \nabla T = \Delta T
\]

in the strip \(-\infty < x < \infty, \quad 0 < z < \pi\), where \(\rho(T) = G - \mathcal{R} T\) is assumed for the density of the fluid, \(\mathcal{P}\) is the Prandtl number and \(\mathcal{R}\) is the Rayleigh number.

We assume the stress free boundary condition for the velocity on the both boundaries \(-\infty < x < \infty, \quad z = 0, \quad z = \pi\), and the Dirichlet boundary condition for the temperature \(T = 1\) on the lower boundary and \(T = 0\) on the upper boundary. These equations have the equilibrium solution for any Rayleigh number

\[
u = 0, \quad T = \tilde{T}(z) \equiv 1 - \frac{z}{\pi}, \quad p = \tilde{p}(z) \equiv -\frac{\mathcal{R}}{2\pi} (z - \pi)^2 - G(z - \pi) + p_{\text{air}},
\]

which represents the purely heat conducting state.

We will consider the bifurcation problems of this equilibrium state under the assumption that all perturbations are periodic in \(x\).

The perturbation \((\Psi, \Theta)\) satisfies a nonlinear system, which can be written using the stream function \(\Psi\) for the perturbed flow.

\[
\Delta \Psi_t + \mathcal{P} \mathcal{R} \Theta_z = \mathcal{P} \Delta^2 \Psi + \Psi_z \Delta \Psi_x - \Psi_x \Delta \Psi_z, \quad \text{(1)}
\]

\[
\Theta_t + \Psi_x = \Delta \Theta + \Psi_z \Theta_x - \Psi_x \Theta_z, \quad \text{in} \quad 0 < z < \pi. \quad \text{(2)}
\]

\[
\Psi = 0, \quad \Psi_{zz} = 0, \quad \Theta = 0 \quad \text{on} \quad z = 0, \pi. \quad \text{(3)}
\]

We can consider \(\Psi\) and \(\Theta\) of the following form because of the boundary condition:

\[
\Psi = \sum_{m=1}^{+\infty} \sum_{n=1}^{+\infty} \psi_{mn}(t) \sin(amx) \sin(nz), \quad \text{(4)}
\]
The system becomes the infinite dimensional ODE's:

\[
\frac{d\psi_{mn}}{dt} = a_{mn} \psi_{mn} + b_{mn} \theta_{mn} + F_{mn},
\]

(6)

\[
\frac{d\theta_{mn}}{dt} = c_{mn} \psi_{mn} + d_{mn} \theta_{mn} + G_{mn},
\]

(7)

where \(a_{mn}, b_{mn}, c_{mn}, d_{mn}\) are constants and \(F_{mn}, G_{mn}\) are the nonlinear terms.

In 1916 Rayleigh considered the linearized stability and found the critical Rayleigh number as follows:

\[
R_c = \inf_{m,n,a} \frac{(a^2 m^2 + n^2)^3}{a^2 m^2}
\]

(8)

\[= 6.75 \quad (m = 1, n = 1, a = 1/\sqrt{2}).\]

The usual bifurcation theory applies to the system and the stationary bifurcation occurs from the above critical point. Veronis (1966), Moore and Weiss (1973) obtained the bifurcated stationary solutions numerically, and Busse and Bolton (1984, 1985) examined the stability of the bifurcated solution numerically when \(a\) is varied. The stability analysis of the bifurcated solution has been considered by Kagei and Wahl recently in a small neighbourhood of the bifurcation points.

On the other hand Lorenz (1963) treated the truncated system such that only three modes \(\{ m + n = 2 \}\) are included in the system. He obtained not only the bifurcated stationary solution but also a strange attractor for large Rayleigh number. The bifurcation from the stationary solution is the reverse Hopf bifurcation and so the bifurcated periodic solution is not stable. After that Curry (1978) considered a model of 14 components \(\{ m \leq 3, n \leq 4, m + n = \text{even} \}\) and obtained the stable periodic solution after the Hopf bifurcation and also chaotic solutions numerically.

Here we will obtain bifurcated solutions numerically to have a better bifurcation diagram for the full system.
1 Introduction

In this talk, we shall discuss the blow-up boundaries and the blow-up rates of solutions for the following nonlinear wave equation with a null form:

\[ \Box u = u_t^2 - u_x^2 \quad \text{in} \quad \mathbb{R} \times \mathbb{R}, \tag{1.1} \]

where \( u = u(t, x) \) is a real valued unknown function of \( (t, x) \in \mathbb{R} \times \mathbb{R} \), and \( \Box = \partial_t^2 - \partial_x^2 \) is the d'Alembertian of one space dimension. For a solution \( u \) of (1.1), the blow-up boundary is defined by semilinear nature, i.e.,

\[ \partial \{ (t, x) \in \mathbb{R} \times \mathbb{R} : |u(t, x)| < +\infty \}. \]

The aim of this talk is to show that there are solutions of (1.1) with an arbitrary blow-up rate and that there are various shapes of blow-up boundaries depending on the initial data.

Before stating our main results, we recall some known results for the blow-up boundaries and the blow-up rates of solutions to other semilinear wave equations of the form:

\[ \Box u = F(u) \quad \text{in} \quad \mathbb{R} \times \mathbb{R} \tag{1.2} \]

with some positive nonlinearity \( F(u) \), which does not depend on the derivatives of \( u \). For the power nonlinearity \( F(u) \sim |u|^p \), Caffarelli and Friedman [1] proved, under some assumptions on the initial data, that the blow-up boundary is a space-like smooth curve and has a monotonicity in the spatial variable \( x \). They also calculated the blow-up rate of the solutions which is the same as that for the o.d.e. \( u_{tt} = F(u) \). The analogous result is obtained in their previous paper [2] for two or three dimensional case, in which stronger assumptions on the data are required. The positivity of the fundamental solution of the d'Alembertian plays
a crucial role in [1] and [2]. This kind of problem is studied by Kichenassamy [3] for the exponential nonlinearity \( F(u) \sim e^u \) in any number of space dimensions. In [4] Kichenassamy and Littman give examples of solutions with a time-like singular set (see Remark 1 at p.1892 in [4]). These papers [3] and [4] contain general prescriptions to construct solutions with prescribed blow-up set.

On the other hand, we will see in Section 3 that the blow-up nature for (1.1) is completely different from that for (1.2). That is, in Section 3, we show that the blow-up rate for (1.1) is not necessarily the same as that for the o.d.e. \( u_{tt} = u_t^2 \) and there are infinitely many different blow-up rates for (1.1). Furthermore, it is shown that the blow-up boundary for (1.1) need not be a space-like curve. That is, we give a sufficient condition for which the blow-up boundary is a compact set of the space-time, and also give a sufficient condition on the initial data for which the blow-up boundary is a space-like smooth curve as well as the case for (1.2). We note that the method of [1] and [2] is inapplicable to (1.1) even though the problem is in one space dimension.

This talk is organized as follows. In Section 2, we give an explicit representation of solutions to (1.1) through a linearization. In Section 3, we state and prove our main results using the representation.

## 2 Preliminary

In this section, we give a concrete representation of solutions to (1.1). It is well known that the nonlinear wave equation (1.1) is transformed into the wave equation \( u_{tt} - u_{xx} = 0 \) by

\[
v(t, x) = \exp\{-u(t, x)\}, \quad u(t, x) = -\log\{v(t, x)\}.
\]  

The transformation (2.1) was first introduced by Hopf [5] for the Burgers equation, and an application of (2.1) to (1.1), which was suggested by L. Nirenberg, appears in Klainerman [6]. However, there does not seem to be a detailed study of the blow-up problem for (1.1) in the literature. By the linearization of (1.1), it is easily seen that for any smooth functions \( F \) and \( G \),

\[
 u(t, x) = -\log\{F(x - t) + G(x + t)\}
\]  

satisfies (1.1) in the domain

\[
\Omega = \{(t, x) \in \mathbb{R} \times \mathbb{R} : F(x - t) + G(x + t) > 0\}.
\]  

In fact, from (2.2) we have

\[
u_t(t, x) = \frac{F'(x - t) - G'(x + t)}{F(x - t) + G(x + t)},
\]
\[
\begin{align*}
  u_x(t, x) &= -\frac{F'(x-t) + G'(x+t)}{F(x-t) + G(x+t)}, \quad \text{(2.5)} \\
  u_{tt}(t, x) &= -\frac{F''(x-t) + G''(x+t)}{F(x-t) + G(x+t)} + \left(\frac{F'(x-t) - G'(x+t)}{F(x-t) + G(x+t)}\right)^2, \quad \text{(2.6)} \\
  u_{xx}(t, x) &= -\frac{F''(x-t) + G''(x+t)}{F(x-t) + G(x+t)} + \left(\frac{F'(x-t) + G'(x+t)}{F(x-t) + G(x+t)}\right)^2. \quad \text{(2.7)}
\end{align*}
\]

Therefore, we obtain the following lemma.

**Lemma 1** Let \( F \) and \( G \) be smooth functions satisfying \( F(x) + G(x) > 0 \) for all \( x \in \mathbb{R} \). Then \( u(t, x) \) given by (2.2) is a smooth solution of (1.1) in the domain \( \Omega \) defined by (2.3) with the initial data

\[
u(0, x) = -\log\{F(x) + G(x)\}, \quad u_t(0, x) = \frac{F'(x) - G'(x)}{F(x) + G(x)}.
\]

**Remark** It is possible to give the representation in terms of the solution of the wave equation for more general equations. In fact, it is easily seen that

\[
u_{tt} - \Delta u + f(u)(|u_t|^2 - |\nabla u|^2) = 0, \quad (t, x) \in \mathbb{R} \times \mathbb{R}^n
\]

is transformed into the wave equation \( v_{tt} - \Delta v = 0 \) by \( v(t, x) = \int_0^u(t, x) \exp(\int_0^s f(r)dr)ds \).

# 3 Main Results

In this section, we prove our main results stated in Section 1. We begin with the following theorem, which shows that there are solutions of (1.1) with an arbitrary blow-up rate and that the blow-up may occur at only one point in the space-time.

**Theorem 1** For any positive constant \( p > 0 \), there exists a solution \( u(t, x) \) of (1.1) in \( \Omega_0 = \{(t, x) \in \mathbb{R} \times \mathbb{R} \}; (t, x) \neq (0, 0)\} \) such that \( u(t, x) \in C^\infty(\Omega_0) \) and satisfies

\[
\sum_{j, k \in \mathbb{Z}_+; j + k = l} |\partial_t^j \partial_x^k u(t, x)| = O((|t| + |x|)^{-p-1}) \quad \text{for all } l \in \mathbb{Z}_+ \quad \text{(3.1)}
\]

near \((t, x) = (0, 0)\). Here, \( \mathbb{Z}_+ \) denotes the set of all non-negative integers.

**Proof.** Let \( H \in C^\infty(\mathbb{R}) \) be a function such that

\[
H(x) = \begin{cases} 
0 & (x = 0) \\
\exp(-|x|^{-p}) & (0 < |x| \leq 1) \\
\text{smooth} & (|x| > 1),
\end{cases} \quad \text{(3.2)}
\]
and \( H(x) = H(-x), H'(x) > 0 \) for all \( x > 0 \). Put
\[
    u(t,x) = -\log \{ H(x-t) + H(x+t) \}.
\] (3.3)

Then, from Lemma 1, \( u(t,x) \) is a smooth solution of (1.1) in \( \Omega_0 \). Near the singular point \( (t,x) = (0,0) \), it follows from (3.2) and (3.3) that
\[
    u(t,x) = -\log \{ \exp(-|x-t|^p) + \exp(-|x+t|^p) \}
\] (3.4)
if \( 0 < |x-t| < 1 \) and \( 0 < |x+t| < 1 \). From the expression (3.4), we have the estimate (3.1) near \( (t,x) = (0,0) \).

Remark 1 The positivity of \( \Box u(t,x) \) in the whole existence domain plays an important role in [1]. For the solution \( u(t,x) \) of (1.1) given by (3.3), the sign of \( \Box u(t,x) \) changes around the singular point \( (0,0) \). In fact, from (2.6), (2.7) and (3.3), we have
\[
    \Box u(t,x) = -\frac{4H'(x-t)H'(x+t)}{\{H(x-t) + H(x+t)\}^2},
\]
from which together with \( xH'(x) > 0 \) for \( x \neq 0 \), it follows that \( \Box u(t,x) > 0 \) if and only if \( |x| < |t| \).

Next, we give a sufficient condition for which the blow-up boundary for (1.1) is compact. Therefore, under the assumptions in the following theorem, the singularity of the solution to (1.1) is confined in a bounded domain of the space-time and does not propagate (for another example of a singularity which does not propagate, see at pp. 433–434 in [4]).

**Theorem 2** Let \( F \) and \( G \) be non-negative smooth functions, and put \( N_F = \{ x \in \mathbb{R} : F(x) = 0 \} \) and \( N_G = \{ x \in \mathbb{R} : G(x) = 0 \} \). Assume that \(-\infty < \inf N_F \leq \sup N_F < \inf N_G \leq \sup N_G < +\infty\). Then the singular set \( S \) of the solution \( u(t,x) \) to (1.1) given by (2.2) is compact, that is, there exists a bounded closed set \( S \) in the space-time \( \mathbb{R} \times \mathbb{R} \) such that \( u(t,x) \) satisfies (1.1) in \( \mathbb{R} \times \mathbb{R} \setminus S \) and \( \lim_{(t,x) \to \partial S} u(t,x) = +\infty \).

**Proof.** Put \( S = \{(t,x) \in \mathbb{R} \times \mathbb{R} : F(x-t) = 0 \text{ and } G(x+t) = 0 \} \). Since both \( F \) and \( G \) are non-negative, we have \( \{(t,x) \in \mathbb{R} \times \mathbb{R} : F(x-t) + G(x+t) > 0 \} = \mathbb{R} \times \mathbb{R} \setminus S \). Moreover, by the assumption that \( \sup N_F < \inf N_G \), we have \( F(x) + G(x) > 0 \) for all \( x \in \mathbb{R} \). Thus, it follows from Lemma 1 that \( u(t,x) \) satisfies (1.1) in \( \mathbb{R} \times \mathbb{R} \setminus S \) and \( \lim_{(t,x) \to \partial S} u(t,x) = +\infty \). The closedness of \( S \) follows from the continuity of the functions \( F \) and \( G \). Moreover, \( S \) is contained in the rectangle with the vertexes \( (t,x) = ((\alpha_i - \beta_j)/2, (\alpha_i + \beta_j)/2), (i,j = 1,2) \), where \( \alpha_1 = \sup N_G, \alpha_2 = \inf N_G, \beta_1 = \sup N_F, \beta_2 = \inf N_F \). Therefore, the boundedness of \( S \) follows from the assumption that \(-\infty < \beta_2 < \beta_1 < \alpha_2 \leq \alpha_1 < +\infty\). \( \Box \)
Remark 2 In Theorem 2, assuming further that \( F = 1/2, G = 1/2 \in C_0^\infty(\mathbb{R}) \), the initial data \( u(0, x), u_t(0, x) \) belong to \( C_0^\infty(\mathbb{R}) \) by Lemma 1. Moreover, if \( N_F \) (or \( N_G \)) is not connected, then the singular set \( S \) is also not connected.

Remark 3 As a simple example of blow-up solution for (1.1) whose blow-up boundary is not bounded, we can give
\[ u(t, x) = 10g(1 - t), \]
which is a smooth solution of (1.1) for \( t < 1 \) and satisfies
\[ \lim_{t \to 1^-} u(t, x) = +\infty. \]
That is, the blow-up boundary is a line \( \{(t, x) \in \mathbb{R} \times \mathbb{R} : t = 1\} \). On the other hand, \( u(t, x) = -\log\{\arctan(x - t + 1) - \arctan(x + t - 1)\} \) gives another example of blow-up solution for (1.1) whose blow-up boundary is the same line \( \{(t, x) \in \mathbb{R} \times \mathbb{R} : t = 1\} \). We note that both two solutions have the positivity \( \Box u(t, x) > 0 \) in \( (-\infty, 1) \times \mathbb{R} \). Therefore, different initial data may lead to the same blow-up boundary. This point has been made in [3] and [4]. These papers contain general prescriptions to construct solutions with prescribed blow-up set.

Finally, we give a sufficient condition on the initial data for which the blow-up boundary is a space-like smooth convex curve.

**Theorem 3** Assume that \( g \in C^\infty(\mathbb{R}) \) satisfies
\[ \int_{-\infty}^{+\infty} g(x)dx > 2, \quad g(x) > 0, \quad g(x) = g(-x), \quad \left( \frac{1}{g(x)} \right)'' > 0 \quad \text{for} \quad x \in \mathbb{R}, \quad (3.5) \]
and let \( u(t, x) \) be the solution of (1.1) with \( u(0, x) = 0 \) and \( u_t(0, x) = g(x) \) for \( x \in \mathbb{R} \). Then, there exist a function \( \varphi \in C^\infty(\mathbb{R}) \) such that \( 0 < \varphi(0) = \min_{x \in \mathbb{R}} \varphi(x) \),
\[ \varphi(x) = \varphi(-x), \quad |\varphi'(x)| < 1, \quad \varphi''(x) > 0 \quad \text{for} \quad x \in \mathbb{R}, \quad (3.6) \]
\[ u \in C^\infty(\{(t, x) \in \mathbb{R} \times \mathbb{R} : t < \varphi(x)\}), \quad \lim_{t \to -\varphi(x)-0} u(t, x) = +\infty. \quad (3.7) \]

_Proof._ Let \( v(t, x) = 2 - \int_{x-t}^{x+t} g(y)dy \). Then, from Lemma 1, the solution of (1.1) with \( u(0, x) = 0 \) and \( u_t(0, x) = g(x) \) is given by \( u(t, x) = -\log\{(1/2)v(t, x)\} \). Moreover, we have \( v(t, x) = -g(x + t) - g(x - t) < 0 \) for all \( (t, x) \in \mathbb{R} \times \mathbb{R} \) by the assumption that \( g(x) > 0 \) for \( x \in \mathbb{R} \), and have \( v(0, x) = 2 \) and \( \lim_{t \to +\infty} v(t, x) = 0 \) for all \( x \in \mathbb{R} \) by the assumption that \( \int_{-\infty}^{+\infty} g(x)dx > 2 \). Thus, for any \( x \in \mathbb{R} \) there exists a unique value \( \varphi(x) > 0 \) such that \( v(\varphi(x), x) = 0 \), \( v(t, x) > 0 \) for \( t < \varphi(x) \) and \( v(t, x) < 0 \) for \( t > \varphi(x) \). Therefore, we have (3.7). By the assumption, \( g \) is an even function, so is \( v(t, \cdot) \) for any \( t \in \mathbb{R} \), from which together with the relation \( v(\varphi(x), x) = 0 \) we have \( \varphi(x) = \varphi(-x) \) for \( x \in \mathbb{R} \). The smoothness of \( \varphi \) follows from that of \( g \) and the relation \( v(\varphi(x), x) = 0 \). Again from the relation \( v(\varphi(x), x) = 0 \), we have
\[ \varphi'(x) = \frac{g(x - \varphi(x)) - g(x + \varphi(x))}{g(x - \varphi(x)) + g(x + \varphi(x))}. \quad (3.8) \]
From the assumption that $g(x) > 0$ for $x \in \mathbb{R}$ and (3.8), we have $\varphi'(0) = 0$ and $|\varphi'(x)| < 1$ for all $x \in \mathbb{R}$. From (3.8) we have

$$\varphi''(x) = \frac{2g(x + \varphi(x))g'(x - \varphi(x))(1 - \varphi'(x)) - g(x - \varphi(x))g'(x + \varphi(x))(1 + \varphi'(x))}{g(x - \varphi(x)) + g(x + \varphi(x))}. $$

Inserting (3.8) into the last equation, we have

$$\varphi''(x) = \frac{4\{G'(x + \varphi(x)) - G'(x - \varphi(x))\}}{\{g(x - \varphi(x))\}^2\{g(x + \varphi(x))\}^2\{g(x - \varphi(x)) + g(x + \varphi(x))\}^3}. $$

Here we have put $G(y) = 1/g(y)$. From the fact that $x - \varphi(x) < x + \varphi(x)$ for $x \in \mathbb{R}$ and the assumption that $G''(y) > 0$ for $y \in \mathbb{R}$, we have $G'(x - \varphi(x)) > G'(x + \varphi(x))$ for all $x \in \mathbb{R}$. Hence we have $\varphi''(x) > 0$ for all $x \in \mathbb{R}$. Finally, from the facts that $\varphi'(0) = 0$ and $\varphi''(x) > 0$ for $x \in \mathbb{R}$, we have $x^2\varphi''(x) > 0$ for $x \neq 0$ and $\varphi(0) = \min_{x \in \mathbb{R}} \varphi(x)$. □

**Remark 4** For example, the function $g(x) = (6/\pi)(1 + x^2)^{-1}$ satisfies the assumption (3.5). In this case, the solution of (1.1) with $u(0, x) = 0$ and $u_t(0, x) = g(x)$ is given by $u(t, x) = \log\{1 - (3/\pi)(\arctan(t + x) + \arctan(t - x))\}$. Furthermore, the explicit form of the blow-up boundary $\varphi(x) = \sqrt{x^2 + 4/3 - \sqrt{1/3}}$ is obtained by using the addition theorem for the tangent function: $\tan(x + y) = (\tan x + \tan y)/(1 - \tan x \tan y)$.

**Remark 5** For the solution $u(t, x)$ in Theorem 3, the positivity $\Box u(t, x) = 4g(x + t)g(x - t)(2 - \int_{-t}^{x+t} g(y)dy)^{-2} > 0$ holds in the domain $\{(t, x) \in \mathbb{R} \times \mathbb{R} : t < \varphi(x)\}$.
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We consider the initial value problem for

\[ \square_i u^i \equiv \partial_t^2 u^i - c_i^2 \Delta u^i = F_i(\partial u, \partial^2 u) \quad \text{in } \mathbb{R}^n \times (0, \infty), \]  

(1)

\[ u^i(x, 0) = \varepsilon f^i(x), \quad \partial_t u^i(x, 0) = \varepsilon g^i(x) \quad \text{in } \mathbb{R}^n, \]  

(2)

where \( i = 1, \ldots, m, \ n = 2, 3, \ c_i \) are positive constants and \( \varepsilon > 0 \) is a small parameter. Besides, \( F_i \in C^\infty(\mathbb{R}^{(n+1)m} \times \mathbb{R}^{(n+1)m^2}) \) and \( f^i, g^i \in C^\infty(\mathbb{R}^n) \). We also denoted \( u = (u^1, \ldots, u^m) \) and \( \partial = (\partial_0, \partial_1, \ldots, \partial_n) \) with \( \partial_0 = \partial_t = \partial / \partial t \) and \( \partial_j = \partial / \partial x_j, \ j = 1, \ldots, n. \)

To begin with, we shall make a brief review of known results concerning a special case where \( m = 1 \), because this case has been studied extensively. (See also [2-7]). Let \( F^1 \) satisfy

\[ F^1(\partial u, \partial^2 u) = O(|\partial u|^{p-1} |\partial^2 u|) \quad \text{near } \partial u = 0, \]  

(3)

where \( p = (n + 1)/(n - 1) \). Generally, we do not expect the existence of global solutions, even if the initial data small enough. However, if we suppose the nonlinearity has some special form, there is a unique global solution of the problem for sufficiently small initial data. The additional condition is called Klainerman's null condition.

A role of the null condition is closely connected to the following vector fields \( A = (\Gamma_i) \) which generate a Lie algebra with respect to the usual commutator of linear operators:

\[ \partial_i, \partial_1, \ldots, \partial_n, \ S = t \partial_t + r \partial_r, \ \Omega_{ij} = x_i \partial_j - x_j \partial_i \ (1 \leq i < j \leq n), \]  

(4)

and

\[ L_i = x_i \partial_i + t \partial_i \ (1 \leq i \leq n), \]

where \( r = |x| \). In fact, we may write

\[ \partial_i = -\omega_i \partial_t + \frac{1}{t} L_i + \frac{\omega_i}{t + r} S - \sum_{j=1}^n \frac{r \omega_i \omega_j}{t(t + r)} L_j, \quad \partial_t = \frac{1}{t^2 - r^2} (t S - \sum_{i=1}^n x_i L_i), \]  

(5)

where \( \omega_i = x_i/|x| \). (See F. John [6]). Therefore, if \( F^1 \) satisfies (3) and the null condition, after a direct computation, we arrive at

\[ |\Gamma^\alpha F_i(\partial u, \partial^2 u)| \leq C \sum_{|\beta + | \leq |\alpha| + 2} |\Gamma^\beta u| |\Gamma^\gamma \partial u|^{p-1} \quad \text{for } t > 0, \]  

(6)
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which gives us an additional decay factor $t^{-1}$. This is a crucial point to treat the critical nonlinearity.

We now turn our attention to our problem with $m \geq 2$. When the propagation speeds are same, say, $c_i = 1$ ($i = 1, \cdots, m$), the global existence theorem has already been proved by S. Klainerman [9] for $n = 3$ and by S. Katayama [8] for $n = 2$ for the critical nonlinearity satisfying the null condition.

On the other hand, when $n = 2$ and the propagation speeds are different from each other, M. Kovalyov [10] obtained the global existence theorem for special nonlinearities with the critical power. Recently, R. Agemi and K. Yokoyama [1] derived the null condition for the system (1) with different speeds by considering a plane wave solution, which includes the nonlinearity studied in [10]. To state the condition more precisely, we write $F^i$ as

$$F^i(\partial u, \partial^2 u) = \sum_{j,k,l=1}^{2} \sum_{\gamma, \delta = 0}^{2} D_{ijkl}^{\alpha \beta \gamma \delta} \partial_{\alpha} u^j \partial_{\beta} u^k \partial_{\gamma} \partial_{\delta} u^l,$$

where $D_{ijkl}^{\alpha \beta \gamma \delta}$ are constants. Then the condition derived by them is

$$C_i(X) \equiv \sum_{\alpha, \beta, \gamma, \delta = 0}^{2} D_{iiii}^{\alpha \beta \gamma \delta} X_{\alpha} X_{\beta} X_{\gamma} X_{\delta} = 0 \quad (i = 1, \cdots, m). \quad (7)$$

for any real vector $X = (X_0, X_1, X_2)$ satisfying

$$(X_0)^2 - c_i^2 \{ (X_1)^2 + (X_2)^2 \} = 0.$$

(See also Proposition 2.1 in [1].) Based on this, we shall rewrite $F^i$ in the following form:

$$F^i(\partial u, \partial^2 u) = N^i(\partial u^i, \partial^2 u^i) + R^i(\partial u, \partial^2 u),$$

where

$$N^i(\partial u^i, \partial^2 u^i) = \sum_{\alpha, \beta, \gamma, \delta = 0}^{2} D_{iiii}^{\alpha \beta \gamma \delta} \partial_{\alpha} u^i \partial_{\beta} u^i \partial_{\gamma} \partial_{\delta} u^i,$$

$$R^i(\partial u, \partial^2 u) = \sum_{(j,k,l) \neq (i,i,i)}^{2} \sum_{\alpha, \beta, \gamma, \delta = 0}^{2} D_{ijkl}^{\alpha \beta \gamma \delta} \partial_{\alpha} u^j \partial_{\beta} u^k \partial_{\gamma} \partial_{\delta} u^l.$$

By (7), one can write $N^i$ as linear combinations of the followings:

$$N_1^i = ((\partial_0 u^i)^2 - c_i^2 |\nabla u^i|^2) \partial_{\alpha} \partial_{\beta} u^i,$$

$$N_2^i = \partial_{\alpha} u^i \partial_{\beta} ((\partial_0 u^i)^2 - c_i^2 |\nabla u^i|^2),$$

$$N_3^i = \partial_{\alpha} u^i \partial_{\beta} u^i \partial_{\gamma} \partial_{\delta} u^i,$$

$$N_4^i = \partial_{\alpha} u^i (\partial_{\beta} u^i \partial_{\gamma} \partial_{\delta} u^i - \partial_{\gamma} u^i \partial_{\beta} \partial_{\delta} u^i)$$

for $\alpha, \beta, \gamma, \delta = 0, 1, 2$. We shall call $N^i$ the Null-form, while $R^i$ the Resonance-form.

Our next interest is then to show the global existence theorem for such nonlinearity. In [1], R. Agemi and K. Yokoyama treated the Resonance-form and proved the existence
theorem. Thus, the aim of this paper is to deal with not only the Resonance-form but also the Null-form. To this end, we rewrite the spatial and time derivative as follows,

\[ \nabla = \frac{x}{r} \partial_r - \frac{x^+}{r^2} \Omega \quad \text{for} \quad r = |x| > 0 \]

and

\[ \partial_t = -c \partial_r - \frac{\delta(r,t)}{\sqrt{t}} \partial_r + \frac{1}{t} S \quad \text{for} \quad |c_t - r| \leq \sqrt{t}, \]

where \( x^+ = (x_2, -x_1) \), \( \Omega = x_1 \partial_2 - x_2 \partial_1 \), and \(-1 \leq \delta(r,t) \leq 1\). To obtain a variant of (6), we make use of these identities in a region

\[ \Lambda_i = \{ (r,t) \in (0,\infty) \times (0,\infty) \mid |c_t - r| \leq \sqrt{t} \} , \quad i = 1, \ldots, m. \]  

Actually, this is the key of our argument. Furthermore, our proof revises previous one concerning the scalar equations in the sense that we do not need to use the operators \( L_i \).

Now we state our main theorem.

**Theorem 1** Let \( n = 2 \). Suppose (7) holds. Then there exists a positive constant \( \varepsilon_0 \) such that the initial value problem (1) and (2) has a unique \( C^\infty \)-solution in \( \mathbb{R}^2 \times [0,\infty) \) for \( 0 < \varepsilon \leq \varepsilon_0 \).
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Abstract
We derive various estimates for strong solutions to the Navier-Stokes equations in $C([0,T), L^3(\mathbb{R}^3))$ that allow us to prove some regularity results on the kinematic bilinear term. We relate these estimates to the proof of uniqueness of strong solutions in $C([0,T), L^3(\mathbb{R}^3))$ recently given by Furioli-Lemarié-Terraneo.

Introduction and definitions
The Cauchy problem for the Navier-Stokes equations governing the time evolution of the velocity $u(x,t) = (u_1(x,t), u_2(x,t), u_3(x,t))$ and the pressure $p(x,t)$ of an incompressible fluid filling all of $\mathbb{R}^3$ is described by the system

$$
\begin{align*}
\frac{\partial u}{\partial t} &= \Delta u - \nabla \cdot (u \otimes u) - \nabla p, \\
\nabla \cdot u &= 0, \\
u(x,0) &= u_0(x), x \in \mathbb{R}^3, t \geq 0.
\end{align*}
$$

The existence of solutions to this system which are strongly continuous in time and take value in Lebesgue spaces $L^p(\mathbb{R}^3)$ has been well-known for a long time for $p \geq 3$ (see [2]). In the critical case, $p = 3$, for which solutions of (1) are invariant by rescaling, one can construct strong solutions in a subclass of $C_t(L^3) = C([0,T), L^3(\mathbb{R}^3))$ (see [3, 12, 5, 6]), but their uniqueness within the natural class was proved only recently ([4]). The key tool in obtaining this uniqueness result was the use of the Besov spaces $B_q^{-\left(1-\frac{3}{p}\right)\infty}$, for $q < 3$. 

---
These spaces have been used previously, but mainly with $q \geq 3$, in obtaining global existence results (see [8],[2],[10]). In addition, it was already noticed in various contexts (see [2],[10]) how the bilinear term, which is the difference between the solution and the solution to the linear heat equation (with same initial data), behaves better than the solution itself. We improve these results in the present paper, and show how this gain in regularity is related to the uniqueness problem, the main estimates involved being of the same kind.

In order to simplify our study let us introduce the projection operator $\mathbb{P}$ on the divergence free vector fields. We remark that $\mathbb{P}$ is a pseudodifferential operator of order 0 which will be continuous on all spaces subsequently used (primarily because it is continuous on all Lebesgue spaces $L^p$, for $1 < p < \infty$).

A common method solving (1) is to reduce the system to an integral equation,

\begin{equation}
\tag{2}
u(x, t) = S(t)u_0(x) - \int_0^t \mathbb{P} S(t - s) \nabla \cdot (u \otimes u)(x, s) \, ds,
\end{equation}

where $S(t) = e^{t\Delta}$ is the heat kernel, and then to solve it via a fixed point argument in a suitable Banach space (see [2],[6],[7]). Following [2], we remark that the bilinear term in (2) can be reduced to a scalar operator,

\begin{equation}
\tag{3}B(f, g) = \int_0^t \frac{1}{(t - s)^2} G \left( \frac{.}{\sqrt{t - s}} \right) * (fg) \, ds,
\end{equation}

where $G$ is analytic, such that

\begin{align}
|G(x)| & \leq \frac{C}{1 + |x|^4} \\
|\nabla G(x)| & \leq \frac{C}{1 + |x|^4}.
\end{align}

This can be derived easily from the study of the operator under the integral sum, $\mathbb{P}S(t-s)\nabla$, since its symbol consists of terms like

\begin{equation}
\tag{6}-\frac{\xi_1 \xi_2 \xi_3}{|\xi|^2} e^{-(t-s)|\xi|^2}
\end{equation}

outside the diagonal, with another term $\xi_1 e^{-(t-s)|\xi|^2}$ on it. For the sake of simplicity, we will take $G$ as the inverse Fourier transform of $|\xi| e^{-|\xi|^2}$.

As we mentioned previously, Besov spaces are a useful tool in studying the bilinear operator $B$. In what follows we will use spaces of functions on $\mathbb{R}^3$, so henceforth the reference to the domain space will be omitted. Let us recall the following definition. The reader will find equivalent definitions of Besov spaces in [9],[11].

**DEFINITION 1**

Let $\theta(x) \in C^\infty$ be such that

$$\hat{\theta}(\xi) = |\xi| e^{-|\xi|^2}.$$

Let $p,q \in (1, +\infty)$, $s \in \mathbb{R}$, $s < 1$. Then, $f \in \dot{B}^{s,q}_p$ if and only if

\begin{equation}
\tag{7}\left( \int_0^\infty \| t^{-s} \theta_t * f \|_{L^p}^q \frac{dt}{t} \right)^{\frac{1}{q}} < +\infty,
\end{equation}

where $\theta_t$ is the rescaled function $\frac{1}{t^s} \theta(\frac{x}{t})$, and this norm is equivalent to the usual dyadic norm.
We will also make use of the Triebel-Lizorkin spaces, which are very close to the Besov spaces, in the sense that one just exchanges the $L^p$ and $L^q$ norms in the definition:

**Definition 2**

Let $p, q \in (1, +\infty)$, $s \in \mathbb{R}$, $s < 1$. Then, $f \in \dot{F}^{p,q}_s$ if and only if

$$\left( \int_0^\infty \left( t^{-s} \| f \|_q \right)^q \frac{dt}{t} \right)^{\frac{1}{q}} < +\infty.$$  \hspace{1cm} (8)

The reader familiar with both scales of spaces will note that by replacing $\Delta$ with $\Delta = |\xi|^2 e^{-|\xi|^2}$ one obtains the usual characterization via the Gauss-Weierstrass kernel. We will use this fact further in the paper. Among various embeddings between these spaces and the Lebesgue and Sobolev ones, we recall that $\dot{F}^{p,q}_s \hookrightarrow \dot{B}^{s,2}_q$, for $1 < p < \infty$, and $\dot{B}^{s,2}_q = H^s$.

**Theorems and proofs**

Let us start with the aforementioned result on the regularity of the solution.

**Theorem 1**

Let $u(x, t)$ be a solution of (2) in $C([0, T), L^3)$, with initial data $u_0 \in L^3$ and denote by $w$ the function $w = u - S(t)u_0$, then

$$\int_0^T \left\| \left( \int_0^\infty \left( t^{-s} \| \partial_t f \|_q \right)^q \frac{dt}{t} \right)^{\frac{1}{q}} \right\|_{L^p} < +\infty.$$  \hspace{1cm} (9)

In other words, the gradient of $w$ is continuous in time with value in $L^{3/2}$.

We immediately remark that, via Sobolev embedding, $\dot{F}^{1,2}_{3/2} \hookrightarrow L^3$. Let’s postpone the proof of the theorem for a moment, and comment on the meaning of this result. In [10], it was shown that for self-similar solutions (for which the initial data wasn’t in $L^3$, but in some $\dot{B}^{-(1-\frac{3}{q})}_{q,\infty}$), the bilinear term was in $\dot{B}^{1,2}_{3/2}$, and it is a simple matter to obtain $\dot{F}^{1,2}_{3/2}$ instead. This is slightly better, as $\dot{F}^{p,q}_s \hookrightarrow \dot{B}^{p,q}_s$ for $p < q$. Now, in order to obtain this result, one makes use of the special structure of a self-similar solution. For such solutions, the time regularity is intimately related to the space regularity because of the scaling $u(x, t) = 1/\sqrt{t} U(x/\sqrt{t})$. On the other hand, using $L_t^p(L_x^q)$ estimates, it was proved in [10] that for a solution in $C_t(L^3)$ with initial data $u_0 \in L^3$ the function $w \in \dot{B}^{3,2}_3$. One remarks that $\dot{F}^{1,2}_{3/2} \hookrightarrow \dot{B}^{3,2}_3$. The proof of that result was a consequence of the following lemma applied with $p = 6$.

**Lemma 1**

Let $3 \leq q \leq 6$. Then the bilinear operator $B(f, g)$ is bicontinuous from $L_t^{-3/2, q}(L_x^2) \times L_t^{-3/2, q}(L_x^2)$ into $L_t^{1/2, q}(\dot{B}^{3,2}_{q/2})$. In particular, if $q = 3$, $B(f, g)$ is bicontinuous from $L_t^{\infty}(L_x^2) \times L_t^{\infty}(L_x^2)$ into $L_t^{\infty}(\dot{B}^{1,\infty}_{3/2})$. This last estimate for $q = 3$ was used in [4]. The proof we are giving here for $3 \leq q \leq 6$ is nothing but paraphrasing the case $q = 6$ dealt with in [10]. More precisely, we will prove the estimate by duality. To this end, let $0 < T < \infty$. By hypothesis,

$$\int_0^T \| fg(x, t) \|_{q/2}^{1-3/7q} dt < \infty,$$  \hspace{1cm} (10)
where the integral in time is replaced by a \( \sup_t = \sup_{t \in [0,T]} \) if \( q = 3 \). Then for an arbitrary test function \( \varphi(x) \in C_0^{\infty} \), we consider the functional

\[
I_t = \langle B(f, g), \varphi \rangle.
\]

We find

\[
I_t = \int_0^t \left( \frac{1}{(t-s)^2} G \left( \frac{\cdot}{\sqrt{t-s}} \right) * (fg), \varphi \right) ds
\]

\[
= 2 \int_0^{\sqrt{t}} \left( fg(t-s^2), \frac{1}{s^3} \tilde{G} \left( \frac{\cdot}{s} \right) * \varphi \right) ds
\]

where \( \tilde{G}(x) = G(-x) \), and we made a change of variable. Applying Hölder inequality both in time and space variables, we get

\[
|I_t| \leq \left( \int_0^t \| fg(t-s) \|_{L^3}^{1-3/q} ds \right)^{1-3/q} 
\times \left( \int_0^{\sqrt{t}} \| s^{3/q-1} \tilde{G}_s (\cdot) * \varphi \|_{q/(q-2)} \frac{ds}{s} \right)^{3/q}
\]

where \( \tilde{G}_s = \frac{1}{s^3} \tilde{G} (\cdot/s) \). Using Definition 1, the second integral is found to be less than the norm of \( \varphi \) in \( B^{1,\frac{3}{2},\frac{3}{4}}_{q/(q-2)} \), which is exactly the dual of \( B^{3/2-1,\frac{3}{4}}_{q/2} \) (The restriction \( q \leq 6 \) is mainly because we are interested in positive regularity indices). Let us stress again that the cancellation property of \( G \) plays a crucial role in this estimate (see [10]). We see that with this lemma we are far from the actual result of Theorem 1, because the third index \( \frac{p-3}{p-3} \) is greater than 2. This is why we have to investigate further the behaviour of the bilinear operator \( B(f, g) \). Let us start with the following lemma due to Furioli-Lemarié-Terraneo [4].

**Lemma 2 ([4])**

The bilinear operator \( B(f, g) \) is bicontinuous from \( L^\infty(B^{1,\infty}_{3/2}) \times L^\infty(L^3) \) into \( L^\infty(B^{1,\infty}_{3/2}) \).

The lemma is actually true for more general Besov spaces, namely all the \( B^{3/2-1,\infty}_{q} \), provided that \( 3/2 < q < 3 \). We give here a proof which is somewhat different from [4], for we hope it sheds some light on the behavior of the bilinear term and its particular structure, which makes it look like an approximate pseudo-identity applied to the product \( fg \). This would be exactly the case, if not for the time dependency of \( f \) and \( g \). We will use the duality technique again, so that keeping the same notation as in the proof of Lemma 1, we are faced with

\[
|I_s| \leq C \int_0^{\sqrt{t}} \sup_t \| f \|_{B^{1,\infty}_{3/2}} \| g(x, t-s^2) \tilde{G}_s * \varphi \|_{B^{-\frac{1}{2},1}_{3/2}} ds.
\]

Therefore, \( s \) being fixed, we have to estimate the quantity

\[
\| g(x, t-s^2) \tilde{G}_s * \varphi \|_{B^{-\frac{1}{2},1}_{3/2}}.
\]

This is in turn equivalent to estimating

\[
J = \int_0^\infty \| \theta_u * (g \tilde{G}_s * \varphi) \|_2 \frac{du}{\sqrt{u}}
\]
where $\theta$ is a suitable Littlewood-Paley type function (and thus can be used to define the Besov spaces as in Definition 1). We assume that $\tilde{\theta}$ is compactly supported, and that $0 \not\in \text{supp} \tilde{\theta}$. We consider first the case when $u < s$. Let

$$J_1 = \int_0^s \| \theta_u * (g \tilde{G}_s \ast \varphi) \|_2 \frac{du}{\sqrt{u}}$$

we have

$$\| \theta_u * (g \tilde{G}_s \ast \varphi) \|_2 \leq C \| g \tilde{G}_s \ast \varphi \|_2 \leq \| g \|_3 \| \tilde{G}_s \ast \varphi \|_6.$$ 

But

$$\| \tilde{G}_s \ast \varphi \|_6 \leq \frac{C}{s} \| \tilde{G}_s \ast \varphi \|_2$$

where $\tilde{G} = |\xi|e^{-|\xi|^2}$ and we applied the Young inequality for the remaining part of $\tilde{G}$ (which is simply some sort of heat kernel). Then,

$$J_1 \leq C \frac{\| \tilde{G}_s \ast \varphi \|_2}{\sqrt{s}} \sup_t \| g \|_3.$$ 

Let us now consider the case $u > s$, more precisely the quantity

$$J_2 = \int_s^\infty \| \theta_u * (g \tilde{G}_s \ast \varphi) \|_2 \frac{du}{\sqrt{u}}.$$ 

Using Bernstein inequalities on $\theta$,

$$\| \theta_u * (g \tilde{G}_s \ast \varphi) \|_2 \leq \frac{C}{u} \| g \tilde{G}_s \ast \varphi \|_2 \leq \frac{C}{u} \| \tilde{G}_s \ast \varphi \|_2 \sup_t \| g \|_3.$$ 

Which finally gives

$$J_2 \leq C \frac{\| \tilde{G}_s \ast \varphi \|_2}{\sqrt{s}} \sup_t \| g \|_3.$$ 

Therefore, we obtain an estimate on $J$. Furthermore

$$\| g(x, t - s^2) \tilde{G}_s \ast \varphi \|_{B^{-1/2}_{1,1}} \leq C \frac{\| \tilde{G}_s \ast \varphi \|_2}{\sqrt{s}} \sup_t \| g \|_3$$

and we find

$$|I_t| \leq C \sup_t (\| g \|_3 \| f \|_{B^{1/2}_{1,\infty}}) \int_0^\infty \frac{ds}{\sqrt{s}} \| \tilde{G} \ast \varphi \|_2 \frac{ds}{s}.$$ 

The last integral is nothing but $\| \varphi \|_{B^{-1/2}_{1,1}}$, which, by invoking duality, achieves the proof.

Nevertheless, this is not sufficient to obtain the uniqueness of strong solutions in $C_t(L^3)$, except for small initial data. We actually need a third lemma (which is a modification of the previous one) in order to prove time-local uniqueness for arbitrary initial data.

**Lemma 3**

Let $f(x, t) \in L_t^\infty(B^{1/2}_{1,\infty})$ and $g(x, t) = S(t)G$, where $G \in L^3$. Then the bilinear operator $B(f, g)$ belongs to $L_t^\infty(H^{1/2})$. 

---
As for uniqueness, we don’t actually need $H^{\frac{1}{2}}$ (which is included in $\dot{B}_{2,\infty}^{\frac{1}{2}}$), but this result shows how the special structure of $g$ can be usefully exploited here, and it is indeed such considerations which will lead to the main theorem of this paper. But let us deal with the lemma: as $G \in L^3$, $g$ verifies all the usual estimates for a solution to the heat equation. For example, if we denote
\[
\|g\|_{4,T} = \sup_t t^{\frac{1}{8}} \|g(x, t)\|_4,
\]
then
\[
\sup_t t^{\frac{1}{8}} \|g(x, t)\|_4 \leq C\|G\|_3
\]
and the left hand side goes to zero as $T$ goes to zero (remember that $\sup_t = \sup_{t \in [0, T]}$ where $T$ is to be chosen). We have therefore
\[
\|g(x, t - s^2)\|_4 \leq \frac{\|g\|_{4,T}}{(t - s^2)^{\frac{1}{8}}}.
\]
Upon returning to the estimates of $\|g(x, t - s^2) \tilde{G}_s * \varphi\|_{\dot{B}^{-\frac{1}{2}}_2}$ we obtain
\[
J_1 \leq \int_0^T \frac{\|g\|_{4,T}}{(t - s^2)^{\frac{1}{8}}} \tilde{G}_s * \varphi \frac{du}{\sqrt{u}} \leq \frac{C\|g\|_{4,T}}{(t - s^2)^{\frac{1}{8}}} \int_0^T \|\tilde{G}_s * \varphi\|_2 \frac{du}{\sqrt{u}} \leq C \frac{\|g\|_{4,T}}{(t - s^2)^{\frac{1}{8}}} \|\tilde{G}_s * \varphi\|_2
\]
and,
\[
J_2 \leq \int_s^\infty \frac{C}{u^{\frac{1}{4}}} \|g\|_{4,T} \|\tilde{G}_s * \varphi\|_2 \frac{du}{\sqrt{u}} \leq C \frac{\|g\|_{4,T}}{(t - s^2)^{\frac{1}{8}}} \|\tilde{G}_s * \varphi\|_2.
\]
This yields
\[
18 \quad \|g(x, t - s^2) \tilde{G}_s * \varphi\|_{\dot{B}^{-\frac{1}{2}}_2} \leq C \frac{\|g\|_{4,T}}{(t - s^2)^{\frac{1}{8}}} \|\tilde{G}_s * \varphi\|_2,
\]
so that
\[
19 \quad |I_1| \leq C \sup_t (\|g\|_{4,T} \|f\|_{\dot{B}^{1,\infty}_2}) \int_0^T \|\tilde{G}_s * \varphi\|_2 \frac{ds}{(t - s^2)^{\frac{1}{8}}}.
\]
Applying Cauchy-Schwarz to this last integral, we bound it from above by
\[
\left( \int_0^1 \frac{d\theta}{(1 - \theta^2)^{1/4}} \| \tilde{g} \|_{L^2} \right)^{\frac{1}{2}} \left( \int_0^T \|\tilde{G}_s * \varphi\|_2^2 \frac{ds}{(t - s^2)^{\frac{1}{8}}} \right)^{\frac{1}{2}} \leq C \|\varphi\|_{H^{-\frac{1}{2}}}
\]
which concludes the proof of Lemma 3.

From these three lemmata, we can deduce, as we announced, the uniqueness result of Furioli-Lemarié-Terraneo.
THEOREM 2 ([4])

Let $u_0 \in L^3$. Then there exists a unique local strong solution of (2) in the class $C_t(L^3)$.

The existence of such a solution was proved in [12, 5, 6], where it is also shown that this solution is global if the initial data is small enough. As far as its uniqueness is concerned, consider two solutions $u(x, t)$ and $v(x, t)$ with the same initial data $u_0$ and for which $u$ is actually the solution constructed via the fixed point method ([6]). We denote $w = u - S(t)u_0$ and $\tilde{w} = v - S(t)u_0$. Then, if we temporarily forget that the bilinear operator appearing in (1) is vectorial and non-commutative, we may abuse the notation and write (as in the scalar case)

$$w - \tilde{w} = 2B(S(t)u_0, w - \tilde{w}) + B(w + \tilde{w}, w - \tilde{w}).$$

We know from Lemma 1—via the embedding $\dot{B}^{1,\infty}_{5/2} \hookrightarrow \dot{B}^{1/2,\infty}_2$—that both $w$ and $\tilde{w}$ belong to $\dot{B}^{1,\infty}_{3/2}$.

By applying Lemma 3 to the first term, and Lemma 2 to the second, we obtain

$$\sup_t \|w - \tilde{w}\|_{\dot{B}^{1,\infty}_{3/2}} \leq C(\|S(t)u_0\|_{4, T} + \sup_t \|w + \tilde{w}\|_3) \sup_t \|w - \tilde{w}\|_{\dot{B}^{1,\infty}_{3/2}},$$

so that $w = \tilde{w}$ at least on a small interval in time, as both quantities $\|S(t)u_0\|_{4, T}$ and $\sup_t \|w + \tilde{w}\|_3$ go to zero when $T$ goes to zero (the first by Banach-Steinhaus and the second by the strong continuity in $L^3$ of the solutions). We conclude using the uniqueness part of the existence theorem, as the solution $u$ obtained by fixed point is unique if it verifies $\lim_{t \to 0} \|u\|_\infty = 0$ ([1],[10]). Obviously $v$ will verify the same estimate on the small interval on which we obtained $v = u$, and then both solutions are the same within this restricted class, on the interval they are defined. And this achieves the proof of Theorem 2.

We are finally in the position to prove Theorem 1. It is useful to rewrite $B$ in a more suitable form, namely

$$B(f, g) = 2 \int_0^{\sqrt{t}} G_s(x) * f g(x, t - s^2) ds$$

where, as usual, $G_s(x) = \frac{1}{s^2} G(\frac{x}{s})$. In addition, it is useful to work with the following operator, $A(f, g) = \Lambda B(f, g)$, where $\Lambda$ is the Calderón operator, with symbol $|\xi|$. Then

$$A(f, g) = 2 \int_0^{\sqrt{t}} \tilde{G}_s(x) * f g(x, t - s^2) \frac{ds}{s},$$

and $\mathcal{F}(\tilde{G})(\xi) = |\xi|^2 e^{-|\xi|^2}$. As we have already noted, if $f$ and $g$ were time independent, then $A$ would reduced to $I - s^2 \Delta$ applied to the product $fg$. Trying to do this when $f$ and $g$ are two continuous functions of time is bound to fail, and we saw that in fact it leads to Lemma 1. However, when those $f$ and $g$ are coordinates of $u$, the fixed point solution, the construction of $u$ gives numerous estimates which are very useful in the same way as Lemma 3. Actually, we could directly apply a variant of Lemma 3 in order to obtain $B(f, g) \in \dot{H}^\frac{1}{2}$, but if we want the limiting exponents $s = 1$ and $p = \frac{3}{2}$, we have to be more cautious. We will proceed in two steps. First, we will deal with the bilinear operator applied to the linear part. Afterwards we will estimate the remaining part using a result similar to Lemma 2.

LEMMA 4

Let $F$ and $G$ be in $L^3$. If $f(x, t) = S(t)F(x)$ and $g(x, t) = S(t)G(x)$, then $A(f, g) \in C_t(L^3)$. 

---36---
In order to prove the lemma, we split $A$ into two operators, $A_1 = \int_0^{\sqrt{t}}$ and $A_2 = \int_{\sqrt{t}}^{\cdot}$. This last part is easily dealt with, as

$$
\|G_s \ast fg\|_\frac{3}{2} \leq \|fg\|_\frac{3}{2},
$$

which gives

\[
\|A_2\|_\frac{3}{2} \leq \int_{\sqrt{t}}^{\cdot} C \sup_t \|fg(t)\|_\frac{3}{2} ds
\leq C \sup_t \|fg(t)\|_\frac{3}{2}.
\]

For the first part, we define $A_1'$ as

\[
A_1' = \int_0^{\sqrt{t}} |G_s \ast D| \frac{ds}{s}
\]

where $D = fg(x, t - s^2) - fg(x, t)$. Then,

\[
\|A_1'\|_\frac{3}{2} \leq \int_0^{\sqrt{t}} \|f(t - s^2) - f(t)\|_3 \frac{ds}{s} \sup_s \|g\|_3.
\]

However, if $Op(\sigma(\xi))$ stands for the pseudo-differential operator of symbol $\sigma$,

\[
f(t - s^2) - f(t) = Op(e^{-(t-s^2)\xi^2}(1 - e^{-s^2\xi^2}))F(x)
\]

\[
= Op\left(s^2|\xi|^2 \int_0^1 e^{-s^2\lambda|\xi|^2} d\lambda\right) S(t - s^2)F(x),
\]

and therefore

\[
\|f(t - s^2) - f(t)\|_3 \leq \int_0^1 \|Op(s^2|\xi|^2 e^{-(t-s^2)\xi^2 - s^2\lambda|\xi|^2})F(x)\|_3 d\lambda
\]

\[
\leq C \frac{s^2}{t - s^2} \|Op((t - s^2)|\xi|^2 e^{-(t-s^2)\xi^2})F(x)\|_3
\]

which gives the desired estimate. The remaining term where $(fg)(x, t - s^2)$ is replaced by $(fg)(x, t)$ is easy to deal with, as we can integrate with respect to $s$, to obtain the operator $I - e^{t\Delta}$.

We will now prove another lemma, which will allow us to conclude.

**Lemma 5**

Let $p > 3$. If $f(x, t) \in C_t(F^{\frac{1}{3}})$ and $g(x, t)$ satisfies the estimate,

\[
|g|_p = \sup_t (t^{\frac{1}{3} - \frac{1}{2p}} \|g(x, t)\|_p) < \infty
\]

then

\[
A(f, g) \in C_t(F^{\frac{1}{3}}).
\]
In order to prove this, we write

\[ A(f, g) = 2 \int_0^t O p(t) e^{-s^2} A(f, g)(x, t - s^2) ds \]

As we control \( A(f, g) \) via \( A(f)g + fA(g) \), we are left with the study of \( B(A(f), g) \). We still have two different situations: either \( f \in L^2_{\text{loc}}(F^{1,2}) \) which gives \( A(f) \in L^2 \), or \( f = S(t)u_0 \) which leads to

\[ t^{1-\frac{3}{p}} \|A_f(x, t)\|_p < \infty. \]

The first term is handled as follows:

\[ \|B(A(f), g)\| \leq \int_0^t \frac{C}{(t-s)^{1+\frac{3}{2p} + \frac{1}{2p}}} ds \|g\|_p \|A(f)\|_{\frac{3}{2}}, \]

and we could just as well have chosen \( p = 1/2 \). The other term gives

\[ \|B(A(f), g)\| \leq \int_0^t \frac{C}{(t-s)^{\frac{3}{2} - \frac{3}{p}}} ds \|A(g)\|_p \|f\|_{\frac{3}{2}}. \]

We are then done with the lemma, and also with the theorem as the previous estimates allow us to preserve the property verified by \( B(S(t)u_0, S(t)u_0) \) on all iterates of the fixed point scheme used to solve (2). Note that this fixed point scheme needs to be applied to the difference \( w = u - S(t)u_0 \), for the linear part doesn’t verify the estimates.
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1. INTRODUCTION

The Kac transfer operator or Kac operator we refer to in this note is an operator of the kind

\[ K(t) = e^{-tV/2}e^{t\Delta/2}e^{-tV/2} \]

with integral kernel

\[ K(x, y; t) = e^{-tV(x)/2} \frac{\exp\left(-\frac{(x-y)^2}{2t}\right)}{(\sqrt{2\pi t})^d} e^{-tV(y)/2}, \quad (1.1) \]

where \( \Delta \) is the Laplacian and \( V = V(x) \) a potential in \( d \)-dimensional space \( \mathbb{R}^d \). The aim of this note is to survey some recent results obtained in [H3], [I-Tk1], [D-I-Tm], [I-Tk2] and [Tk] on a norm estimate for \( K(t) \) compared with the Schrödinger semigroup \( e^{-t(-\frac{1}{2}\Delta+V)} \) and to mention some applications as its consequences.

The operator \( K(t) \) is regarded as a transfer matrix/operator for some lattice models in statistical mechanics which M. Kac [K] (cf. [K-Th1, 2]) studied to discuss a mathematical mechanism for a phase transition. To sketch how it comes out (cf. [H1, 2, 4]), consider a lattice model with exponential interaction, the simplest being a one-dimensional chain of \( N \) spins \( \sigma_i = \pm 1 \) with interaction energy

\[ E = -\frac{t}{2}J \sum_{1 \leq i < j \leq N} e^{-t|\sigma_i - \sigma_j|}, \quad (1.2) \]

where the interaction is assumed ferromagnetic, i.e. \( J > 0 \) and \( t^{-1} \) is interpreted as the effective number of spins interacting with a given spin. The partition function \( Q_N \) is given by

\[ Q_N = e^{-\nu N^2 t/4} \sum_{\{\sigma\}} \exp\left(\frac{t}{4} \sum_{i=1}^{N} \sum_{j=1}^{N} e^{-t|\sigma_i - \sigma_j|} \right), \quad (1.3) \]

where \( \nu = J/kT \) with \( k \) Boltzmann's constant and \( T \) the absolute temperature and the sum \( \sum_{\{\sigma\}} \) is taken over all the spin configurations on the sites \( i (i = 1, 2, \cdots, N) \) of the lattice. The transfer operator \( \tilde{K}(t) \) of this model turns out to be an integral operator with integral kernel

\[ \tilde{K}(x, y; t) = e^{t/4} e^{-tV(x)/2} \frac{\exp\left(-\frac{(x-y)^2}{4 \sinh(t/2)}\right)}{\sqrt{4\pi \sinh(t/2)}} e^{-tV(y)/2} \quad (1.4a) \]

*) Talk at the 22nd Sapporo PDE Symposium, July 30 – August 1, 1997.
with
\[
tV(x) = \frac{1}{2} (\tanh \frac{x}{2} x^2 - \log \cosh(\sqrt{\frac{V}{2} x})).
\]

(1.4b)

This operator \( \tilde{K}(t) \) plays a crucial role, because the partition function \( Q_N \) is rewritten as
\[
Q_N = e^{-\nu N t/2} \int \frac{1}{(2\pi)^{d/2}} e^{-y^2/2} \tilde{K}^{(N-1)}(x, y; t) \frac{1}{(2\pi)^{d/2}} e^{-y^2/2} dx dy,
\]
where \( \tilde{K}^{(N-1)}(x, y; t) \) is the integral kernel of the \( (N-1) \) iterates \( \tilde{K}(t)^{N-1} \) of \( \tilde{K}(t) \). Moreover, for instance, the pair correlation \( \rho(n) \) is given in terms of the eigenvalues \( \mu_j \) (\( \mu_1 > \mu_2 \geq \cdots \)) of \( \tilde{K}(t) \) and the corresponding eigenfunctions \( \varphi_j(x) \) by
\[
\rho(n) = \lim_{N \to \infty} (\sigma_i \sigma_{i+n})^N
= \lim_{N \to \infty} Q_N^{-1} \sum_{\{\sigma\}} \sigma_i \sigma_{i+n} \exp(\nu t \sum_{i=1}^{N} \sigma_j \sum_{j=1}^{N} \varepsilon^{\frac{1}{2}j-j} \sigma_i \sigma_j)
= \sum_{j=2}^{\infty} \left( \frac{\mu_j}{\mu_1} \right)^n \left( \int_{-\infty}^{\infty} \varphi_j(x) \varphi_1(x) \tanh(\sqrt{\frac{V}{2} x}) dx \right)^2.
\]

(1.6)

Therefore to know \( \lim_{n \to \infty} \rho(n) \) is zero or positive, it is important to see whether the first eigenvalue \( \mu_1(t) \) of \( \tilde{K}(t) \) is asymptotically degenerate or to estimate the quotient \( \mu_2(t)/\mu_1(t) \) of the first two eigenvalues of \( \tilde{K}(t) \).

In this stage notice that our Kac operator \( K(t) \) with \( d = 1 \) is nearly equal to this \( \tilde{K}(t) \) for sufficiently small \( t \) in 0, so that as \( t \) tends to 0, both \( K(t) \) and \( \tilde{K}(t) \) will have analogous asymptotic behavior. In fact, in order to estimate the quotient \( \mu_2(t)/\mu_1(t) \) of the two eigenvalues of \( \tilde{K}(t) \), Kac himself took this approximation for granted and analyzed the eigenvalues \( \lambda \) of the Schrödinger equation
\[
(-\frac{1}{2} \Delta + V(x)) \varphi(x) = (\lambda + \frac{t}{2}) \varphi(x)
\]
associated with our Kac operator \( K(t) \).

In this note we consider both the nonrelativistic and relativistic Schrödinger operators
\[
H = H_0 + V \equiv -\frac{1}{2} \Delta + V(x),
\]
\[
H' = H'_0 + V \equiv \sqrt{-\Delta + 1} - 1 + V(x),
\]
with mass 1, and the associated Kac operators
\[
K(t) = e^{-tV/2} e^{-tH_0} e^{-tV/2},
\]
\[
K'(t) = e^{-tV/2} e^{-tH'_0} e^{-tV/2},
\]
where \( V(x) \) is a real-valued continuous function in \( \mathbb{R}^d \) bounded below.

It is seen through the Feynman–Kac formula that both \( e^{-tH} \) and \( e^{-tH'} \), \( t \geq 0 \), define strongly continuous semigroups not only on \( L^2(\mathbb{R}^d) \) but also on all \( L^p(\mathbb{R}^d) \), \( 1 \leq p < \infty \), and on the Banach space \( C_\infty(\mathbb{R}^d) \) of the continuous functions vanishing at infinity.

We estimate in \( L^p \) operator norm the difference between the Kac operator and the Schrödinger semigroup by a power \( O(t^a) \) of small \( t > 0 \) with \( a \geq 1 \). This estimate, as an application, may be used to get an estimate of the eigenvalue of the Kac operator compared with that of the Schrödinger operator, such as done in [H3]. As a second application, it can give the Trotter product formula in \( L^p \) operator norm, when \( a > 1 \).

The method of proof is probabilistic based on the Feynman–Kac formula in [I-Tk1,2] and [Tk], while \( L^2 \) operator-theoretical in [D-I-Tm].
2. RESULTS

In the following, \( \| \cdot \|_p \) stands for the \( L^p \) operator norm on \( L^p \) for \( 1 \leq p < \infty \) and on \( C_{\infty} \) for \( p = \infty \).

First we give from \([1-Tk1, 2]\) the nonrelativistic result on \( K(t) \) in (1.8a) (see \([Tk]\) for more general potentials \( V(x) \)).

**THEOREM 2.1.** (Nonrelativistic case) Let \( 0 < \delta \leq 1 \) and \( m \) a nonnegative integer such that \( m \delta \leq 1 \). Suppose that \( V(x) \) is a \( C^m \)-function in \( \mathbb{R}^d \) bounded below by a constant \( b \) satisfying that

\[
|\partial^\alpha V(x)| \leq C(V(x) - b + 1)^{1 - |\alpha|\delta}, \quad 0 \leq |\alpha| \leq m,
\]

and further that \( \partial^\alpha V(x), |\alpha| = m \), are Hölder-continuous:

\[
|\partial^\alpha V(x) - \partial^\alpha V(y)| \leq C|x - y|^\kappa, \quad x, y \in \mathbb{R}^d,
\]

with constants \( C > 0 \) and \( 0 \leq \kappa \leq 1 \) (By \( \kappa = 0 \) we understand \( \partial^\alpha V(x), |\alpha| = m \), bounded). Then it holds that, as \( t \to 0 \),

\[
\|K(t) - e^{-tH}\|_p = \begin{cases} 
O(t^{1+\kappa/2}), & m = 0, \\
O(t^{1+2\delta \wedge \frac{1+\kappa}{2}}), & m = 1, \\
O(t^{1+2\delta}), & m \geq 2.
\end{cases}
\]

Here note that condition (2.1b) with \( \kappa = 1 \) is equivalent to that \( \partial^\alpha V(x), |\alpha| = m + 1 \), are essentially bounded.

From Theorem 2.1 with telescoping follows immediately the Trotter product formula in \( L^p \) operator norm.

**THEOREM 2.2.** (Nonrelativistic case) For the same function \( V(x) \) as in Theorem 2.1, it holds that, as \( n \to \infty \),

\[
\left\| (e^{-tV/2n} e^{-tH_n/n} e^{-tV/2n})^n - e^{-tH} \right\|_p, \quad \left\| (e^{-tV/n} e^{-tH_n/n} )^n - e^{-tH} \right\|_p
\]

\[
= \begin{cases} 
O(t^{1+\kappa/2}), & m = 0, 0 < \kappa \leq 1, \\
O(t^{1+2\delta \wedge \frac{1+\kappa}{2}}), & m = 1, 0 \leq \kappa \leq 1, \\
O(t^{1+2\delta}), & m \geq 2.
\end{cases}
\]

**Examples.** The following functions satisfy condition (2.1ab) for \( V(x) \):

(i) \( |x|^2 \) (harmonic oscillator potential) with \( (\delta, m, \kappa) = (\frac{1}{2}, 1, 1) \) or \( (\frac{1}{2}, 2, 0) \),

(ii) \( |x|^4 - |x|^2 \) (double well potential) with \( (\delta, m, \kappa) = (\frac{4}{3}, 3, 1) \) or \( (\frac{4}{3}, 4, 0) \),

(iii) \( |x|^\rho \) with \( (\delta, m, \kappa) = (1, 0, \rho) \) for \( 0 < \rho \leq 1 \) and \( (\delta, m, \kappa) = (1/\rho, \lfloor \rho \rfloor, \rho - \lfloor \rho \rfloor) \)

for \( \rho > 1 \), where \( \lfloor \rho \rfloor \) is the maximal integer that is not greater than \( \rho \).

But, for instance, \( \exp (|x|^2 + 1)^a, a > 0 \), and \( \exp |x|^2 \) do not satisfy the condition.
Remark 1. B. Helffer [H3] (also [H4], cf. [H2], [H1]) is the first who proved (2.2) in $L^2$ operator norm ($p = 2$), with $O(t^2)$ on the RHS of (2.2), by pseudo-differential operator calculus, when $V(x)$ is a $C^\infty$-function bounded below by $b$ and satisfying $|\partial^\alpha V(x)| \leq C_\alpha (1 + x^2)^{(2 - |\alpha|)/2}$ for every multi-index $\alpha$ with constant $C_\alpha$. In fact, as his condition implies that

$$|\partial^\alpha V(x)| \leq C(V(x) - b + 1)^{(1 - |\alpha|/2)^+}$$

(2.4)

for the same $\alpha$, so his result is included in the case $p = 2$ and $(\delta, m, \kappa) = (\frac{1}{2}, 1, 1)$ or $(\delta, m, \kappa) = (\frac{1}{2}, 2, 0)$ in Theorem 2.1.

Remark 2. Theorems 2.1 and 2.2 are valid with the operator $H_0$ replaced by the magnetic Schrödinger operator $H_0(A) = \frac{1}{2}(-i\partial - A(x))^2$ with vector potential $A(x)$ including the case of constant magnetic fields (see [I-Tk1], [D-I-Tm]).

Remark 3. As concerns the Trotter product formula in operator norm, Rogava [R] proved for nonnegative selfadjoint operators $A$ and $B$ in a Hilbert space that, if the domain $D[A]$ of $A$ is a subset of the domain $D[B]$ of $B$ and $C = A + B$ is selfadjoint on $D[C] = D[A] \cap D[B] = D[A]$, then, as $n \to \infty$,

$$||e^{-tA/2n} e^{-tB/n} e^{-tA/2n} n - e^{-tC}|| = ||e^{-tB/n} e^{-tA/n} n - e^{-tC}|| = O(n^{-1/2} \ln n).$$

In this case, $B$ is $A$-bounded. Notice that in our Theorems 2.1 and 2.2, neither $V$ is $H_0$-bounded nor $H_0$ is $V$-bounded.

We refer to [I-Tm1] for some results complementary to Rogava's and to [I-Tm2] for the Trotter product formula in trace norm, both of which were proved by operator-theoretic methods.

Next we give from [I-Tk2] the relativistic result on $K^*(t)$ in (1.8b).

THEOREM 2.3. (Relativistic case) Let $V(x)$ be the same function as in Theorem 2.1. Then it holds that, as $t \downarrow 0$,

$$||K^*(t) - e^{-tH^R}||_p = \begin{cases} O(t^{1+\kappa}), & m = 0, 0 \leq \kappa < 1, \\
O(t^2 |\ln t|), & (m, \kappa) = (0, 1), \\
O(t(t^{1+\delta} \vee t|\ln t|)), & (m, \kappa) = (1, 0), \\
O(t^{1+2\delta}\wedge 1), & m = 1, 0 < \kappa \leq 1, \\
O(t^{1+2\delta}), & m \geq 2. \end{cases}$$

(2.5)

From Theorem 2.3 follows immediately the Trotter product formula in $L^p$ operator norm.

THEOREM 2.4. (Relativistic case) For the same function $V(x)$ as in Theorem 2.1, it holds that, as $n \to \infty$,

$$||e^{-tV/2n} e^{-tH_0^R/n} e^{-tV/2n} n - e^{-tH^R}||_p, \quad ||e^{-tV/n} e^{-tH_0^R/n} n - e^{-tH^R}||_p$$

\begin{align*}
&= \begin{cases} n^{-\kappa} O(t^{1+\kappa}), & m = 0, 0 \leq \kappa < 1, \\
n^{-1} O(t^2 |\ln(t/n)|), & (m, \kappa) = (0, 1), \\
O((n^{-2\delta} t^{1+2\delta}) \vee (n^{-1} t^2 |\ln(t/n)|)), & (m, \kappa) = (1, 0), \\
n^{-2\delta\wedge 1} O(t^{1+2\delta}\wedge 1), & m = 1, 0 < \kappa \leq 1, \\
n^{-2\delta} O(t^{1+2\delta}), & m \geq 2. \end{cases}
\end{align*}$$

(2.6)
These results have been briefly announced in [I-Tk3].
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A weighted equation approach to decay rate estimates for the Navier-Stokes equations
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Purposefulness We consider the nonstationary incompressible Navier-Stokes equations in $\mathbb{R}^n$ ($n \geq 2$) with the zero initial data:

\[
\begin{align*}
\partial_t u - \Delta u + (u \cdot \nabla)u + \nabla p &= f, \quad \nabla \cdot u = 0, \quad \text{in } \mathbb{R}^n \times (0, \infty), \\
\quad u(\cdot, 0) &= 0, \quad |u(x, t)| \to 0 \text{ as } |x| \to \infty. 
\end{align*}
\] (NS)

Here $u = (u_j(x, t))$ ($j = 1, \cdots, n$) and $p = p(x, t)$ denote unknown velocity and pressure, respectively, and $f = (f_j(x, t))$ denotes a given external force.

Knightly [1] constructed an analytic, in space-time, solution for the Navier-Stokes equations in $\mathbb{R}^n$ with zero external force and nonzero continuous initial data $g(x)$ with $|g(x)| \leq A\min(1, |x|^{-r})$ for some $r \geq 1$ and sufficiently small $A$. He assumed that for some constant vector $u_\infty$ and some $T > 0$, $u$, $u_t$, $\nabla u$, $\Delta u$, $p$ and $\nabla p$ are all continuous on $\mathbb{R}^n \times (0, T)$ and $|u(x, t) - u_\infty| = o(1)$, $|\nabla u(x, t)| = o(|x|)$ and $|p(x, t)| = o(|x|)$ as $|x| \to \infty$, locally uniformly in $t$. He represented the solution by an integral equation with the fundamental solution of the Stokes operator and obtained that

\[
\begin{align*}
|u(x, t)| &\leq C\min(1, |x|^{-r}, t^{-r/2}), \quad \text{if } r \in [1, n), \\
|\nabla u(x, t)| &\leq Ct^{-1/2}\min(1, |x|^{-r}, t^{-r/2}), \quad \text{if } r \in [1, n), \\
|p(x, t)| &\leq Ct^{-1/2}\min(1, |x|^{-2(r-1)}, t^{-(r-1)/2}), \quad \text{if } r \in [1, n/2). 
\end{align*}
\] (1)

Here $n \geq 3$ for $p(x, t)$ (See [2], [1] and references there in). In the first of (1), we see $|u(x, t)| \leq C|x|^{-r}$ in $\{(x, t) \in \mathbb{R}^n \times (0, \infty); |x| \geq \sqrt{t} \geq 1\}$ and $|u(x, t)| \leq Ct^{-r/2}$ in $\{(x, t) \in \mathbb{R}^n \times (0, \infty); \sqrt{t} \geq |x| \geq 1\}$. Thus (1.1) are not uniform decay estimates and actually yields $|u(x, t)| \leq C(1 + t + |x|^2)^{-r/2}$ (see proofs in [1] and Knightly [3]). The time decays of pressure in (1) are relatively small.
For the Oseen flows past bodies in $\mathbb{R}^3$, Mizumachi [4] showed decay rates in space-time for a classical solution, which indicates a paraboloidal wake behind the bodies. He imposed nonzero initial and (time-independent) boundary values and constant velocity $u_\infty$ at the infinity. He assumed that (i) $u - u_\infty \in L^\infty(0, \infty; L^r(\Omega)^n)$ ($\Omega$ is the exterior domain of the bodies) for some $r \in [1, 3]$ and $\lim_{|x|, t \to \infty} |u(x, t) - u_\infty| = 0$, (ii) the existence of stationary solution $(\tilde{u}, \tilde{p})$ and (a) $\sup_x |u - \tilde{u}| + ||\nabla u - \nabla \tilde{u}||_{L^2(\Omega)} \leq M(1 + t)^{-\alpha}$, (b) $||p - \tilde{p}|| + ||\nabla u - \nabla \tilde{u}||_{L^1(\partial \Omega)} \leq M(1 + t)^{-\alpha}$, for some $\alpha > 0$. For initial data $a(x)$ with $a - \tilde{u} = O(|x|^{-2+\beta})$, he showed that
\[
|u(x, t) - \tilde{u}(x)| \leq M|x|^{-1}(1 + s_x)^{-1}(1 + t)^{-\gamma}.
\]
Here $s_x = |x| - (u_\infty/|u_\infty|) \cdot x$, $\gamma \leq 1/2$ for $\beta > 1$ and $\alpha > 3/2$ or $\gamma < \min(\beta/2, 1/2, \alpha/3)$ and constant $M$ depends on $u$. His assumptions are followed by Heywood [5] and Masuda [6] as far as $\alpha \leq 1/4$. (Borchers and Miyakawa [7, Theorem 6.3 and 6.8] showed (ii)(a) with $\alpha < 5/4$ for $u_\infty = 0$ and suitable data. For suitable initial data and $u|_{\partial \Omega} = u_\infty = 0$, i.e., $\tilde{u} = 0$, we can derive (ii)(b) with $\alpha < 5/4$ by the trace theorem with [7], [8, Theorem 1.1 and Proposition 4.1] and [9, Corollary 2]).

As well-known, if a weak solution $u$ of (NS) is in the class
\[
L^q(0, \infty; L^q(\mathbb{R}^n)^n) \quad \text{with} \quad n/q + 2/s = 1
\]
(and if its norm there $||u||_{q,s}$ is sufficiently small when $(q, s) = (n, \infty)$), $u$ is $C^\infty$ regular in space after a finite time (See Serrin [10], Giga [11], Struwe [12] and Takahashi [13], [14]). Our goal is to show almost optimal uniform estimates, i.e., almost same decay rate estimates as those of the heat equations, for weak solutions of (NS) in the class (3) with $||u||_{q,s} \ll 1$, while the decay rates of external forces are prescribed. That is, for $f(x, t) = o(|x|^{-\mu t^\lambda})$ as $|x|, t \to \infty$ for some $\mu, \lambda > 0$, we will show that
\[
|u(x, t)| \leq C(1 + |x|)^{-\rho t^\sigma} \quad \text{with} \quad C = C(n, f, \rho, \sigma),
\]
\[
|\nabla u(x, t)| \leq C(1 + |x|)^{-\rho t^\sigma} \quad \text{with} \quad C = C(n, f, \rho', \sigma'),
\]
\[
|p(x, t)| \leq C|x|^{-\rho'' t^\sigma''} \quad \text{with} \quad C = C(n, f, \rho'', \sigma'').
\]
Here for any $c > 0$, $(\rho, \sigma)$, $(\rho', \sigma')$ and $(\rho'', \sigma'')$ are given as follows.
(I)(a) For decays in space, $\{(\rho, \sigma), (\mu, \lambda)\} = \{(n-c, 0), (n, 1)\}$.
(b) For decays in time, \( \{(\rho, \sigma), (\mu, \lambda)\} = \{(0, n/2 - c), (n, n/2)\} \) for even \( n \). For odd \( n \), \( \{(\rho, \sigma), (\mu, \lambda)\} = \{(0, n/2 - c), (n, n/2 + 1/2)\} \).

(c) For decays in space-time. For \( n \geq 3 \), \( \{(\rho, \sigma), (\mu, \lambda)\} = \{(n - 2k - c, k - c), (n, k)\} \) for \( k \in \mathbb{N} \) with \( k < n/2 \). For \( n = 2 \), \( \{(\rho, \sigma), (\mu, \lambda)\} = \{(2 - 2\delta, \delta), (2, 1)\} \) for \( \delta \in [1/2, 3/4) \).

(II)(a) For decays in space, \( \{(\rho', \sigma'), (\mu, \lambda)\} = \{(n + 1 - c, 0), (n + 1, 1)\} \).

(b) For decays in time, \( \{(\rho', \sigma'), (\mu, \lambda)\} = \{(0, n+1 - c), (n, n+1)\} \) for odd \( n \) and \( \{(0, n+1 - c), (n, n+1/2 + n/2)\} \) for even \( n \).

(c) For decays in space-time, \( \{(\rho', \sigma'), (\mu, \lambda)\} = \{(n + 1 - 2k - c, k - c), (n, k)\} \) for even \( k \in \mathbb{N} \) with \( k < n+1/2 \).

(III) Let \( \ell = 1, 2, \cdots, n - 1 \). If \( n - \ell \) is even, \( \{(\rho'', \sigma''), (\mu, \lambda)\} = \{(n - \ell - c, n+\ell/2 - c), (n, n+\ell/4)\} \). If \( n - \ell \) is odd, \( \{(\rho'', \sigma''), (\mu, \lambda)\} = \{(n - \ell - c, n+\ell/2 - c), (n, n+\ell+1/4)\} \).

All estimates are almost optimal except (I)(b) for odd \( n \), (II)(b) for even \( n \) and (III) for case \( n - \ell \) is odd and \( \lambda = (n + \ell + 1)/4 > 1 \), i.e., \( (n, \ell) \neq (2, 1) \).

The spatial decay in (II)(a) and the time decays in (III) are faster than those in (1.1). (I) and (II) yield the optimal decays even for the Stokes equations although the marginal cases \( \rho + 2\sigma = n \) and \( \rho' + 2\sigma' = n + 1 \) are not permitted. (III) also yields the optimal decays for (NS).

Since we consider the external forces in Lebesgue spaces and assume no regularities on them, the assumptions on properties at the infinity of the solutions such as Knightly's and Mizumachi's seem be too strong for such external forces. Functions in (3) may blowup at the infinity although they decay almost everywhere. Moreover external forces may not decay everywhere with prescribed decay rates to obtain (I)-(III). We note that if \( u(x, t) = o(|x|\rho t^{-\sigma}) \) with \( \rho + 2\sigma = 1 \), the solution can belong to (3), but decay rates in (I) can be much higher. There seem no literatures studying decay rates in the class (3) although the regularities there have been much studied in the whole space, in bounded domains, in the interior and up to the boundary of domains.

We first consider the linearized equations, so called the Stokes equations, which turns to the heat equations in \( \mathbb{R}^n \) by applying the Helmholtz decomposition. We multiply a growing function \( M(x) \) (resp. \( H(t) \)) to the equations and obtain the a priori estimates of the weighted solution \( Mu \) (resp. \( Hu \)). The embedding inequality in space-time
yields us the estimates in space $L^q(0, \infty; L^p(\mathbb{R}^n)^n)$. The Gagliado-Nirenberg inequality of parabolic type, which is proved by M.Yamazaki, gives the uniform bound of $Mu$ (resp. $Hu$).

Since we can choose weighting functions $M(x)$ (resp. $H(t)$) as $|x|^{\gamma}$ (resp. $t^{\delta}$) ($0 < \gamma, \delta < 1$) far from the origin, we obtain the decay rates of the solution by applying this operation several times.

To estimate (NS) we treat the nonlinear terms $u \cdot \nabla u$ as external forces. Under the smallness condition $||u||_{q, \alpha} \ll 1$ in (3), the nonlinear term is estimated by the parabolic derivatives, i.e., the time and spatial second derivatives. Hence we obtain the same estimates of $Mu$ (resp. $Hu$) as those for the Stokes equations (This is the fundamental reason why weak solution $u$ is regular if $||u||_{q, \alpha} \ll 1$).

**The basic idea of weighted equation approach** For instance, we first multiply a weighting function in space to the heat equation. Next we apply a priori estimates to the weighted solution and estimate the error terms, that is, the remainders of the weighted Laplacian, with the Hölder and the Sobolev inequalities.

Such an approach is applied in Takahashi [13], [14] for local regularity criteria for the Navier-Stokes system, in the interior and up to the boundary of domains, respectively. In local regularity problems, localizing functions, in other words, compactly supported (in space-time) weighting functions, $\varphi(x, t)$ are $p$-th integrable with all derivatives. To estimate the remainders of weighted Laplacian, Hölder’s inequalities and Sobolev’s inequalities make estimates worse and better, respectively, in bounded domains.

On the other hand, in decay property problems, weighting functions $M(x)$ must be growing functions with decaying derivatives. Thus the growing rates must be less than 1. Only the derivatives are $p$-th integrable. Hölder’s and Sobolev’s inequalities make estimates better and worse, respectively. Thus the situation is opposite to the interior regularity problems. But the weighted equation approach works on the decay properties in the same framework.

The above approach can be also available to the stationary problem. We can obtain the same estimates and decay rates. But one would expect faster decay in space on the instationary problem, if external forces decay in time fast. In fact, the embedding
inequalities of the form \( \|u\|_{\alpha, \beta} + \|\nabla u\|_{\alpha', \beta'} \leq C(\|\partial_t u\|_{q, s} + \|\nabla^2 u\|_{q, s}) \), instead of the Sobolev inequalities, enable us to obtain higher decay rates in the instationary case. By these inequalities, weighting in time is also applicable in parallel. Such an approach with the embedding inequality is applied in [14, Erratum] for the regularity up to the boundary.

To get spatial decay rates higher than \( n - 2 \) for the instationary Stokes system, we remove the pressure term from (NS) by the Helmholtz decomposition projector \( P \). The weighted equation approach is based on the commutation between the weights and the derivatives. Now how does the weight \( M(x) \) commute with \( P \)? We thus consider the commutator \( (PM - MP)u \cdot \nabla u \). We will show the estimates of \( (PM - MP)u \) in \( L^r \) for the spatial decays of \( u \) in (I). But moreover we need the estimates of \( (PM - MP)\nabla u \) in \( L^r \) for the spatial decays of the gradient \( \nabla u \) for \( \rho' \geq n \) in (II).

Decays in space-time \( |u(x, t)| \leq C(1 + |x|)^{-\rho}(1 + t)^{-\sigma} \) are directly given by spatial decays \( |u(x, t)| \leq C(1 + |x|)^{-\rho p} \) and time decays \( |u(x, t)| \leq C(1 + t)^{-b r} \) with \( 1/a + 1/b = 1 \) by Young's inequality. But the optimality of estimates is lost in this way. Hence we adopt weighting functions in space-time. We cannot choose a growing functions of the form \( \varphi(x, t) \) in general, since the partial derivatives are not integrable in space-time. We will estimate the weighted solution \( HMu \) for growing functions \( M(x) \) and \( H(t) \), although \( \nabla(HM) \) and \( \partial_t(HM) \) are not integrable.

Finally, our weighted equation approach does not lose the probable decay rates of solutions of the original equations. Namely, the weighted solutions are estimated by the weighted external forces and the estimates of weighted external forces are not worse than those of the original external force.
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In this talk we consider unique global existence and asymptotic behaviour of solutions for the semilinear wave equation
\[
\begin{cases}
\Box u + f(u) = 0 & \text{for } (t, x) \in \mathbb{R}^{1+n}, n \geq 3, \\
u(0) = \varphi, \quad \dot{u}(0) = \psi,
\end{cases}
\]
for arbitrary initial data with (locally) finite energy. Assume that \( f \) satisfies
\[
3^{3}C_{F} > 0, \quad F(u) := 2 \int_{0}^{u} f(v)dv \geq -C_{F}|u|^{2},
\]
\[
f(0) = 0, \quad |f(u) - f(v)| \leq A(|u| + |v|)|u - v|,
\]
with \( A(r) \leq C(1 + r^{2_{*} - 2}) \) for \( 3^{3}C > 0 \),

where \( 2_{*} = \frac{2n}{n - 2} \).

As L. Kapitanski pointed out in [5, pp. 220, Remark], the known results about the unique global existence under the above assumption is limited to two separate classes of \( f \)'s. The first class consists of the functions which are smaller than the critical power, namely those satisfying (2) with
\[
\lim_{r \to \infty} \frac{A(r)}{r^{2_{*} - 2}} = 0.
\]
See, e.g., [3]. The second class consists of those which satisfy certain coerciveness assumptions, such as
\[
\lim_{|u| \to \infty} \inf \frac{G(u)}{|u|^{2_{*}}} > 0,
\]
where \( G(u) := uf(u) - F(u) \). See [2, 8, 5]. Remark that the conditions (3) and (4) contradict each other. The situation about the asymptotic behaviour is quite similar. The existence of bijective wave operators is known for the
nonlinearities which are smaller than the critical power \([4]\), and for the nonlinearities which are coercive against the critical power \([1]\).

We extend these known results for a natural class of nonlinearities which contains these two separate classes. Put \(m = 2(n + 1)/(n - 2)\).

**Theorem 1.** Assume \((2)\), and that

\[
\lim_{|u| \to \infty} \inf \frac{G(u)}{|u|^{2^*}} \geq 0.
\]

Then for any \((\varphi, \psi) \in H^1_{\text{loc}} \oplus L^2_{\text{loc}}\), \((1)\) has a unique global solution \(u\) satisfying

\[(u, \dot{u}) \in C(\mathbb{R}; H^1_{\text{loc}} \oplus L^2_{\text{loc}})\text{ and } u \in L^m_{\text{loc}}(\mathbb{R}^{1+n}).\]

**Theorem 2.** Assume \((2)\), \((5)\) and \(n \geq 4\). Let \(u\) be a solution of \((1)\) satisfying

\[(u, \dot{u}) \in C_w(\mathbb{R}; H^1 \oplus L^2),\]

\(u(t)\) is spherically symmetric for any \(t\),

where ‘\(C_w\)’ denotes the space of weak continuous functions. Then, this solution \(u\) also satisfies

\[(u, \dot{u}) \in C(\mathbb{R}; H^1 \oplus L^2)\text{ and } u \in L^m(\mathbb{R}; L^m).\]

As a result, the uniqueness holds in the class \((6)\).

**Theorem 3.** Assume \((2)\) with \(A(r) \leq Cr^{2^* - 2}\), and that \(G \geq 0\). Then for any \((\varphi, \psi) \in H^1 \oplus L^2\), there uniquely exists \((\varphi_+, \psi_+) \in H^1 \oplus L^2\) such that

\[
\lim_{t \to \infty} \{||\nabla (u(t) - u_+(t))||_{L^2} + ||\dot{u}(t) - \dot{u}_+(t)||_{L^2}\} = 0,
\]

where \(u\) is the solution of \((1)\) given by Theorem 1, and \(u_+\) is the solution for the linear wave equation

\[
\begin{cases}
\Box u_+ = 0, \\
u_+(0) = \varphi_+, \quad \dot{u}_+(0) = \psi_+.
\end{cases}
\]

Moreover, \(u \in L^m(\mathbb{R}^{1+n})\). Here, \(\dot{H}^1 = \{\varphi \in L^{2^*} | \nabla \varphi \in L^2\}\). In addition, assume that \(f\) satisfies

\[
|f'(v) - f'(w)| \leq C|v - w|^{2^* - 2}
\]

if \(n \geq 7\). Then, for \(n \geq 3\), the above correspondence \((\varphi, \psi) \mapsto (\varphi_+, \psi_+)\) is bijective. In other words, we have the wave operators and the scattering operator, which are bijective from \(\dot{H}^1 \oplus L^2\) onto itself.

**Remark.** Theorem 1 is a generalization of \([5, \text{Theorem 7}]\) and \([8]\). The strict coerciveness \((4)\) was assumed in \([5]\). The proof in \([8]\) is valid under another (stronger) coerciveness assumption that

\[
\lim_{|u| \to \infty} \frac{F(u)}{|u|^{2^*}} > 0 \text{ and } \lim_{|u| \to \infty} \frac{H(u)}{|u|^{2^*}} \geq 0,
\]

where

\[
\begin{align*}
F(u) &= \int_{\mathbb{R}^n} \frac{1}{2} \left( |Du|^2 + G(u) \right) \, dx, \\
H(u) &= \int_{\mathbb{R}^n} \frac{1}{2} \left( |Du|^2 + G(u) \right) \, dx.
\end{align*}
\]
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where we put $H := (n - 1)G/2 - F$. Theorem 2 is an improvement of [2, Proposition 4.3(1)], except the case $n = 3$. Their proof is valid under the assumption (4), though it is also valid for $n = 3$. Theorem 3 is a generalization of [4, Proposition 4.2] and [1, Corollary 2.5]. The proof in [1] is valid under the coerciveness assumption that for some $C > 0$, $F(z) \geq C|z|^{2^*}$ and $H(z) \geq 0$. The assumptions in [4] are as follows: $n \geq 4$, and there exist $C_1, C_2 > 0$, $p_1, p_2 \geq 2$ and $0 < p_3 < 2^* - 2 < p_4$ such that

$$G(u) \geq C_1 \min(|u|^{p_1}, |u|^{p_2}), \text{ and (2) with } A(r) \leq C_2 \min(r^{p_3}, r^{p_4}).$$

To explain the idea of the proofs of our theorems, we prepare some notations.

$$r = |x|, \quad \theta = \frac{x}{r}, \quad \lambda = \sqrt{t^2 + r^2}, \quad \omega = \frac{(-t, x)}{\lambda}, \quad \nabla_y = (\partial_1, \nabla),$$

$$u_r = \theta \cdot \nabla u, \quad u_\theta = \nabla u - \theta u_r, \quad u_\omega = \nabla_y u - \omega (\omega \cdot \nabla_y u).$$

In the critical case, it is the most important to estimate the quantity $|u|^{2^*}$, and in the previous papers [2, 8, 5, 1], to this end, certain Morawetz-type estimates were used. For example, multiplying the equation by $u_r + u \nabla \cdot \theta / 2$ and integrating over $W = [S, T] \times \mathbb{R}^n$, one obtains the radial Morawetz estimate [9, (2.27)]:

$$\int_W \frac{nG(u)}{2r} + R_1(u) \, dx \, dt \leq C < \infty,$$

where

$$R_1(u) = \frac{|u_\theta|^2}{r} + \frac{(n - 1)(n - 3)}{4} \frac{|u|^2}{r^3} \geq 0,$$

and $C$ depends on only the energy and the time length. Similarly, multiplying the equation by $t \dot{u} + ru_\theta + (n - 1)u/2$ and integrating over the light cone $K = \{ y \mid |x| < |t| \}$, one obtains the (localized) dilation estimate [7, (1.5)], from which one can deduce that

$$\int_{|x| < |t|} F(u) + R_2(u) \, dx + \int_{|x| < |t|} 2H(u) + R_2(u) \, dx \, dt \to 0 \quad \text{as } T \searrow 0,$$

where

$$R_2(u) = \frac{|u_\theta|^2}{t} + \frac{t - r}{t} |u_r|^2 + \frac{(n - 1)^2}{4} \frac{|u|^2}{tr} \geq 0.$$

In the preceding works, such methods were used to estimate $G(u)$ and/or $F(u)$, and then the quantity $|u|^{2^*}$ were estimated by $G(u)$ and/or $F(u)$, so that the coerciveness assumptions (4) or (9) were indispensable. To overcome this difficulty, we notice in the Morawetz-type estimates those terms independent of $f$ (in the above cases, $R_1(u)$ and $R_2(u)$), and by using certain Hardy-type inequalities, we prove that these terms can dominate the quantity $|u|^{2^*}$ with the aid of the energy; for example, we have

$$\int_{|x| < |t|} |u|^{2^*} \, dx \leq C \| \nabla u(t) \|_{L_{2^*}^2}^{2^* - 2} \int_{|x| < |t|} R_2(u) \, dx.$$
However, the radial Morawetz estimate (10) is inadequate for such treatment in the case $n = 3$ because the coefficient of $u^2/r^3$ vanishes. To avoid this difficulty, we use a new multiplier: $\omega \cdot \nabla_y u + u \nabla_y \cdot \omega/2$. Multiplying the equation by this quantity and integrating over $W$, we obtain a new variant of the Morawetz estimate:

$$\int_W \frac{|u_\omega|^2 + 81 G(u)}{\lambda} \, dx \, dt \leq C < \infty,$$

where $C$ is dependent on only the energy and the time length. Using the following Sobolev-type inequality:

$$\int_W \frac{|u|^2}{\lambda} \, dx \, dt \leq C \| \nabla u \|_{L^p(I)}^2 \int_W \frac{|u_\omega|^2}{\lambda} \, dx \, dt + C \int_{t=T} |u|^2 \, dx,$$

we obtain under the assumption (5),

$$\int_W \frac{|u|^2}{\lambda} \, dx \, dt \leq C.$$

This estimate is a kind of decay estimate of the quantity $|u|^2$ at the tip of the cone $K$ or at the space-time infinity, and this estimate is the starting point of the proofs of Theorems 1 and 3. Unfortunately, this new estimate seems insufficient to prove Theorem 2, which is the reason why we have to assume $n \geq 4$ in Theorem 2.

Detailed proofs of the above theorems are given in [6].
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ABSTRACT: We give a rigorous proof for formation of self-intersection of evolving curves driven by surface diffusion.

1. INTRODUCTION

This is a joint work with Professor Yoshikazu Giga.

We study motion by surface diffusion which was first derived by Mullins [10]. Let \( \Gamma_t \subset \mathbb{R}^2 \) be a closed evolving curve depending on time \( t \) with initial data \( \Gamma_t|_{t=0} = \Gamma_0 \). The governing equation for evolving curves by surface diffusion is of the form

\[
V = -\kappa_s.
\]

Here \( V \) denotes the outward normal velocity and \( \kappa \) denotes the outward curvature; \( s \) denotes the arclength parameter of \( \Gamma_t \). There are several derivations of this equation other than Mullins [10]. See for example Cahn and Taylor [2] and Cahn, Elliott and Novick-Cohen [3]. In the latter paper, (1) is obtained as some formal limit of Cahn-Hilliard equations. A typical feature of \( \Gamma_t \) moved by (1) is that the area enclosed by \( \Gamma_t \) is preserved. Related equations to (1) are well explained in Elliott and Garcke [4] and Cahn and Taylor [2]. For physical background of these equations, see [2, 4] and references cited there.

In [4] local existence of solution for (1) was proved without uniqueness as well as for other equations. They proved that if initial data is close to a circle, then \( \Gamma_t \) exists globally in time and it converges to a circle with the same area enclosed by \( \Gamma_0 \) as \( t \) tends to infinity. They also conjectured that \( \Gamma_t \) moved by (1) may cease to be embedded for some embedded smooth initial data. After this work was completed, we were informed of a recent work of Escher, Mayer and Simonett [5] on unique local existence of solutions of (1). They proved the unique existence of local-in-time solutions even for higher dimensional version of (1) in small Hölder spaces by appealing abstract semigroup theory. They also studied the large time behavior of solutions of the higher dimensional version of (1) if initial data are close to a sphere. These results are regarded as a natural extension of the results of [4]
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to higher dimensional setting. Moreover, they showed numerical evidence of existence of
pinchings for various closed curves.

In this talk we give a rigorous proof to Elliott and Garcke’s conjecture. Let us explain
our idea. We consider a smooth closed embedded curve \( \Gamma_0 \) which is symmetric with
respect to \( x \)-axis and \( y \)-axis. We assume that \( \Gamma_0 \) is of the form

\[
\Gamma_0 = \{ (x, y); y = \pm u_0(x) \},
\]

where \( u_0(x) \) is even and \( u_0(x) \) takes the only local minimum at \( x = 0 \). If \( \Gamma_t \) is represented
by \( y = u(t, x) \), then (1) becomes a fourth order equation of \( u(t, x) \). If we linearize (1)
around \( u = 0 \), we obtain

\[
u_t = -u_{xxxx}.
\]

If we consider the Cauchy problem for this equation with \( u_0(x) \geq 0 \) and \( u_0(x) = x^4 + \delta \)
for small \( \delta > 0 \) near \( x = 0 \), then \( u(t, 0) \) would be negative in a short time. In other
words, the comparison principle does not hold. It is easy to guess this phenomenon
since \( u(t, x) = x^4 - 4!t + \delta \) solves \( u_t = -u_{xxxx} \). In this talk we shall rigorously prove
that for a good choice of \( u_0(x) \), \( u(t, 0) \) becomes negative in short time during the period
that solution \( \Gamma_t; y = u(t, x) \) of (1) exists as immersed curves. Since \( \Gamma_t \) is represented
by \( y = u(t, x) \), and symmetric with respect to \( y = 0 \), this means that \( \Gamma_t \) ceases to be
embedded in short time even if \( \Gamma_0 \) is embedded. This is a rough idea of our proof. For
this purpose we shall review unique local existence theorem for immersed curves with
estimates of existence time interval as well as of solutions. Of course there are several
versions of unique existence theorems which apply in this setting e.g. by Lunardi [9] but
we presented a simple version with the aid of the classical Lax-Milgram type abstract
existence theorem due to J. L. Lions [7] (see e.g. [8, 11]) which just needs Hilbert spaces;
we do not use sophisticated abstract semigroup theory (e.g. [9]). Since we proved the
uniqueness of solutions as well as higher derivative estimate near \( t = 0 \), our unique local
existence theorem is not included in Elliott and Garcke [4] which is based on the method
of X. Chen [1].

In the next section, we introduce a parametrized equation for (1). After showing a
unique local existence theorem for this equation, we rigorously prove formation of self-
intersection of evolving curves moved by surface diffusion.

2. SELF-INTERSECTION OF EVOLVING CLOSED CURVES

2.1. PARAMETRIZATION

We summarize here a parametrization of (1) by following Elliott and Garcke [4].

Let \( M^0 \) be a fixed reference \( C^\infty \) (or at least \( C^5 \)) immersed closed curve with arclength
\( 2L \). For \( T = \mathbb{R}/(2L\mathbb{Z}) \), let

\[
\begin{align*}
X^0 : \ T & \rightarrow M^0, \\
\eta & \mapsto X^0(\eta)
\end{align*}
\]

be an arclength parametrization of \( M^0 \). Then, \( \tau^0(\eta) = X^0(\eta) \) is the unit tangent vector
of \( M^0 \) and the Frenet formula gives

\[
\begin{align*}
\tau^0_\eta(\eta) & = \kappa^0(\eta)n^0(\eta), \\
n^0_\eta(\eta) & = -\kappa^0(\eta)\tau^0(\eta),
\end{align*}
\]
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where \( n^0(\eta) \) is the unit normal vector and \( \kappa^0(\eta) \) is the curvature of \( M^0 \) with the sign convention that the curvature of a circle is negative.

Let \( \Gamma_t \subset \mathbb{R}^2 \) be a closed curve moved by surface diffusion law with respect to time \( t \geq 0 \) starting from initial closed curve \( \Gamma_0 \). For small \( T > 0 \) we expect that \( \Gamma_t \) is parametrized by

\[
X : [0,T) \times T \rightarrow \Gamma_t,
(t,\eta) \mapsto X(t,\eta),
\]

\[
X(t,\eta) = X^0(\eta) + d(t,\eta)n^0(\eta)
\]

with some \( d(t,\eta) \) defined on \([0,T) \times T\). If \( \Gamma_0 \) is embedded and \( \Gamma_t \) is close to \( \Gamma_0 \), then \( d(t,\eta) \) is the distance function from \( M^0 \). By this parametrization, (1) is equivalent to

\[
\frac{1 - d\kappa^0}{J} dt = -\frac{1}{J} \partial_{\eta}(\frac{1}{J} \partial_{\eta}\kappa),
\]

where \( J = |X_\eta| = \partial s/\partial \eta \) is the Jacobian and \( \kappa(t,\eta) \) is the curvature of \( \Gamma_t \) in the direction of \( n^0 \). Their explicit forms are

\[
J = J(\eta, \alpha_0, \alpha_1)|_{(\alpha_0, \alpha_1) = (d, d_\eta)} = (d_\eta^2 + (1 - d\kappa^0)^2)^{1/2},
\]

\[
\kappa = \frac{1}{J^3} \{ (1 - d\kappa^0) d_{\eta\eta} + 2\kappa^0 d_\eta^2 + \kappa^0_\eta d_\eta + \kappa^0(1 - d\kappa^0)^2 \}.
\]

Thus, the equation (1) for \( d(t, \eta) \) with initial data \( \Gamma_t|_{t=0} = \Gamma_0 \) is of the form:

\[
\begin{cases}
    d_t + J^{-1} d_{\eta\eta\eta} + P d_{\eta\eta} + Q = 0, & 0 < t < T, \ \eta \in T, \\
    d(0, \eta) = d_0(\eta), & \eta \in T,
\end{cases}
\]

(2)

where \( P \) and \( Q \) are polynomials with arguments \((1 - \kappa^0 d)^{-1}, J^{-1}, \kappa^0, \kappa_\eta^0, \kappa_{\eta\eta}^0, d, d_\eta \) and \( d_{\eta\eta} \). We note that \( \kappa^0 \) together with its derivatives \( \kappa_\eta^0, \kappa_{\eta\eta}^0 \) is continuous and bounded on \( T \) since \( M^0 \) is at least \( C^5 \).

### 2.2. LOCAL EXISTENCE

We state here a result of the unique local existence of smooth solutions of (2). To do this, we first treat a general framework.

We consider the equation:

\[
\begin{cases}
    u_t + a(x, u, u_x)u_{xxx} + b(x, u, u_x, u_{xx})u_{x} + c(x, u, u_x, u_{xx}) = 0, \\
    u(0, x) = u_0(x),
\end{cases}
\]

(3)

for \( t > 0 \) and \( x \in \mathbb{T} = \mathbb{R}/(\omega \mathbb{Z}) \) with \( \omega > 0 \). For (3), we assume:

(a) There are positive constants \( a_1 \) and \( \Lambda \) such that \( a(x, \alpha_0, \alpha_1) \geq a_1 \) for \( |\alpha_0|, |\alpha_1| \leq \Lambda \).

(b) Let \( M > 0 \) be given. The functions \( a(x, \alpha_0, \alpha_1), b(x, \alpha_0, \alpha_1, \alpha_2) \) and \( c(x, \alpha_0, \alpha_1, \alpha_2) \) are smooth in their all arguments but restricted for \( |\alpha_0| \leq 2\mu M \) and \( \omega \)-periodic in \( x \), where \( \mu = \mu(\mathbb{T}) > 0 \) denotes the constant in the Sobolev inequality:

\[
\| f \|_{L^\infty(\mathbb{T})} \leq \mu \| f \|_{H^1(\mathbb{T})} \quad \text{for } f \in H^1(\mathbb{T}).
\]

(4)
Theorem 1 (Local existence for (3)). Let $M > 0$. Assume (a)-(b). Then, for any $u_0 \in H^4(T)$ with $\|u_0\|_{H^4(T)} \leq M$, there is a $T_0(M) > 0$ such that there exists a unique solution $u(t, x)$ of (3) satisfying

\[ u \in L^2(0, T_0(M); H^6(T)), \quad u_t \in L^2(0, T_0(M); H^2(T)), \]  

\[ \|u\|_{H^4(T)}(t) \leq 2M \quad \text{for } t \in [0, T_0(M)]. \]  

Corollary 2 Let $m \geq 4$ be integers and let $N \in (0, M]$. Then, for any $u_0 \in H^m(T)$ with $\|u_0\|_{H^m(T)} \leq N$, there is a $T_1(N) > 0$ such that there exists a unique solution $u(t, x)$ of (3) satisfying

\[ u \in L^2(0, T_1(N); H^{m+2}(T)), \quad u_t \in L^2(0, T_1(N); H^{m-2}(T)), \]  

\[ \|u\|_{H^m(T)}(t) \leq 2N \quad \text{for } t \in [0, T_1(N)]. \]  

For the proofs of Theorem 1 and Corollary 2, see [6]. From Theorem 1 and Corollary 2, we obtain

Theorem 3 (Local existence for (2)). Let $\omega$ and $\delta_0$ be as

\[ \omega = 2L, \quad 4\delta_0\|\kappa^0\|_{L^\infty(T)} \leq 1. \]  

(i) Let $M \in (0, \delta_0/\mu)$ where $\mu$ is in (4). Then, for any $d_0 \in H^4(T)$ with $\|d_0\|_{H^4(T)} \leq M$, there is a $T_0(M) > 0$, which is nonincreasing in $M$, such that there exists a unique solution $d(t, \eta)$ of (2) satisfying

\[ d \in L^2(0, T_0(M); H^6(T)), \quad d_t \in L^2(0, T_0(M); H^2(T)), \]  

\[ \|d\|_{H^4(T)}(t) \leq 2M \quad \text{for } t \in [0, T_0(M)]. \]  

(ii) Let $m \geq 4$ be integers and $N \in (0, \delta_0/\mu)$. Then, for any $d_0 \in H^m(T)$ with $\|d_0\|_{H^m(T)} \leq N$, there is a $T_1(N) > 0$, which is nonincreasing in $N$, such that there exists a unique solution $d(t, \eta)$ of (2) satisfying

\[ d \in L^2(0, T_1(N); H^{m+2}(T)), \quad d_t \in L^2(0, T_1(N); H^{m-2}(T)), \]  

\[ \|d\|_{H^m(T)}(t) \leq 2N \quad \text{for } t \in [0, T_1(N)]. \]  

Remark 1. Our local existence theorem in particular implies that for any immersed smooth curve $\Gamma_0$, there exists a unique local-in-time solution of (1) by taking $\Gamma_0$ as a reference curve $M^0$ with $d_0 = 0$.

Remark 2. It is easy to see from the above method of constructing of solutions that the curves $\Gamma_t$ are uniquely determined by $\Gamma_0$ and are independent of parametrizations.

Remark 3. Since our main concern in this paper is pinching, we do not pursue higher regularity properties away from $t = 0$.

Proof of Theorem 3 admitting Theorem 1 and Corollary 2. It suffices to prove (b). For $|\alpha_0| \leq 2\mu M$, $J(\eta, \alpha_0, \alpha_1)^{-4}$ has no singularities: in fact, it follows from (9) that

\[ \alpha_1^2 + (1 - \alpha_0 \kappa^0(\eta))^2 \geq (1 - 2\mu M\|\kappa^0\|_{L^\infty(T)})^2 \geq (1 - 2\delta_0\|\kappa^0\|_{L^\infty(T)})^2 \geq (\frac{1}{2})^2. \]
Similarly, we can show that $P$ and $Q$ have no singularities in the domain we are concerned. This gives (b). Applying Theorem 1 to (2), we obtain (i). The proof of (ii) is essentially with the same with $M$ replaced by $N$, so we omit the proof of (ii).

2.3. SELF-INTERSECTION OF EVOLVING CLOSED CURVES

We show that there is an evolving closed curve which ceases to be embedded in finite time, even if initial curve is embedded.

Let us explain our idea of the proof. Let $M^0 = \{X^0(\eta); \eta \in T = \mathbb{R}/(2L\mathbb{Z})\}$ be a dumbbell like immersed curve symmetric with respect to both $x$-axis and $y$-axis and its neck is so thin that it is just a segment on the $x$-axis. It is normalized by setting $X^0(0) = X^0(L) = \text{the origin } (0,0)$. Let $\Gamma_0 = \{X^0(\eta) + d_0(\eta)n^0(\eta); \eta \in T\}$ with $d_0(\eta) > 0$ be symmetric with respect to both $x$-axis and $y$-axis and assume that $d_0(\eta)$ takes its global isolated minimum at $\eta = 0$ and $L$. Then, by symmetry of the equation (2), the solution $\Gamma_t = \{X^0(\eta) + d(t,\eta)n^0(\eta); \eta \in T\}$ stays symmetric with respect to both $x$-axis and $y$-axis. In particular, $d_0(t,0) = 0$ and $d_{\eta\eta}(t,0) = 0$. Thus if $d(t,\eta)$ solves (2), then

$$d_t(0,0) = -\partial^2_{\eta}d(0,0) + 3\partial^2_{\eta}d(0,0).$$

Thus, by the fundamental theorem of calculus,

$$d(t,0) = d(0,0) + \int_0^t d_t(0,0)\,dt = d(0,0) + \int_0^t \int_0^1 d_{\eta\eta}(s,0)\,ds\,dt$$

$$\leq d(0,0) + \int_0^t \left[\partial^2_{\eta}d(0,0) + 3\partial^2_{\eta}d(0,0)\right]\,dt + t^2 \sup_{t \in [0,\bar{t}], \eta \in T} |d_{\eta\eta}(t,\eta)|,$$

where $\bar{t}$ is taken so that $d(t, \eta)$ exists for $[0, \bar{t}]$. Roughly speaking, if $d(0,0)$ is sufficiently small and $-\partial^2_{\eta}d(0,0) + 3\partial^2_{\eta}d(0,0) < 0$, then $d(t,0)$ may be negative for $t$ between two roots of the quadratic equation of $t$: the R.H.S. of (14) = 0, which will imply a pinching of $\Gamma_t$. We shall prove it more rigorously in the following.

To do this, we define a special $(C^\infty)$ reference curve $M^0$ (see Figure 1). This curve is

![Figure 1: The reference curve $M^0$](image)

immersed in $\mathbb{R}^2$. This is parametrized by

$$X^0(\eta) = (X_1^0(\eta), X_2^0(\eta)) \text{ for } \eta \in T = \mathbb{R}/(2L\mathbb{Z})$$

---
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satisfying
\[
\begin{align*}
X^0_1(\eta) &= -X^0_1(-\eta), & 0 \leq \eta \leq L, \\
X^0_2(\eta) &= X^0_2(-\eta), & 0 \leq \eta \leq L, \\
X^0_0(\eta) &= (\eta, 0), & 0 \leq \eta \leq L/4, \\
(X^0_1)_\eta(\eta) &> 0; & 0 \leq \eta \leq L/2, \\
X^0_0(L/2 + \eta) &= X^0_0(L/2 - \eta), & 0 \leq \eta \leq L/2, \\
X^0_0(\eta) > 0, & L/4 < \eta < L/2, \\
X^0_2(L/2 + \eta) &= -X^0_2(L/2 - \eta), & 0 \leq \eta \leq L/2,
\end{align*}
\]

where \( \eta \) is an arclength parameter. We define two sets of functions in \( T \) and in \([0, T] \times T \) depending on positive parameters \( N, \varepsilon \) and \( T \):

\[
D_0(N, \varepsilon) = \{ d_0 \in H^0(T); d_0(\eta) = d_0(\eta) = d_0(L - \eta), \quad d_0(\eta) > 0 \quad (\forall \eta \in T), \\
\|d_0\|_{H^3(T)} \leq N, \quad d_0(0) \leq \varepsilon, \\
d_0(\eta) \text{ attains its global minimum at } \eta = 0 \},
\]

\[
D_\Gamma(N) = \{ d \in L^2(0, T; H^0(T)); d_\tau \in L^2(0, T; H^5(T)), \\
\|d\|_{H^3(T)}(t) \leq 2N \quad (t \in [0, T]).\}
\]

Note that closed curves \( \Gamma_0 \) parametrized by \( X(0, \eta) = X^0(\eta) + d_0(\eta)n^0(\eta) \) with \( d_0 \in D_0(N, \varepsilon) \) are embedded in \( \mathbb{R}^2 \). Then, our main result is stated as follows.

**Theorem 4** (Self-intersection of evolving closed curves). For any \( N \in (0, \delta_0/\mu) \), there is an \( \varepsilon_0 > 0 \); for any \( \varepsilon \in (0, \varepsilon_0) \), there are \( d_0 \in D_0(N, \varepsilon), t_0 \in (0, T_1(N)) \) (where \( T_1(N) \) is in Theorem 3 (ii)) and \( t_1 > t_0 \) such that for initial embedded closed curve \( \Gamma_0 \) with parametrization

\[
\Gamma_0 = \{ X(0, \eta) = X^0(\eta) + d_0(\eta)n^0(\eta); \eta \in T \},
\]

the solution curve \( \Gamma_t \) with parametrization

\[
\Gamma_t = \{ X(t, \eta) = X^0(\eta) + d(t, \eta)n^0(\eta); \eta \in T \}, \quad t \in [0, T_1(N)],
\]

where \( d \in D_{T_1(N)}(\varepsilon) \) is the unique solution of (2) established in Theorem 3 (ii), ceases to be embedded for at least \( t_0 < t < \min(t_1, T_1(N)) \).

**Proof.** First step. We first show the procedure to choose an initial data \( d_0(\eta) \) with which the solution \( \Gamma_t \) will be pinched in the existence time interval of solution \( \Gamma_t \).

Take a \( \tilde{d}_0 = \tilde{d}_0 \in D_0(N, \tilde{d}_0(0)) \). For this \( \tilde{d}_0 \), Theorem 3 (ii) implies that there are \( T_1(N) > 0 \) and a unique solution \( \tilde{d} \in D_{T_1(N)}(\varepsilon) \) of (2) with initial data \( d_0(\eta) \). Then, there is a \( K(N) > 0 \) such that

\[
| - \partial_\tau \partial_\eta^2 \tilde{d}(t, 0) + 3\partial_\tau(\partial_\eta^2 \tilde{d}(t, 0))^3 | \leq K(N) \quad \text{for } t \in [0, T_1(N)].
\]

Put

\[
\sigma(\tilde{d}_0) = -3\tilde{d}_0(0)^3 + \tilde{d}_0^{(4)}(0) > 0.
\]

Take \( \varepsilon_0 > 0 \) as

\[
\sigma(\tilde{d}_0)^2 - 4\varepsilon_0 K(N) > 0,
\]
Then, it holds
\[ \frac{\sigma(d_0) - \sqrt{\sigma(d_0)^2 - 4\varepsilon K(N)}}{2K(N)} < T_1(N). \]

Then, it holds
\[ \sigma(d_0)^2 - 4\varepsilon K(N) > 0, \]
\[ \frac{\sigma(d_0) - \sqrt{\sigma(d_0)^2 - 4\varepsilon K(N)}}{2K(N)} < T_1(N) \tag{15} \]
for any \(\varepsilon \in (0, \varepsilon_0)\). Take \(\theta\) as
\[ \max\{0, d_0(0) - \frac{\sigma(d_0)^2}{4K(N)}, d_0(0) - \varepsilon\} < \theta < d_0(0). \]

Put \(d_0(\eta) = \tilde{d}_0(\eta) - \theta\). Then, it is easy to check that \(d_0 \in D_0(N, \varepsilon)\). Thus, it follows from Theorem 3 (ii) that there exists a unique solution \(d \in D_{T_1(N)}(N)\) of (2) with initial data \(d_0(\eta)\).

**Second step.** We shall show that for this \(d_0(\eta)\), the solution \(\Gamma_t\) ceases to be embedded in finite time.

It follows from the uniqueness that
\[ d_0(-\eta) = d_0(\eta) = d_0(L - \eta) \]
implies
\[ d(t, -\eta) = d(t, \eta) = d(t, L - \eta). \tag{16} \]

Furthermore,
\[ \sigma \equiv \sigma(d_0) = \sigma(\tilde{d}_0), \]
\[ | \partial_\eta \partial_t^4 d(t, 0) + 3\partial_t(\partial_\eta^2 d(t, 0))^3 | \leq K(N) \quad \text{for } t \in [0, T_1(N)]. \]

Then, from (15),
\[ t_0 \equiv \frac{\sigma - \sqrt{\sigma^2 - 4\varepsilon K(N)}}{2K(N)} < T_1(N) \]
for \(0 < \varepsilon < \varepsilon_0\). Finally, from the first equality of (16), it follows that \(d_\eta(t, 0) = d_{\eta\eta}(t, 0) = 0\). Thus, using (2), we observe that
\[
\begin{align*}
d(t, 0) &= d_0(0) + \int_0^t d_\tau(\tau, 0)d\tau \\
&= d_0(0) + \int_0^t (-\partial_\eta^4 d(\tau, 0) + 3(\partial_\eta^2 d(\tau, 0))^3)d\tau \\
&= d_0(0) - \sigma t + \int_0^t \int_0^\tau (-\partial_\eta \partial_\tau^4 d(s, 0) + 3\partial_\eta(\partial_\eta^2 d(s, 0))^3)dsd\tau \\
&\leq \varepsilon - \sigma t + K(N)t^2,
\end{align*}
\]
which and the second equality of (16) imply
\[ d(t, 0) = d(t, L) < 0 \quad \text{for } t_0 < t < \min(t_1, T_1(N)), \]
where

\[ t_1 = \frac{\sigma + \sqrt{\sigma^2 - 4\kappa(N)}}{2\kappa(N)}. \]

This shows that \( \Gamma_t \) ceases to be embedded for \( t_0 < t < \min(t_1, T_1(N)) \). This completes the proof. \( \Box \)
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