Third stable branch and tristability of nuclear spin polarizations in a single quantum dot system
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I. INTRODUCTION

In semiconductor quantum dots (QDs), the strong localization of electron wave function enhances hyperfine interaction (HFI). Simultaneous spin-flip via HFI transfers the spin angular momentum from an electron to the lattice nuclear ensemble, and thus, nuclear spin polarization (NSP) can be established by spin-polarized electron injection [1–3]. Spin ensemble, and thus, nuclear spin polarization (NSP) arising from an electron to the lattice nuclear ensemble, and thus, nuclear spin polarization (NSP) can be established by spin-polarized electron injection [1–3]. The unparalleled spin coherence of nuclei has always been attractive for application to quantum memory [4] and recent demonstrations and predictions using spin waves suggest the possibility of quantum read-write processes with over 90% accuracy [5,6]. On the other hand, the nuclear spin fluctuation causes a serious electron spin decoherence, which is an undesired aspect of spin coupling via HFI [7]. Recent studies have reported that this electron spin decoherence can be eliminated by using the spin refocusing technique [8,9].

One of the most interesting properties of NSP is bistability; the NSP transits abruptly between two stable coexisting branches due to the negative and positive feedback of the spin transfer rate [10–14]. This phenomenon occurs when electron spin splitting, which limits the spin transfer rate, is reduced by the compensation of the external magnetic field by an effective field originating from NSP (i.e., nuclear field).

In this paper, we show that NSP in individual QDs potentially has three stable branches. This intriguing behavior was demonstrated by steady-state photoluminescence (PL) measurements under nonresonant excitation and it can be explained by a phenomenological rate equation, including the effects of nuclear spin fluctuation. In addition, the proposed model predicts that a QD spin system exhibits a tristable response under some proper conditions. Our findings remind us of the degree of complication of spin coupling via HFI in a QD, which sometimes causes unintuitive behaviors, such as the bidirectional NSP formation [15,16] and the anomalous Hanle effect [17,18]. The revealed fact related to nuclear spin fluctuation contributes to a deeper understanding of electron spin decoherence and a hybrid quantum system composed of an electron and nuclei.

II. SAMPLE AND APPARATUS

We used single In0.75Al0.25As/Al0.3Ga0.7As self-assembled (SA) QDs grown by molecular-beam epitaxy on (100) GaAs substrate [2,13,18,19]. The atomic force microscopy of a reference uncapped QD layer and cross-section transmission electron microscope observation revealed a lens-like shape of QD with the typical diameter of 20 nm and the height of 4 nm. The fabrication of small mesa structures enables us to access single QDs by micro-PL measurements.

Figure 1(a) shows schematics of the experimental apparatus. A cw Ti:Sapphire laser was employed to inject the spin-polarized electron and hole into the wetting layer of the QDs (~1.6986 eV). The polarization of the excitation beam was controlled with a combination of a linear polarizer (LP), a half-wave plate (HWP), and a quarter-wave plate (QWP) [20].

The excitation beam was focused on the QD sample along the growth direction (z) through an objective lens (OL, Mito-toyo M Plan Apo NIR ×20). Our sample was kept at 6 K in an optical cryostat. A superconducting magnet (Oxford Instruments, MicrostatBT) introduced a static longitudinal magnetic field \( B_z \) up to 5 T. The PL from the individual QDs collected by the same OL was dispersed by a triple grating spectrometer (Horiba JY, T64000) and detected by a liquid-nitrogen cooled charge-coupled device (CCD, Princeton Instruments, Spec-10:100BR). Although the energy resolution of our apparatus was ~12 μeV, the peak energy could be determined with an accuracy of ≤5 μeV by using the spectral fittings.

We analyzed the PL spectra of three different single QDs (QD1, QD2, and QD3). Figure 1(b) [1(c)] shows the typical PL spectra from QD1 [QD2 and QD3] which was detected in a linearly polarized basis at \( B_z = 0 \). In this paper, we focus on a positively charged exciton \( X^+ \) that consists of one electron and two holes in a spin singlet. The degree...
of circular polarization of $X^+$ PL depends only on the $z$ component of electron spin polarization ($\mathbf{S}_e$) and is written as $\rho_c = 2\langle S_z \rangle$, where $\rho_c = (I^- - I^+)/|I^- + I^+|$ and $I^{\pm}$ denotes the intensity of $\sigma^{\pm}$ polarized PL. The established NSP ($\mathbf{I}_n$) along the $z$ axis was monitored through the Overhauser shift $\Delta OS$ defined as $2\Delta (\mathbf{I}_n)$, where $\Delta$ is a hyperfine constant $\sim 50 \, \mu eV$ [21,22].

Note that almost all PL peaks on the lower energy side of $X^+$ in Fig. 1(b) did not originate from QD1. Further, in all studied QDs, the intensity of $X^+$ PL was quite larger than that of the other exciton complexes such as neutral exciton. Thus we assume that the nuclear spin pumping is dominantly accomplished via $X^+$, and only electron in the $X^+$ state will be considered in the following discussions.

III. RESULTS AND DISCUSSION

A. Observation of three stable branches

The excitation polarization dependence of the $X^+$ PL spectra obtained from QD1 at $B_z = +3.0 \, T$ is shown in the top panel of Fig. 2(a) as a color-scale plot. Because the $g$ factor $g_e$ of the conduction electron is positive in our InAlAs QDs [23], the compensation of $B_z$ by a nuclear field $B_{n,z}$ occurred under $\sigma^+$ excitation, where the spin-down electron is photo-injected selectively. In case of such a condition, the PL energies and intensities indicated abrupt changes. To closely examine this point, both the $\rho_c$ and $\Delta OS$ obtained from the spectra are plotted in the middle and bottom panels, respectively. It should be noted that there are two-stage abrupt jumps, which suggest the presence of three stable branches labeled Lo., Mid., and Hi. in the figure.

We also found three such stable branches of NSP by changing the excitation power $P_{exc}$. Figure 2(b) shows the $\rho_c$ and $\Delta OS$ obtained from QD2 at $B_z = +5.0 \, T$ under $\sigma^+$ excitation. In the figure, the filled and open circles (squares) indicate the observed $\rho_c$ ($\Delta OS$) with increasing and decreasing $P_{exc}$, respectively. With increasing $P_{exc}$, $|\rho_c|$ and $|\Delta OS|$ jumped simultaneously at $\sim 150 \, \mu W (P_{exc}^{\text{max}})$ and an additional abrupt change occurred at $\sim 350 \, \mu W (P_{exc}^{\text{mid}})$ again. The similar behavior with two critical points ($P_{exc}^{\text{min}}$ and $P_{exc}^{\text{mid}}$) was observed with decreasing $P_{exc}$. Notably, $P_{exc}^{\text{min}}$ was lower than $P_{exc}^{\text{mid}}$. That is to say, hysteresis loops were observed around each boundary of the branches [loop I (II) for the boundary between the Lo. and Mid. (the Mid. and Hi.) branches].

Note that the Mid. branch is not always observed; its appearance depends on the QD properties and experimental conditions. For example, Fig. 3(a) shows $P_{exc}$ dependencies of the $\rho_c$ and $\Delta OS$ of QD3 at $B_z = +5.0 \, T$. Although the experimental condition was the same as in the case of Fig. 2(b), the Mid. branch did not appear, and only a single hysteresis loop was observed. Further, QD2 revealed the bistability of $B_z = +3.0 \, T$, as shown in Fig. 3(c), as well as QD3 in Fig. 3(b).

Figures 3(d) and 3(e) show the $P_{exc}$ dependencies of $\Delta OS$ and $\rho_c$ at various $B_z$ obtained from QD2. The width of loop II and the region corresponding to the Mid. branch reduced with decreasing $B_z$, and the Mid. branch disappeared completely at a $B_z$ smaller than $+4.0 \, T$. Although the presence of the Mid. branch could not be judged distinctively from the change in $\Delta OS$ at $\sim +4.0 \, T$, a reduction of $|\rho_c|$ in the Mid. branch was more obvious compared with the other two branches and was the most prominent indication of the Mid. branch.

To examine the difference between the bistable and the three stable cases, we focus on the compensation point and the magnitude relation between the nuclear field $B_{n,z}$ and $B_z$ in each branch. The compensation point, where $B_{n,z} + B_z$ becomes zero, is explicitly reflected on the reduction of $|\rho_c|$ in the Mid. branch, which is strongly suppressed by the Zeeman splitting, enhanced at the compensation condition due to the degeneracy of electron Zeeman states.

In the bistable case, as shown in Figs. 3(a)–3(c), the lowest value of $|\rho_c|$ was realized at $P_{exc}^{\text{min}}$, where $|\Delta OS|$ drops with decreasing $P_{exc}$. Thus, $P_{exc}^{\text{min}}$ of the Hi. branch was considered to be the compensation point. Since $B_{n,z}$ usually continues to grow with increasing $P_{exc}$, as long as the system stays the...
same branch, the relation $|B_{n,z}| > |B_z|$ is held in the region $P_{exc} > P_{min}$. Accordingly, the increment of $P_{exc}$ results in the increase of the total field seen by a QD electron [shown as a gray shade in Fig. 3(f)], and the restoration of $\langle S_z \rangle$ in the Hi. branch with increasing $P_{exc}$ is expected. This can be observed in Figs. 3(a)–3(c).

In the case with three stable branches, as shown in Fig. 2(b), on the other hand, the lowest value of $|\rho|$ is, and hence the compensation point, appeared at $P_{exc}$. At this point, $\Delta OS$ changes abruptly from the Mid. to the Hi. branch with increasing $P_{exc}$. Throughout the Mid. branch, since $|\rho|$ decreased with increasing $P_{exc}$, the electron Zeeman splitting was considered to keep reducing as $P_{exc}$ approached $P_{max}$. This situation is achieved if $|B_{n,z}| < |B_z|$ in the Mid. branch, as illustrated in Fig. 3(g). Therefore, the magnitude relation between $|B_{n,z}|$ and $|B_z|$ in the Mid. branch was opposite to that in the Hi. branch.

Regarding the observed data closely, the emergence of the Mid. branch seemed to depend on the properties of the QD system. Comparing Figs. 3(b) and 3(c), for example, although both data showed a single hysteresis loop under the same $B_z$, the widths were significantly different, which could be attributed to the difference in the correlation time of the HFI and/or relaxation time of the NSP. In addition, the reduction of $|\rho|$ at the compensation point was more significant in QD2 compared with that in QD3. This indicates that the electron spin relaxation rate in QD2 under the condition of $B_z + B_{n,z} = 0$ is larger than that in QD3.

### B. Phenomenological model for tristability

To describe the observed Mid. branch, we develop a phenomenological model based on the dynamic formation of NSP. As with previous works [24], we assume the equation of motion for NSP ($I_z$) as

$$\frac{d(I_z)}{dt} = \frac{1}{T_{NF}} [Q(S_z) - \langle S_z \rangle - \langle I_z \rangle] - \frac{1}{T_{ND}} \langle I_z \rangle,$$  \hspace{1em} (1)

where $1/T_{NF}$ is the spin transfer rate from an electron to nuclei, $Q$ is a numerical factor of $\sim 16$ for our InAlAs QDs, $\langle S_z \rangle$ is the electron spin polarization in the thermal equilibrium, and $1/T_{ND}$ is the relaxation rate of NSP. We assume that $\langle S_z \rangle$ is negligible and hereafter treated as zero. Considering the random perturbation of HFI or the energy conservation during the electron-nuclear flip-flop process, $1/T_{NF}$ is written as

$$\frac{1}{T_{NF}} = \frac{2 \langle \mu \rangle N f}{\hbar^2 + \left[ g_e \mu_B (B_z + B_{stat,n})/\tau_c \right]^2} + \frac{1}{\gamma f} \left( \frac{\omega_c}{\tau_c} \right),$$  \hspace{1em} (2a)

where $\hbar$ and $\mu_B$ are the reduced Planck’s constant and the Bohr magneton, $f$ is the time fraction when an unpaired electron spin occupies the QD, $N$ is the number of nuclei, $\tau_c$ is the correlation time of HFI, and $B_{stat,n}$ is the static part of $B_{n,z}$. As shown in Eq. (2b), $1/T_{NF}$ is simplified by using the definitions $\gamma = 2 \langle \mu \rangle [(A/\hbar N)]^2$ and $\omega_c = g_e \mu_B (B_z + B_{stat,n})/\hbar$, and the notation $\langle x; w \rangle = 1/[(1 + (x/w)^2)]$ represents the Lorentzian function of $x$ with a width $w$. Note that the experimental parameter $P_{exc}$ is considered to relate with $f$.

As shown in Fig. 4(a), Eq. (2a) [also Eq. (2b)] explains that the spin transfer rate has the maximum at $\omega_c = 0$ where the electron Zeeman sublevels are degenerate due to the compensation of $B_z$ by $B_{n,z}$. As has been clarified by previous works [10–14, 24], this peak structure brings a bistable response of NSP but cannot reproduce the three stable branches as observed if $\langle S_z \rangle$ has a constant value.

Thus, in addition to this, we consider the electron spin depolarization which is reflected to the nuclear spin dynamics through the NSP formation term, $\langle Q(S_z) - \langle I_z \rangle \rangle/T_{NF}$, in Eq. (1). With the aid of the Bloch equation, we treat the dynamics of electron spin $S$ as

$$\frac{dS}{dt} = \frac{g_e \mu_B (B_{ext} + B_n)}{\hbar} \times S - \frac{1}{\tau_e} (S - S_0) - \frac{1}{\tau_s} S.$$  \hspace{1em} (3)

FIG. 3. (a)–(c) $P_{exc}$ dependencies of $\rho_z$ and $\Delta OS$ (top and bottom panels) under $\sigma^+$ excitation. (a) and (b) are observed in QD3 at $B_z = +5.0$ T and $+3.0$ T, respectively, and (c) is observed in QD2 at $B_z = +3.0$ T. (d), (e) $P_{exc}$ dependencies of $\Delta OS$ and $\rho_z$ of QD2 at various $B_z$. The data are shifted vertically for clarity. (f), (g) Schematics of effective fields on an electron in the Hi. branch of the bistable case (f) and in the Mid. branch of the three stable branches (g). Blue, purple, and red shades indicate the $P_{exc}$ ranges of the Lo., Mid., and Hi. branches, respectively. Thin black and orange arrows depict $B_z$ and $B_{n,z}$, respectively. The sum, $B_z + B_{n,z}$, is represented by the open arrows and the gray shades indicate the magnitude and sign of the arrows.
FIG. 4. (a) Spin transfer rate $1/T_{\text{NF}}$ as a function of $\omega_e$. $\omega_e = 0$ represents the complete compensation of the external field by the generated nuclear field. (b) Schematic display of the electron spin-flip relaxation (blue) and the nuclear spin fluctuation (red). (c) Total $\langle S_z \rangle$ with both the electron spin-flip relaxation and nuclear spin fluctuation. The vertical axis is normalized by $S_z$, (d), (e) Schematics of the NSP formation (blue curve) and decay terms (orange lines) in Eq. (1). (e) is a closeup view of the square region in (d). The steady-state solutions are interpreted as the intersections of the curves, and the inclination of the decay term depends on $f_e$. Solid (open) circles represent the intersections with increasing (decreasing) $f_e$, and arrowed black curves indicate the state-tracking routes. (f) $f_e$ dependencies of $\langle S_z \rangle$ (top) and $B_{n,\perp}^2$ (bottom). The labeled points A–H correspond to those in (d) and (e). The dashed curves indicate the unstable branches.

Here, $B_{\text{ext}}$ is an applied magnetic field, $S_i$ is the spin polarization of a photo-injected electron, and $\tau_r$ and $\tau_s$ are the annihilation and the depolarization times of $S$. To describe our experimental data, we put $B_{\text{ext}} = [0, 0, B_z]$ and $S_i = [0, 0, S_z]$. Herein, we consider two electron spin relaxation mechanisms: spin-flip relaxation induced by HFI (hereafter called “electron spin-flip relaxation”), and spin dephasing caused by nuclear spin fluctuation.

Electron spin-flip relaxation can be regarded as the conteraction of electron–nuclei spin flip whose rate is proportional to $1/T_{\text{NF}}$. As well as the intrinsic term with a rate $1/\tau_s^\text{int}$, this process contributes the electron spin depolarization rate, and thus $1/\tau_s$ is written

$$\frac{1}{\tau_s} = \frac{1}{\tau_s^\text{int}} + \frac{NQ}{f_e} \frac{1}{T_{\text{NF}}}.$$  \hspace{1cm} (4)

The factor $NQ/f_e$ comes from the fact that a single electron interacts with $N$ nuclei simultaneously [25,26].

In addition, nuclear spin fluctuation causes a severe spin relaxation of localized electrons [7]. We assume that the total nuclear field $B_n$ can be separated as

$$B_n = B_n^\text{int} + B_f,$$  \hspace{1cm} (5)

where $B_n^\text{int}$ and $B_f$ are the static and fluctuating terms of $B_n$, respectively. Here, we suppose the situation that the temporal evolution of nuclear spins is much slower than that of an electron. Then, the electron spin feels a fixed (or constant) $B_n$ during $\tau_r$, and thus, the influence of nuclear spin fluctuation appears only in the averaged electron spin polarization $\langle S \rangle$. Besides, only the steady state of electron affects the nuclear spin dynamics. This is because the nuclear spins cannot follow the fast transient responses of electron. Therefore, we just consider the averaged value of the steady-state electron spin given as

$$\langle S_z \rangle \approx S_0 \frac{B_{1/2}^2 + \langle B_z^2 \rangle}{B_{1/2}^2 + \langle B_z^2 \rangle + B_c + B_n^\text{int}^2}. \hspace{1cm} (6)$$

Here, $B_{1/2} = \hbar/(\xi g_e \mu_B T_s)$ is a reduced value of the spin lifetime $T_s = 1/(1/\tau_e + 1/\tau_s)$, and $S_0 = (T_s/\tau_s) S_i$ is the upper limit of electron spin polarization. In this notation, the isotropic distribution, $\langle B_z^2 \rangle = 3B_n^2/2$, of $B_n$ is assumed. More details can be seen in Appendix.

The following transformation of Eq. (6) gives some prospects for multistability of NSP. The above expression can be simplified as

$$\langle S_z \rangle = S_0 \left[ 1 - \frac{2}{3} \frac{T_s^2}{T_s^2 + T_s^2} \xi \sqrt{\frac{1}{T_s^2} + \frac{1}{T_s^2}} \right] \hspace{1cm} (7)$$

by using the definition

$$S_0 = S_i \frac{\tau_s^\text{int}}{\tau_s} \left[ 1 - \frac{\gamma' T_s^\text{int}}{1 + \gamma' T_s^\text{int}} \xi \sqrt{\frac{1}{T_s^2} + \frac{1}{T_s^2}} \right]. \hspace{1cm} (8)$$
Here, $T_\Delta$ represents the electron spin dephasing caused by the nuclear spin fluctuation and is written as $T_\Delta = \hbar/(g_\sigma \mu_B \Delta)$ [7] where $\Delta = (2/3)(B_2^2)$. $T_m^{\text{stat}} = 1/(1/\tau_e + 1/\tau_{\text{int}})$ is the “intrinsically” electron spin lifetime without the electron spin-flip process, and $\gamma' = NQ\gamma$ is the upper limit of electron spin-flip relaxation rate. Note that $T_\Delta$ introduced with $B_{1/2}$ in Eq. (6) depends on $\omega_e$ through the electron spin-flip relaxation term.

As clearly shown, both Eqs. (7) and (8) have a Lorentzian-shaped dip. The dip described by Eq. (7) originates from the effect of nuclear spin fluctuation and is characterized by $T_\Delta$ as well as $T_e$. From previous works [23,27–31], the order of $T_\Delta$ seems to be 0.1–1 ns in SA QDs, and this value is considered to be same order as $T_e$ with the assumption that $T_e$ is limited by $\tau_e$ of $\sim$1 ns which is shorter than $\tau_{\text{int}}$ [32]. Consequently, the Lorentzian dip in Eq. (7) reflects a time constant of $\lesssim 1$ ns.

On the other hand, the dip described by Eq. (8) comes from the electron spin-flip relaxation. Thus it synchronizes with $1/T_{NF}$, and is characterized by $\tau_e$ which is often found on the order of 10 ps in previous works. Accordingly, as compared in Fig. 4(b), the dip of Eq. (8) changes quite gradually compared to that of Eq. (7). Therefore, $(S_e)$ exhibits double dip structure composed of a shallow-broad dent and a deep-spyky dip as shown in Fig. 4(c).

A blue curve in Fig. 4(d) shows the NSP formation term which has a gradual buildup originating from $1/T_{NF}$ and a sharpen dip centered at $\omega_e$. Appearance of the sharpen dip, which comes from the nuclear spin fluctuation, is a striking difference from the conventional model and, as will be discussed, explains the Mid. branch. On the other hand, the electron spin-flip relaxation does not make a stark change because it follows $1/T_{NF}$, although it is necessary for reproducing the details of the experimental results.

Figures 4(d) and 4(e) give a schematic explanation for the steady-state solutions of Eq. (1), where the solutions are interpreted as the intersections of the NSP formation term (blue) and the decay term (orange). Here, Fig. 4(e) is a closeup view of the shaded region of (d). In these figures, the change in $f_c$ affects only on the inclination of the decay term of $(I_e)$; a larger $f_c$ leads to a smaller inclination in this plot.

Starting from the lower $f_c$ where the system takes a unique solution, the intersection follows the formation curve with increasing $f_c$ until point A, and it jumps to point B. Subsequently, the state moves to point C along the dip structure and finally jumps to point D (i.e., $A \rightarrow B \rightarrow C \rightarrow D$). Returning from the higher $f_c$, on the other hand, the system maintains a unique intersection till point E, and the state-tracking route $E \rightarrow F \rightarrow G \rightarrow H$ is obtained as shown in the figure.

The trajectories of these intersections and accompanying $(S_e)$ are plotted as a function of $f_c$ in Fig. 4(f). The labeled points A–H correspond to those in Figs. 4(d) and 4(e). The loops ABGH and CDEF can be regarded as loops I and II in the observed results [Fig. 2(b)], respectively. From these considerations, we found that the plateau of the Mid. branch [B–C in the bottom panel of Fig. 4(f)] comes from the narrow dip centered at $\omega_e = 0$. Since a steep decay of $(S_e)$ occurs at this point as shown in the top panel, it is difficult for the NSP to grow and overcome the compensation point even under the increasing $f_c$. As a result, the saturation of $B_{n,c}^{\text{stat}}$ occurs, leading the appearance of the Mid. branch.

C. Effects of electron spin relaxations and system parameters

Figure 5 summarizes the impacts of each electron spin relaxation mechanism on $B_{n,c}^{\text{stat}}$ and $(S_e)$. Figure 5(a) shows the simplest case where $(S_e)$ is treated as an input constant. Although the bistability of $B_{n,c}^{\text{stat}}$ is well reproduced as reported in previous works [10–14,24], this simple condition is inadequate to explain the three stable branches of NSP as well as, of course, the synchronized change in $(S_e)$. The incorporation of the electron spin-flip relaxation in Eq. (4) induces the dynamic change of $(S_e)$ as shown in Fig. 5(b) where $B_t$ is set to zero. The change in $(S_e)$ synchronized with $B_{n,c}^{\text{stat}}$ is obtained: the lower $(S_e)$ in the Hi. branch compared with that in the Lo. branch and the gradual restoration in the Hi. branch due to the overcompensation of $B_z$ that is, $B_{n,c}^{\text{stat}}/(-B_z) > 1$. However, the appearance of the Mid. branch cannot be confirmed in this panel too.

The calculation in Fig. 5(c) highlights the significance of the nuclear spin fluctuation for the appearance of the Mid. branch, where the electron spin-flip relaxation is excluded. As clearly shown, the Mid. branch with a long plateau appears around the point $B_{n,c}^{\text{stat}}/(-B_z) = 1$, and a considerable reduction of $(S_e)$ in the Mid. branch occurs. Furthermore, the relation $|B_{n,c}^{\text{stat}}|/|B_z|$ in the Mid. branch is unambiguously confirmed; the stable state of the Mid. branch depicted as a solid curve lies below the dotted horizontal line, accounting for the position $B_{n,c}^{\text{stat}}/(-B_z) = 1$. These features were consistent with the experimental results shown in Fig. 2(b).

Note that the difference between $(S_e)$ in the Hi. and Lo. branches is quite smaller than the observed change in $|\rho|$ [Fig. 2(b)]. To resolve this discrepancy, it is required to introduce the electron spin-flip relaxation. As shown in Fig. 5(d), the incorporation of both the electron spin-flip relaxation and the influence of nonzero nuclear spin fluctuation into the model is essential for the better agreement between the experimental and theoretical results.

Next, we examine the impact of system parameters such as $B_t$ and $\tau_e$ on the general features of $B_{n,c}^{\text{stat}}$ curve. Figure 6(a) shows the calculated $B_{n,c}^{\text{stat}}$ with various $B_t$ at a fixed $\tau_e$. As mentioned above, the curve with $B_t = 0$ does not have the Mid. branch and thus exhibits a well-known bistable behavior. On the other hand, a nonzero $B_t$ yields the Mid. branch of NSP; the plateau grows with increasing $B_t$ while the overall shape is almost unchanged. Therefore, $B_t$ affects dominantly on the local shape around the point $B_{n,c}^{\text{stat}}/(-B_z) = 1$.

Figure 6(b) indicates the impact of $\tau_e$ at a fixed $B_t$. We found that the width of the hysteresis loop increases with prolonging $\tau_e$ and it manifests as a transformation from tristable to bistable behavior. Namely, the presence of the Mid. branch becomes less obvious as $\tau_e$ increases and the plateau is buried in the large hysteresis loop in the long-$\tau_e$ limit, which makes the experimental confirmation of three stable branches difficult. These calculations are consistent with the experimental results. That is, $B_{n,c}$ in QD3 with a large hysteresis loop [Fig. 3(b)] indicated just a conventional bistable response [Fig. 3(a)], while $B_{n,c}$ in QD2 with a smaller hysteresis [Fig. 3(c)] easily exhibited a distinct Mid. branch as shown in Fig. 2(b).

Looking carefully, Fig. 6(b) indicates the possibility of tristability where three stable branches exist simultaneously.
FIG. 5. The impacts of each electron spin relaxation term on the normalized ⟨Sz⟩ (top) and B_{stat,z} (bottom). These parameters were used in the calculations: $\tilde{A}_z = 50 \mu eV$, $N = 3 \times 10^5$, $\langle S_{eq} \rangle = 0$, $\tau_c = 17$ ps, $T_{ND} = 80$ ms, $S_i = -0.5$, $g_e = +0.3$, $\tau_r = 1$ ns, $\tau_{int} = 10$ ns, and $B_z = +5.0$ T. The dotted horizontal lines indicate the position $B_{stat,z}/(-B_z) = 1$ and the solid (dashed) blue curves represent the stable (unstable) states. (a) The simplest case where $\langle S_z \rangle$ is treated as a constant. (b) Impacts of the electron spin-flip relaxation with $B_f = 0$. (c) Impacts of the nuclear spin fluctuation with $B_f = 40$ mT where the electron spin-flip relaxation term is excluded. (d) Incorporation of both the electron spin-flip relaxation and nuclear spin fluctuation.

As shown in the figure, the overall shape of the calculated $B_{stat,z}$ is quite sensitive to the change in $\tau_c$, and thus, a proper choice of $\tau_c$ is necessary to demonstrate a tristable response in the calculation. Figure 6(c) presents an example of tristability with a moderate set of parameters such as $\tau_c = 21$ ps and $B_f = 40$ mT. In the highlighted region, all stable branches (Lo., Mid., and Hi.) coexist. Although such a tristability has not been found experimentally thus far, it can be realized if the QD system satisfies specific conditions. In particular, the control of $\tau_c$, which has been demonstrated by changing the sample temperature [33] and the bias voltage in a charge tunable device [34], may reveal the dynamic transformation between bistable and tristable responses of NSP.

The existence of three stable branches is considered as a general property of NSP in QDs. This is because the model discussed in this paper does not include any mechanisms and parameters which refer to the specific materials or lattice structures. However, there might be some preferable systems to observe the three stable branches. For example, the magnitude of nuclear spin fluctuation is expected to depend on the QD material [7] and the reported values in InAlAs QDs [27] and InAs QDs [28,29] are larger than those in InP QDs [30] and InGaAs QDs [31]. In regard to this point, the former materials might be preferred to find the Mid. branch because the large $B_f$ yields a long plateau as shown in Fig. 6(a).

Also, the difficulty to find the three stable branches might depend on whether the splitting between $\sigma^+$ and $\sigma^-$ PLs expands or shrinks when the generated nuclear field opposite to the external field changes the electron Zeeman splitting. This is determined by the relative magnitudes and signs of electron and hole $g$ factors. For instance, in InGaAs QDs, which exhibit the shrinking of PL splitting [11], it might be harder to find the third branch rather than in InAlAs QDs, which show the expanding of PL splitting [Fig. 2]. However, the third branch should be found by monitoring the change in $\rho_c$ as shown in Fig. 3(e).
IV. CONCLUSION

We found the third stable branch of NSP in single InAlAs SA QDs. That implies that NSP indicates three stable branches, although the number of branches has been believed to be two at the maximum thus far. The phenomenon was tested by changing the excitation power, as well as light polarization, under a longitudinal magnetic field. The phenomenological model based on the dynamic formation of NSP was developed, including the effect of nuclear spin fluctuation, which successfully explained the three stable branches observed. Since the developed model does not relate with specific materials or lattice structures, the observed phenomenon is considered to be general in the systems where confined electron and nuclear spins coupled via HFI. Furthermore, the model predicts the tristability of NSP, which may lead to new strategies to prepare complicated QD systems, as such as those involving chaotic behavior by using high degrees of freedom.
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APPENDIX : DERIVATION OF EQ. (6)

In the steady state, Eq. (3) gives
\[ S_z = S_0 \frac{B_{z,2}^2 + (B_z + B_{n,z}^{\text{stat}} + B_{f,z})^2}{B_{z,1/2}^2 + B_{f,x}^2 + B_{f,y}^2 + (B_z + B_{n,z}^{\text{stat}} + B_{f,z})^2}. \] (A1)

Here, only the \( z \) component of the static nuclear field is considered because both the injected electron spin and the applied magnetic field are in the \( z \) direction, and the collinear HFI induces the static NSP, hence \( B_{n,z}^{\text{stat}} \) along \( z \) axis. In addition, we have to consider that the magnitude and direction of \( B_f \) change in each lifetime of single electron. In other words, the single electron spins existing in the QD at different times feel the different fields, and thus the averaged value of electron spin \( \langle S_z \rangle \) is different from the steady-state value for a single electron.

We assume a Gaussian distribution \( W_\Delta \) of \( B_f \) with variance of \( \Delta^2/2 \) as follows [7]:
\[ W_\Delta(B_f) = \frac{1}{\pi^{3/2} \Delta^3} \exp \left[-\left(\frac{B_f}{\Delta}\right)^2\right]. \] (A2)

This distribution corresponds to a spatially isotropic fluctuation and \( W_\Delta \) does not depend on any directional parameters such as azimuth and polar angles. The expectation value of \( \langle B_f^2 \rangle \), which is used explicitly in our model, is calculated as \( (3/2)\Delta^2 \) with this distribution. By weighting Eq. (A1) using \( W_\Delta \), we can obtain the averaged steady state \( \langle S_z \rangle \) as
\[ \langle S_z \rangle = \int dB_f W_\Delta(B_f) S_z. \] (A3)

In this paper, by following Kuznetsova et al. [35], we use a simple approximation to avoid the complicated integral in Eq. (A3). In the approximation, we simply substitute the relations \( \langle B_f \rangle = \frac{3}{2} \langle B_{f,\xi} \rangle \) and \( \langle B_{f,\xi} \rangle = 0 \) (\( \xi = x, y, z \)), and obtain Eq. (6).


[20] Although the circularly polarized light can be prepared only by LP and QWP in principle, the additional HWP was used to cancel out the undesired phase distortion caused by optical elements such as mirror, half mirror, and/or BS in the excitation beam path.


