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Abstract

We derive a lower spatially Lipschitz bound for viscosity solutions to fully nonlinear parabolic partial differential equations when the initial datum belongs to the Hölder space. The resulting estimate depends on the initial Hölder exponent and the growth rates of the equation with respect to the first and second order derivative terms. Our estimate is applicable to equations which are possibly singular at the initial time. Moreover, it gives the optimal rate of the regularizing effect for solutions, which occurs for some uniformly parabolic equations and first order Hamilton–Jacobi equations. In the proof of our lower estimate, we construct a subsolution and a supersolution by optimally rescaling the solution of the heat equation and then compare them with the solution. For linear equations, the lower spatially Lipschitz bound for solutions can be obtained in a different way if the fundamental solution satisfies the Aronson estimate. Examples include the heat convection equation whose convection term has singularities.
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1 Introduction

Purpose. In this paper, we consider fully nonlinear parabolic partial differential equations of the form

\[ u_t(x,t) + F(x,t,u(x,t),\nabla u(x,t),\nabla^2 u(x,t)) = 0 \quad \text{in } \mathbb{R}^n \times (0,T) \quad (1.1) \]
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under the initial condition
\[ u(x, 0) = \phi(x) \quad \text{in} \quad \mathbb{R}^n. \] (1.2)

Here \( u = u(x, t) : \mathbb{R}^n \times [0, T) \to \mathbb{R} \) is an unknown function and \( u_t = \partial_t u, \nabla u = (\partial_x u)_i^1, \nabla^2 u = (\partial_x u_{ij})^i_j = 1 \) denote its derivatives. The goal of this paper is to derive a lower spatially Lipschitz bound for viscosity solutions \( u \) to (1.1)–(1.2). To be more precise, we give a lower bound of
\[
\operatorname{Lip}[u(\cdot, t); B_\rho] := \sup \left\{ \frac{|u(x, t) - u(0, t)|}{|x|} \right\} \quad x \in B_\rho \setminus \{0\}
\]
when the initial datum \( \phi \) belongs to the H"older space \( C^\theta(\mathbb{R}^n) \) for some \( \theta \in (0, 1) \) and is not differentiable at the origin; a typical one is \( \phi(x) = A|x|^\theta \) \( (A > 0) \). Here \( \overline{B}_\rho \) denotes the closed ball in \( \mathbb{R}^n \) with radius \( \rho \) centered at the origin. The resulting estimate will be of the form
\[
\operatorname{Lip}[u(\cdot, t); \overline{B}_\rho] \geq Ct^{-\gamma_0},
\] (1.3)
where \( \gamma_0 \) depends on the H"older exponent \( \theta \) of the initial datum and the growth rates of \( F \) with respect to \( \nabla u \) and \( \nabla^2 u \). For example, when \( F \) is subquadratic with respect to \( \nabla u \) and sublinear with respect to \( \nabla^2 u \), it turns out that (1.3) holds for \( \gamma_0 = \frac{1-\theta}{2} \).

First order Hamilton–Jacobi equations are also covered by our result.

The structure condition on \( F \) we assume is rather mild and weaker than the one needed for a comparison principle between viscosity solutions. Moreover, our lower estimate applies to equations with some singular terms. In fact, our assumptions include the heat convection equation
\[
\begin{align*}
&u_t(x, t) - \Delta u(x, t) + \langle B(x, t), \nabla u(x, t) \rangle = 0 \quad \text{in} \quad \mathbb{R}^n \times (0, T) \\
&\text{with a singular velocity field} \ B \ \text{at the initial time. Here} \ \Delta u = \sum_{i=1}^n \partial_{x_i}^2 u \ \text{and} \ \langle \cdot, \cdot \rangle \ \text{denotes the standard inner product in} \ \mathbb{R}^n. \ \text{Such equations appear in problems in fluid mechanics. Especially, (1.4) is the two dimensional vorticity equation for the incompressible fluid when} \ B \ \text{stands for the velocity field of the fluid; see, e.g.,} \ [16, \ \text{Section 2}]. \ \text{Typical fully nonlinear operators are also included in our formulation. For instance, our results apply to Bellman–Isaacs equations:}
\end{align*}
\] (1.4)

These equations appear in differential games and stochastic control problems, where the unknown function \( u \) represents the value function ([4, 10]).

It is known that the solution \( u \) to (1.1)–(1.2) can have spatially Lipschitz regularity even if the initial datum \( \phi \) is singular. Such a property is often called a regularizing effect. For example, the regularizing occurs for uniformly parabolic equations and Hamilton–Jacobi equations with superlinear growth with respect to \( \nabla u \). In the literature, when the initial H"older exponent is \( \theta \), an upper bound of \( \operatorname{Lip}[u(\cdot, t); \overline{B}_\rho] \) is known...
to be $Ct^{-\frac{1-a}{2}}$ for some classes of parabolic equations as stated below. Then, combining this upper estimate with our lower estimate (1.3), we conclude that the rate $t^{-\frac{1-a}{2}}$ is optimal.

**Known results.** There is vast literature on an upper bound estimate for the gradient (Lipschitz constant) of viscosity solutions to elliptic or parabolic problems. Among them, regularizing effects for parabolic problems are investigated in [18, 19, 7, 23, 8]. Especially, Porretta and Priola [23] study regularizing effects for (1.1) under mild regularity assumptions on the equation and, for both the linear and nonlinear problems, they derive upper spatially gradient bounds depending on the initial Hölder exponent.

A simplified version of their theorem [23, Theorem 1.4] is stated as follows. See also [23, Theorem 1.1, Theorem 3.21, Corollary 4.18]. Let $S^n$ stand for the space of real $n \times n$ symmetric matrices with the usual ordering.

**Theorem 1.1** ([23, Theorem 1.4 (ii)]). Assume that $F = F(x,t,p,X)$ satisfies the following:

(P1) There exist $\lambda > 0$, $M_0 \geq 0$ and non-negative functions $\eta(x,y,t)$ and $g \in C((0,1)) \cap L^1((0,1))$ satisfying $g(s)s \to 0 (s \to 0)$ and $g(s) = O(s)$ ($s \to \infty$) such that

$$F(x,t,\mu(x-y),X) - F(y,t,\mu(x-y),Y) \geq -\lambda \text{trace}(X - Y) - \mu|x - y|g(|x - y|) - M_0 - \nu \eta(t,x,y)$$

for any $\mu > 0$, $\nu \geq 0$, $x,y \in \mathbb{R}^n$, $t \in (0,T)$ and $X,Y \in S^n$ with

$$\begin{pmatrix} X & O \\ O & -Y \end{pmatrix} \leq \mu \begin{pmatrix} I & -I \\ -I & I \end{pmatrix} + \nu \begin{pmatrix} I & O \\ O & I \end{pmatrix}.$$

(P2) There exists $w \in C^{2,1}(\mathbb{R}^n \times [0,T])$ and $\varepsilon_0 > 0$ such that $w(x,t) \to \infty (|x| \to \infty)$ uniformly in $t \in [0,T]$ and

$$\varepsilon w_t(x,t) + F(x,t,p + \varepsilon \nabla w(x,t), X + \varepsilon \nabla^2 w(x,t)) - F(x,t,p,X) \geq 0$$

for any $(x,t,p,X) \in \mathbb{R}^n \times (0,T) \times \mathbb{R}^n \times S^n$ and $\varepsilon \in (0,\varepsilon_0]$.

Let $\phi \in C^\theta(\mathbb{R}^n)$ for some $\theta \in (0,1)$. Let $u$ be a viscosity solution of (1.1)–(1.2) such that $u(x,t) = o(w(x,t))$ ($|x| \to \infty$) uniformly in $t \in [0,T]$. Then, for some $C' > 0$,

$$\|\nabla u(\cdot,t)\|_{L^\infty(\mathbb{R}^n)} \leq C't^{-\frac{1-a}{2}} \quad (t \in (0,T), t < 1).$$

Actually, the estimates obtained in [23] have more general forms. See also [24, 11] for related results.
On the other hand, it seems that the optimality of the regularizing rate in (1.6) as \( t \to 0 \) is not generally known, except [14]. To show the optimality, one needs to derive a lower bound of \( \| \nabla u(\cdot, t) \|_{L^\infty(\mathbb{R}^n)} \) for some special initial data. In [14] Fujita derives such lower bounds for two types of equations. One is a linear equation of divergence form:

\[
    u_t(x, t) - \sum_{i,j=1}^n \partial_{x_i} \left( a_{ij}(x, t) u_{x_j}(x, t) \right) = 0 \quad \text{in} \quad \mathbb{R}^n \times (0, T),
\]

where \( (a_{ij}(x, t))_{i,j=1}^n \) is uniformly elliptic and satisfies some regularity conditions.

**Theorem 1.2** ([14, Theorem 3.3 (iii)]). Assume that \( \phi \in C(\mathbb{R}^n) \) satisfies \( A_1|x|^{\theta_1}+B_1 \leq \phi(x) \leq A_2|x|^{\theta_2} + B_2 \) \( (x \in \mathbb{R}^n) \) for some \( A_i > 0, B_i \in \mathbb{R} \) and \( \theta_i \in (0, 1) \) \( (i = 1, 2) \) with \( \theta_1 \leq \theta_2 \). Let \( u \) be a classical solution of (1.7)–(1.2). Then, for some \( C > 0 \),

\[
    \| \nabla u(\cdot, t) \|_{L^\infty(\mathbb{R}^n)} \geq C \left( t^{-\frac{\theta_2}{2}} + B_2 - B_1 \right)^{1-\frac{\theta_1}{\theta_2}} \quad (t \in (0, T)).
\]

In particular, if \( \theta_1 = \theta_2 =: \theta \) and \( B_1 = B_2 \), then the right-hand side becomes \( Ct^{-\frac{1}{2}}. \) Thus this theorem shows that the upper estimate (1.6) is optimal for the equation (1.7).

The other equation treated in [14] is a Hamilton–Jacobi equation:

\[
    u_t(x, t) + \frac{1}{p} |\nabla u(x, t)|^p = 0 \quad \text{in} \quad \mathbb{R}^n \times (0, T),
\]

where \( p > 1 \) is a constant. Let \( q > 1 \) be the conjugate of \( p \), that is, the constant satisfying \( \frac{1}{p} + \frac{1}{q} = 1 \), and let \( UC(\mathbb{R}^n) \) be the set of uniformly continuous functions \( \phi: \mathbb{R}^n \to \mathbb{R} \).

**Theorem 1.3** ([14, Theorem 4.3 (iii)]). Assume that \( \phi \in UC(\mathbb{R}^n) \) satisfies \(-A_1|x|^{\theta_1} + B_1 \leq \phi(x) \leq -A_2|x|^{\theta_2} + B_2 \) \( (x \in \mathbb{R}^n) \) for some \( A_i > 0, B_i \in \mathbb{R} \) and \( \theta_i \in (0, 1) \) \( (i = 1, 2) \) with \( \theta_1 \geq \theta_2 \). Let \( u \) be a viscosity solution of (1.9)–(1.2). Then, for some \( C > 0 \),

\[
    \| \nabla u(\cdot, t) \|_{L^\infty(\mathbb{R}^n)} \geq C \left( t^{-\frac{q-1}{q-\theta}} + B_2 - B_1 \right)^{\frac{1-\theta_2}{\theta_2}} \quad (t \in (0, T)).
\]

The upper bound estimate is also derived in [14, Proposition 4.1], which asserts that, if \( \phi \in C^\theta(\mathbb{R}^n) \) for some \( \theta \in (0, 1) \), the viscosity solution \( u \) of (1.9)–(1.2) satisfies

\[
    \| \nabla u(\cdot, t) \|_{L^\infty(\mathbb{R}^n)} \leq C t^{-\frac{q-1}{q-\theta}(1-\theta)} \quad (t \in (0, T)).
\]

When \( \theta_1 = \theta_2 =: \theta \) and \( B_1 = B_2 \) in (1.10), the right-hand side is \( t^{-\frac{q-1}{q-\theta}(1-\theta)}. \) Therefore, this is the optimal rate.

The proofs of both Theorems 1.2 and 1.3 are based on the following inequality ([14, Theorem 1.1]):

\[
    \frac{C}{\alpha} e^{\frac{\alpha}{n}} \sup_{x \in \mathbb{R}^n} \left( \int_{\mathbb{R}^n} e^{\alpha f(x)} \, dx \right)^{-\frac{1}{n}} \leq \| \nabla f \|_{L^\infty(\mathbb{R}^n)},
\]

where \( C, \alpha > 0 \).
Here \( \alpha > 0 \) and \( f : \mathbb{R}^n \to \mathbb{R} \) is a locally Lipschitz continuous function such that \( e^f \in L^\alpha(\mathbb{R}^n) \). This inequality is derived from the logarithmic Sobolev inequality established in [13]. In the proofs of Theorems 1.2 and 1.3, this estimate is applied for \( f(x) = -u(x, t) \) or \( f(x) = u(x, t) \), and, to get the desired lower estimate, \( \sup \{ f(x) \mid x \in \mathbb{R}^n \} \) and \( \int_{\mathbb{R}^n} e^{\alpha f(x)} \, dx \) are carefully estimated. In this process, representation formulas of solutions play crucial roles. In fact, the linear equation (1.7) studied in [14] admits a fundamental solution \( \Gamma(x, t; y, s) \), and the solution \( u \) is given by

\[
u(x, t) = \int_{\mathbb{R}^n} \Gamma(x, t; y, 0) \phi(y) \, dy.
\]

For the Hamilton–Jacobi equation (1.9), the unique viscosity solution is given by the Hopf–Lax formula.

A lower bound for the gradient is also studied in [17] from different points of view. In [17, Theorem 4.2], it is shown that a solution \( u(x, t) \) of a Hamilton–Jacobi equation satisfies \( |\nabla u| \geq C(t) \) for some \( C(t) > 0 \) in the sense of viscosity solutions when the Hamiltonian \( H(x, t, p) \) is convex in \( p \).

**Methods and results in this paper.** Similar to (1.8) and (1.10), we will give a lower Lipschitz bound including two different Hölder exponents of an upper function and a lower function for the initial datum. Then, letting the exponents be the same, we will deduce the optimal regularizing rate. Both the results in Theorems 1.2 and 1.3 are covered as special cases of our result. Moreover, we mention that our proof does not rely on representation formulas of solutions, which enables us to handle fully nonlinear equations (1.1).

We first prove key gradient estimates in Section 2 for functions \( u \) satisfying some upper and lower estimate. This estimate is derived in a rather direct way, but it turns out that the estimate can apply to a wide class of parabolic equations and generate optimal estimates for the spatially Lipschitz constant. A typical situation for which this key estimate is applicable is that \( u \) lies between two modified solutions \( w^\pm \) of the heat equation. Namely,

\[
w^-(x, t) \leq u(x, t) \leq w^+(x, t).
\]

The gradient estimate under (1.13) is discussed in Section 3.

As an application to partial differential equations, we first consider linear equations in Section 4. We derive the lower bound estimate (1.3) when the fundamental solution \( \Gamma \) of the equation satisfies the Aronson estimate, which is an upper and lower pointwise estimate for \( \Gamma \) by Gaussian-like functions. This estimate was first proved by Aronson [1] for equations (1.7) of divergence form, and in [2] it was extended to more general equations with lower order terms. See also [3, 9, 22].

The Aronson estimate can be available even for singular equations. For instance, it is known that the heat convection equation (1.4) admits a fundamental solution satisfying the Aronson estimate if the vector field \( B \) in the equation fulfills

\[
\sup_{t \in (0, T)} \sqrt{t} \| B(\cdot, t) \|_{L^\infty(\mathbb{R}^n)} < \infty
\]

(1.14)
This covers the case of the two dimensional vorticity equation.

Fully nonlinear equations are studied in Section 5. In this case, we let \( w^\pm(x, t) = \pm D_0 t^{\alpha_0} + h_\phi(x, t^{-\beta_0}) \) \( (D_0 \gg 1) \) in (1.13), where \( h_\phi(x, t) \) denotes the solution of the heat equation with the initial datum \( \phi \), and prove that \( w^- \) and \( w^+ \) are respectively a subsolution and a supersolution to (1.1). We then deduce (1.13) from a comparison principle. The point here is that we change the scale of \( h_\phi \) by \( t \mapsto t^{-\beta_0} \). In fact, the estimate (1.3) is derived by optimizing the constants \( \alpha_0 \) and \( \beta_0 \) so that (1.3) has the best rate.

Our assumptions allow the nonlinear operator \( F \) in (1.1) to be singular at \( t = 0 \). In particular, in the case of the heat convection equation, the vector field \( B \) satisfying (1.14) is covered even in this nonlinear setting.

We would like to mention that our assumption on the initial datum \( \phi \) is localized. In [14], in order to apply (1.12), the datum \( \phi \) is required to grow at infinity. We do not need such a growth condition on \( \phi \), and thanks to this localization, our lower estimate applies to equations whose solvability is known only for decaying initial functions such as functions in the Lebesgue space. See Example 4.5. Moreover, with a bit of modification of the above argument, we derive a lower spatially Lipschitz bound for solutions to Dirichlet boundary value problems; see Section 6.

**Organization.** This paper is organized as follows: In Section 2, we derive a key lower bound estimate for the spatially Lipschitz constant. Section 3 is devoted to studying some properties of solutions to the heat equation with a Hölder continuous initial datum. In Sections 4 and 5, we derive a lower spatially Lipschitz bound for solutions to linear and nonlinear equations, respectively. Finally, we consider Dirichlet boundary value problems in Section 6.

## 2 Key estimates

For an interval \( I = [0, a] \) or \( I = [0, \infty) \) we define

\[
\mathcal{M}(I) = \{m \in C(I) \mid m(0) = 0, \text{\textit{m}} \textit{\text{is non-decreasing in } I}\}. 
\]

Let \( \rho, T > 0 \). We consider a function \( u = u(x, t) : \overline{B}_\rho \times (0, T) \rightarrow \mathbb{R} \) satisfying the following:

(A1)  
(i) \( \psi \in C(\overline{B}_\rho) \), \( m \in \mathcal{M}([0, \rho]) \) and \( I_1, I_2 \in \mathcal{M}([0, T]) \) such that

\[
\psi(x) - I_1(t) \leq u(x, t) \quad ((x, t) \in \overline{B}_\rho \times (0, T)), \\
u(0, t) \leq I_2(t) \quad (t \in (0, T)).
\]

(ii) \( \psi(0) = 0 \) and \( m(r) \leq \max_{|x|=r} \psi(x) \ (r \in [0, \rho]) \).

(iii) \( m \in C^2((0, \rho]) \) and \( m'' < 0 \) in \((0, \rho)\).
(iv) \( I(t) := I_1(t) + I_2(t) > 0 \ (t \in (0, T)). \)

By (A1)-(iii), \( m \) is concave in \([0, \rho] \).

We will deduce a lower bound for \( \text{Lip}[u(\cdot, t); \overline{B}_\rho] \) (Theorem 2.3) under (A1) with a general \( m \in \mathcal{M}([0, \rho]) \) as above, though we are mainly interested in the case \( m(r) = Ar^\gamma \ (A > 0, \gamma \in (0, 1)) \) for solutions \( u \) to (1.1). For such a Hölder type \( m \), see Example 2.4.

**Remark 2.1.** When (A1)-(iv) does not hold, a lower bound of \( \text{Lip}[u(\cdot, t); \overline{B}_\rho] \) is immediately obtained. Assume that \( u \) satisfies (A1)-(i)-(iii) and that there is \( T_0 \in (0, T) \) such that \( I_1(t) = I_2(t) = 0 \) for any \( t \in [0, T_0] \). For such \( t \), we have \( u(0, t) = 0 \). Now, for \( r \in (0, \rho] \), we choose \( x_r \in \overline{B}_\rho \) such that \( |x_r| = r \) and \( \max_{|x|=r} \psi(x) = \psi(x_r) \). Then

\[
\frac{u(x_r, t) - u(0, t)}{|x_r|} \geq \frac{\psi(x_r)}{r} \geq \frac{m(r)}{r}.
\]

This yields the estimate

\[
\text{Lip}[u(\cdot, t); \overline{B}_\rho] \geq \sup_{r \in (0, \rho]} \frac{m(r)}{r} = \lim_{r \to +0} \frac{m(r)}{r}.
\]

**Lemma 2.2.** Assume that \( m \in \mathcal{M}([0, \rho]) \) satisfies (A1)-(iii). Define \( M : [0, \rho] \to \mathbb{R} \) by

\[
M(0) = 0, \quad M(r) = m(r) - m'(r)r \quad (0 < r \leq \rho).
\]

Then \( M \in C([0, \rho]) \cap C^1((0, \rho]) \) and \( M \) is increasing in \([0, \rho] \).

**Proof.** By the definition of \( M \), it is clear that \( M \in C^1((0, \rho]) \). Let us prove the continuity of \( M \) at 0. By the concavity of \( m \) in \([0, \rho] \), we see that \( m'(r) \leq \frac{m(r)}{r} \) \((0 < r \leq \rho)\). This shows that \( M \geq 0 \) in \([0, \rho] \). We also have \( m' \geq 0 \) in \((0, \rho] \) since \( m \) is non-decreasing. Accordingly,

\[
0 \leq M(r) = m(r) - m'(r)r \leq m(r) \to 0 \quad (r \to +0).
\]

Thus \( M \) is continuous at 0.

Next, observe

\[
M'(r) = m'(r) - m''(r)r - m'(r) = -m''(r)r > 0 \quad (0 < r < \rho).
\]

This implies that \( M \) is increasing in \([0, \rho] \). \( \Box \)

Lemma 2.2 implies that the function \( M : [0, \rho] \to [0, M(\rho)] \) is one-to-one. Thus there is the inverse function \( M^{-1} : [0, M(\rho)] \to [0, \rho] \).

We now give a lower bound of \( \text{Lip}[u(\cdot, t); \overline{B}_\rho] \).

**Theorem 2.3** (Lower spatially Lipschitz bound under (A1)). Assume that \( u \) satisfies (A1). Then, for all \( t \in (0, T) \) such that \( I(t) \leq M(\rho) \),

\[
\text{Lip}[u(\cdot, t); \overline{B}_\rho] \geq m'(r_t) \quad (r_t := M^{-1}(I(t)) \in (0, \rho)).
\]

Here \( M^{-1} \) is the inverse function of \( M \) which is defined by (2.1).
Proof. Let \( r \in (0, \rho] \) and select \( x_r \in B_\rho \) such that \( |x_r| = r \) and \( \max_{|x|=r} \psi(x) = \psi(x_r) \). For \( t \in (0, T) \), we have

\[
\frac{u(x_r, t) - u(0, t)}{|x_r|} \geq \frac{\{\psi(x_r) - I_1(t)\} - I_2(t)}{r} \geq \frac{m(r) - I(t)}{r}.
\]

Let us maximize the right-hand side \( f(r) := \frac{m(r) - I(t)}{r} \) over \( (0, \rho] \). The derivative of \( f \) is

\[
f'(r) = \frac{m'(r)r - m(r) + I(t)}{r^2} = -\frac{M(r) + I(t)}{r^2}.
\]

Thus \( f \) attains a maximum at \( r_t = M^{-1}(I(t)) \) when \( I(t) \leq M(\rho) \), and the maximum value is

\[
f(r_t) = \frac{m(r_t) - I(t)}{r_t} = \frac{m'(r_t)r_t}{r_t} = m'(r_t).
\]

Consequently, \( \text{Lip}[u(\cdot, t); B_\rho] \geq f(r_t) = m'(r_t) \). \( \square \)

Example 2.4. Let \( \rho > 0 \) and \( m(r) = Ar^\gamma \) \((0 \leq r \leq \rho) \) with \( A > 0 \) and \( \gamma \in (0, 1) \). Then,

\[
M(r) = m(r) - m'(r)r = Ar^\gamma - A\gamma r^{\gamma-1} \cdot r = A(1 - \gamma)r^\gamma.
\]

Thus, for any \( t \in (0, T) \) such that \( I(t) \leq M(\rho) \), we have

\[
r_t = M^{-1}(I(t)) = \left( \frac{I(t)}{A(1 - \gamma)} \right)^{\frac{1}{\gamma}}.
\]

Therefore,

\[
\text{Lip}[u(\cdot, t); B_\rho] \geq m'(r_t) = A\gamma r_t^{\gamma-1} = A\gamma (1 - \gamma)^{\frac{1}{\gamma}} I(t)^{1 - \gamma}. \gamma
\]

We shall give two more examples of \( m \) which are not of H"older type.

Example 2.5. Let \( 0 < \rho \leq e^{-1} \) and \( m(r) = -r \log r \) \((0 < r \leq \rho) \), \( m(0) = 0 \). Then \( m \in \mathcal{M}([0, \rho]) \) and it satisfies (A1)-(iii). Compute

\[
M(t) = m(r) - m'(r)r = -r \log r - (-\log r - 1) = r.
\]

This implies that \( r_t = M^{-1}(I(t)) = I(t) \) when \( t \in (0, T) \) satisfies \( I(t) \leq M(\rho) = \rho \). Then,

\[
\text{Lip}[u(\cdot, t); B_\rho] \geq m'(r_t) = -\log r_t - 1 = -\log I(t) - 1.
\]

Example 2.6. Let \( 0 < \rho \leq e^{-2} \) and \( m(r) = -\frac{1}{\log r} \) \((0 < r \leq \rho) \), \( m(0) = 0 \). One can check that \( m \in \mathcal{M}([0, \rho]) \) and that (A1)-(iii) holds. We have

\[
M(r) = m(r) - m'(r)r = -\frac{1}{\log r} - \frac{1}{r(\log r)^2} \cdot r = -\frac{1}{\log r} - \frac{1}{(\log r)^2}.
\]
Let \( t \in (0, T) \) satisfy \( I(t) \leq M(\rho) \). Solving \( M(r_t) = I(t) \), we obtain
\[
- \frac{1}{\log r_t} = 1 - \frac{\sqrt{1 - 4I(t)}}{2} = \frac{2I(t)}{1 + \sqrt{1 - 4I(t)}} \iff r_t = e^{-\frac{1 + \sqrt{1 - 4I(t)}}{2I(t)}}.
\]

Hence
\[
\text{Lip}[u(\cdot, t); B] \geq m'(r_t) = \frac{1}{r_t (\log r_t)^2} = e^{\frac{1 + \sqrt{1 - 4I(t)}}{2I(t)}} \left( \frac{2I(t)}{1 + \sqrt{1 - 4I(t)}} \right)^2 \geq e^{\frac{1}{2I(t)}} \{I(t)\}^2.
\]

3 Preliminaries for application to PDEs

We give some results on solutions to the heat equation, especially when the initial datum is Hölder continuous. In addition, we derive a sufficient condition which guarantees that \( u \) satisfies (A1). Roughly speaking, we show that (A1) holds if \( u \) lies between two solutions of the heat equation. In Sections 4 and 5, we apply this result to parabolic partial differential equations to obtain a lower spatially Lipschitz bound for solutions.

For \( \phi : \mathbb{R}^n \to \mathbb{R} \), its modulus of continuity \( \omega_\phi : [0, \infty) \to [0, \infty) \) is defined by
\[
\omega_\phi(r) := \sup \{|\phi(x) - \phi(y)| \mid x, y \in \mathbb{R}^n, |x - y| \leq r\} \quad (r \geq 0).
\]

By definition \( \omega_\phi(0) = 0 \) and \( \omega_\phi \) is non-decreasing in \([0, \infty)\). Moreover, if \( \phi \in UC(\mathbb{R}^n) \), then we see that \( \omega_\phi \) is continuous in \([0, \infty)\) and has at most linear growth at infinity.

Let \( \phi \in C^\theta(\mathbb{R}^n) \) for some \( \theta \in (0, 1) \). In what follows, \( C_\phi > 0 \) denotes a constant such that
\[
\omega_\phi(r) \leq C_\phi r^\theta \quad (r \geq 0).
\]

Later, we derive a lower Lipschitz bound for solutions when the initial datum \( \phi \in C^\theta(\mathbb{R}^n) \) satisfies
\[
\begin{cases}
\phi(0) = 0, \\
c_\phi r^{\theta_0} \leq \max_{|x|=r} \phi(x) \quad (r \in [0, \rho])
\end{cases}
\]
for some \( c_\phi > 0, \theta_0 \in [\theta, 1] \) and \( \rho > 0 \).

(3.1)

Let
\[
g(x) := \frac{1}{(4\pi t)^\frac{n}{2}} e^{-\frac{|x|^2}{4t}} \quad (x \in \mathbb{R}^n)
\]

and define the Gaussian kernel as
\[
G_t(x) := \frac{1}{t^{\frac{n}{2}}} g \left( \frac{x}{\sqrt{t}} \right) = \frac{1}{(4\pi t)^\frac{n}{2}} e^{-\frac{|x|^2}{4t}} \quad (x \in \mathbb{R}^n, t > 0).
\]
It is well-known that $\int_{\mathbb{R}^n} G_t(x) \, dx = 1 \quad (t > 0)$. For $\phi \in UC(\mathbb{R}^n)$, we define
\[
\begin{aligned}
h_\phi(x, t) := & \int_{\mathbb{R}^n} G_t(x - y) \phi(y) \, dy \quad (x \in \mathbb{R}^n, \ t > 0), \\
h_\phi(x, 0) := & \phi(x) \quad (x \in \mathbb{R}^n).
\end{aligned}
\] (3.2)
Then, $h_\phi \in C^\infty(\mathbb{R}^n \times (0, \infty)) \cap C(\mathbb{R}^n \times [0, \infty))$, and $h_\phi(x, kt) \ (k > 0)$ solves
\[
\partial_t h_\phi(x, t) - k \Delta h_\phi(x, t) = 0 \quad \text{in} \ \mathbb{R}^n \times (0, \infty).
\]
For $\phi \in UC(\mathbb{R}^n)$ we set
\[
J_\phi(t) := \int_{\mathbb{R}^n} G_t(x) \omega_\phi(|x|) \, dx \quad (t > 0),
\] (3.3)
where $\omega_\phi$ is the modulus of continuity of $\phi$.

**Lemma 3.1.** Let $\phi \in C^\theta(\mathbb{R}^n)$ for some $\theta \in (0, 1)$. Then, there exists $C > 0$ such that
\[
J_\phi(t) \leq C t^{\frac{\theta}{2}} \quad (t > 0).
\]
The constant $C$ depends on $n$, $\theta$ and $C_\phi$.

**Proof.** We have
\[
J_\phi(t) = \int_{\mathbb{R}^n} G_t(x) \omega_\phi(|x|) \, dx \leq \int_{\mathbb{R}^n} \frac{1}{t^{\frac{n}{2}}} g\left(\frac{x}{\sqrt{t}}\right) C_\phi |x|^{\theta} \, dx,
\]
and then, changing the variables by $x = \sqrt{t} z$, we get
\[
J_\phi(t) \leq C_\phi t^{\frac{\theta}{2}} \int_{\mathbb{R}^n} g(z) |z|^{\theta} \, dz = C t^{\frac{\theta}{2}}.
\]
\[\square\]

**Lemma 3.2.** For $\phi \in UC(\mathbb{R}^n)$,
\[
|h_\phi(x, t) - \phi(x)| \leq J_\phi(t) \quad (x \in \mathbb{R}^n, \ t > 0).
\]

**Proof.** Let $(x, t) \in \mathbb{R}^n \times (0, \infty)$. Since $h_\phi(x, t) - \phi(x) = \int_{\mathbb{R}^n} G_t(x - y)(\phi(y) - \phi(x)) \, dy$, we have
\[
|h_\phi(x, t) - \phi(x)| \leq \int_{\mathbb{R}^n} G_t(x - y)|\phi(y) - \phi(x)| \, dy \\
\leq \int_{\mathbb{R}^n} G_t(x - y)\omega_\phi(|x - y|) \, dy = J_\phi(t).
\]
\[\square\]

Let us consider $u(x, t)$ which lies between two solutions of the heat equation. More precisely, we assume
(A2) There exist \(\alpha_i \in \mathcal{M}([0,T])\), \(\phi_i \in UC(\mathbb{R}^n)\) and \(k_i, \gamma_i > 0\) \((i = 1, 2)\) such that
\[
-\alpha_1(t) + h_{\phi_1}(x, k_1 t^{\gamma_1}) \leq u(x, t) \leq \alpha_2(t) + h_{\phi_2}(x, k_2 t^{\gamma_2})
\]
\((x, t) \in \overline{B}_\rho \times (0, T))\).

**Theorem 3.3** (Lower spatially Lipschitz bound under (A2)). Assume that \(u\) satisfies (A2). Then
\[
-\alpha_1(t) + \phi_1(x) - J_{\phi_1}(k_1 t^{\gamma_1}) \leq u(x, t) \leq \alpha_2(t) + \phi_2(x) + J_{\phi_2}(k_2 t^{\gamma_2})
\]
\((x, t) \in \overline{B}_\rho \times (0, T))\). \hspace{1cm} (3.4)

In addition, if \(\phi_1, \phi_2 \in C^\theta(\mathbb{R}^n)\) for some \(\theta \in (0, 1)\), \(\phi_1\) satisfies (3.1) and \(\phi_2(0) = 0\), then there exists \(C > 0\) such that
\[
\text{Lip}[u(\cdot, t); \overline{B}_\rho] \geq C \left(\alpha_1(t) + \alpha_2(t) + t^{\frac{\theta_1}{2}} + t^{\frac{\theta_2}{2}}\right)^{-\frac{1-\theta_0}{\theta_0}}
\]
\((t \in (0, T) \text{ sufficiently small})\). \hspace{1cm} (3.5)

The constant \(C\) depends on \(n, \theta, \theta_0, c_{\phi_1}, C_{\phi_i}\) and \(k_i\) \((i = 1, 2)\).

**Proof.** (3.4) is an immediate consequence of Lemme 3.2. Let us prove (3.5). By Lemma 3.1 we have \(J_{\phi_i}(t) \leq C t^{\frac{\theta_i}{2}}\) \((i = 1, 2)\), and so (3.4) gives
\[
\phi_1(x) - \alpha_1(t) - C t^{\frac{\theta_1}{2}} \leq u(x, t) \hspace{1cm} ((x, t) \in \overline{B}_\rho \times (0, T)),
\]
\[
u(0, t) \leq \alpha_2(t) + C t^{\frac{\theta_2}{2}} \hspace{1cm} (t \in (0, T)).
\]

Thus Theorem 2.3 and Example 2.4 yield (3.5). \(\Box\)

We further state a couple of properties of \(h_\phi\).

**Lemma 3.4.** Let \(\phi \in C^\theta(\mathbb{R}^n)\) for some \(\theta \in (0, 1)\). Then \(h_\phi(\cdot, t) \in C^\theta(\mathbb{R}^n)\) uniformly in \(t \in [0, \infty)\).

**Proof.** Let \(x_1, x_2 \in \mathbb{R}^n\) and \(t > 0\). Then
\[
|h_\phi(x_1, t) - h_\phi(x_2, t)| = \left|\int_{\mathbb{R}^n} G_t(y) \phi(x_1 - y) \, dy - \int_{\mathbb{R}^n} G_t(y) \phi(x_2 - y) \, dy\right|
\]
\[
\leq \int_{\mathbb{R}^n} G_t(y) |\phi(x_1 - y) - \phi(x_2 - y)| \, dy
\]
\[
\leq \int_{\mathbb{R}^n} G_t(y) C_\phi |x_1 - x_2|^\theta \, dy = C_\phi |x_1 - x_2|^\theta.
\]

The constant \(C_\phi\) does not depend on \(t\). \(\Box\)
For $\beta > 0$ let us define
\[
  h_\phi^\beta(x, t) := h_\phi(x, t^\beta) \quad (x \in \mathbb{R}^n, t \geq 0),
\]  
(3.6)
where $h_\phi$ is given by (3.2). We prepare the derivative estimates of $h_\phi^\beta$.

**Lemma 3.5.** Let $\phi \in C^\theta(\mathbb{R}^n)$ for some $\theta \in (0, 1)$. Then, there exists $C > 0$ such that
\[
  |\partial_t h_\phi^\beta(x, t)| \leq C t^{-\left(\frac{1}{2} - \frac{\theta}{2}\right)}, \quad |\partial_{x_i} h_\phi^\beta(x, t)| \leq C t^{-\left(\frac{1}{2} - \frac{\theta}{2}\right)},
\]
\[
  |\partial_{x_i x_j} h_\phi^\beta(x, t)| \leq C t^{-\left(\frac{1}{2} - \frac{\theta}{2}\right)} \quad (x \in \mathbb{R}^n, t > 0).
\]  
(3.7)
Here all of $C$ depend on $n$, $\theta$ and $C_\phi$.

**Proof.** It suffices to prove (3.7) when $\beta = 1$; the case of a general $\beta > 0$ is derived by changing the variables $t \mapsto t^\beta$. We want to prove
\[
  |\partial_t h_\phi(x, t)| \leq C t^{-\left(\frac{1}{2}\right)}, \quad |\partial_{x_i} h_\phi(x, t)| \leq C t^{-\left(\frac{1}{2}\right)},
\]
\[
  |\partial_{x_i x_j} h_\phi(x, t)| \leq C t^{-\left(\frac{1}{2}\right)} \quad (x \in \mathbb{R}^n, t > 0).
\]  
(3.8)
First, observe
\[
  \partial_{x_i} h_\phi(x, t) = \int_{\mathbb{R}^n} \partial_{x_i} G_t(x - y) \phi(y) \, dy
\]
\[
= \int_{\mathbb{R}^n} \partial_{x_i} G_t(x - y) (\phi(y) - \phi(x)) \, dy + \phi(x) \int_{\mathbb{R}^n} \partial_{x_i} G_t(x - y) \, dy.
\]
Here we have
\[
  \partial_{x_i} G_t(x - y) = \partial_{x_i} \left(\frac{1}{t^{\frac{n}{2}}} g \left(\frac{x - y}{\sqrt{t}}\right)\right) = \frac{1}{t^{\frac{n+1}{2}}} g_{x_i} \left(\frac{x - y}{\sqrt{t}}\right),
\]
\[
\int_{\mathbb{R}^n} \partial_{x_i} G_t(x - y) \, dy = \partial_{x_i} \int_{\mathbb{R}^n} G_t(x - y) \, dy = \partial_{x_i} (1) = 0.
\]
These facts imply
\[
  \partial_{x_i} h_\phi(x, t) = \frac{1}{t^{\frac{n}{2}}} \int_{\mathbb{R}^n} g_{x_i} \left(\frac{x - y}{\sqrt{t}}\right) (\phi(y) - \phi(x)) \, dy,
\]  
(3.9)
and therefore
\[
  |\partial_{x_i} h_\phi(x, t)| \leq \frac{1}{t^{\frac{n}{2}}} \int_{\mathbb{R}^n} \left| g_{x_i} \left(\frac{x - y}{\sqrt{t}}\right)\right| |\phi(y) - \phi(x)| \, dy
\]
\[
\leq \frac{1}{t^{\frac{n}{2}}} \int_{\mathbb{R}^n} \left| g_{x_i} \left(\frac{x - y}{\sqrt{t}}\right)\right| C_\phi |x - y|^{\theta} \, dy
\]
\[
= \frac{C_\phi}{t^{\frac{n}{2}}} \int_{\mathbb{R}^n} |g_{x_i}(z)||z|^\theta t^{\frac{n}{2}} \, dz = C t^{-\left(\frac{1}{2} - \frac{\theta}{2}\right)}.
\]
The second estimate in (3.8) has been proved. Next, differentiating (3.9), we get
\[
\partial_{x_ix_j} h_\phi(x,t) = \frac{1}{t} \int_{\mathbb{R}^n} \frac{1}{t^2} g_{x_ix_j} \left( \frac{x-y}{\sqrt{t}} \right) (\phi(y) - \phi(x)) \, dy.
\]
Changing the variables in a similar way, we obtain the third estimate in (3.8). We also deduce the first estimate in (3.8) since \( \partial_t h_\phi(x,t) = \Delta h_\phi(x,t) \).

4 Linear equations

When the equation is linear and its fundamental solution satisfies some conditions, the gradient estimate is deduced from the results in the previous section. Before we discuss general nonlinear equations in Section 5, let us study such a linear case.

Consider a linear equation
\[
u_t(x,t) - \text{trace}(A(x,t)\nabla^2 u(x,t)) + \langle B(x,t), \nabla u(x,t) \rangle + c(x,t)u(x,t) = 0
\]
in \( \mathbb{R}^n \times (0,T) \) (4.1)

with the initial condition (1.2). Here \( A(x,t) = (a_{ij}(x,t))_{i,j=1}^n \) and \( B(x,t) = (b_i(x,t))_{i=1}^n \).

Set
\[ O := \{(x,t,y,s) \mid x,y \in \mathbb{R}^n, 0 \leq s < t < T\} \]

It is known that (see, e.g, [12, Chapter 1.6]), when \( A, B \) and \( c \) satisfy some suitable regularity conditions, there exists a Fundamental solution \( \Gamma \in C(O) \) of (4.1), and the (weak) solution of the initial value problem (4.1)–(1.2) is given by
\[
u(x,t) = \int_{\mathbb{R}^n} \Gamma(x,t;y,0)\phi(y) \, dy \quad ((x,t) \in \mathbb{R}^n \times (0,T)).
\]

In the following, we study the gradient estimate for the above \( \nu \).

We say that the Aronson estimate holds for \( \nu \) when there exist \( d_i, e_i > 0 \) (\( i = 1, 2 \)) such that
\[
e_1 G_{d_1(t-s)}(x-y) \leq \Gamma(x,t;y,s) \leq e_2 G_{d_2(t-s)}(x-y) \quad ((x,t,y,s) \in O).
\]

Theorem 4.1 (Lower spatially Lipschitz bound for linear equations). Assume that the Aronson estimate holds for \( \Gamma \in C(O) \). Let \( \phi \in C^\theta(\mathbb{R}^n) \) for some \( \theta \in (0,1) \), and assume that \( \phi \) satisfies (3.1). Let \( \nu \) be defined by (4.2). Then there exists \( C > 0 \) such that
\[
\text{Lip} \left[ \nu(\cdot,t) ; \overline{B_\rho} \right] \geq Ct^{\frac{\theta}{2}} \left( t \in (0,T) \text{ sufficiently small} \right).
\]
The constant \( C \) depends on \( n, \theta, C_\phi, \theta_0, c_\phi, d_i \) and \( e_i \) (\( i = 1, 2 \)). In particular, if \( \theta_0 = \theta \), then
\[
\text{Lip} \left[ \nu(\cdot,t) ; \overline{B_\rho} \right] \geq C t^{\frac{\theta}{2}} \quad (t \in (0,T) \text{ sufficiently small}).
\]
Proof. If \( \phi \geq 0 \) in \( \mathbb{R}^n \), the proof is immediate. In fact, by the Aronson estimate we have

\[
\int_{\mathbb{R}^n} e_1 G_{d_1 t}(x - y) \phi(y) \, dy \leq \int_{\mathbb{R}^n} \Gamma(x, t; y, 0) \phi(y) \, dy \leq \int_{\mathbb{R}^n} e_2 G_{d_2 t}(x - y) \phi(y) \, dy \quad (4.6)
\]

and so

\[
h_{e_1 \phi}(x, d_1 t) \leq u(x, t) \leq h_{e_2 \phi}(x, d_2 t) \quad ((x, t) \in \mathbb{R}^n \times (0, T)).
\]

Thus \( u \) satisfies (A2) with \( \alpha_i \equiv 0, \phi_i = e_i \phi, k_i = d_i \) and \( \gamma_i = 1 \) \((i = 1, 2)\). Theorem 3.3 gives the conclusion.

In the case of a general \( \phi \), let us express it as \( \phi = \phi_+ - \phi_- \), where \( \phi_{\pm}(x) := \max\{\pm \phi(x), 0\} \) denote the positive and negative part of \( \phi \). Then \( \phi_{\pm} \in C^0(\mathbb{R}^n) \). Also, \( \phi_{\pm} \) satisfy (4.6), and subtracting them gives

\[
h_{e_1 \phi_+}(x, d_1 t) - h_{e_2 \phi_-}(x, d_2 t) \leq u(x, t) \leq h_{e_2 \phi_+}(x, d_2 t) - h_{e_1 \phi_-}(x, d_1 t)
\]

\((x, t) \in \mathbb{R}^n \times (0, T)). \quad (4.7)

Recall that, by Lemmas 3.1 and 3.2, we have

\[
|h_{e_i \phi_{\pm}}(x, d_i t) - e_i \phi_{\pm}(x)| \leq J_{e_i \phi_{\pm}}(d_i t) \leq C t^{\eta} \quad ((x, t) \in \mathbb{R}^n \times (0, T), \ i = 1, 2).
\]

Applying this to (4.7), we find

\[
-C t^{\eta} + \psi_1(x) \leq u(x, t) \leq C t^{\eta} + \psi_2(x) \quad ((x, t) \in \mathbb{R}^n \times (0, T)), \quad (4.8)
\]

where \( \psi_1(x) := e_1 \phi_+(x) - e_2 \phi_-(x) \) and \( \psi_2(x) := e_2 \phi_+(x) - e_1 \phi_-(x) \). Then \( \psi_1 \) satisfies (3.1) with \( e_1 \phi^{d_0} \) instead of \( c \phi^{d_0} \). Moreover, \( \psi_2(0) = 0 \). Hence Theorem 2.3 is applicable and we get (4.4) by Example 2.4. \( \square \)

Remark 4.2. As the proof indicates, it suffices to assume the Aronson estimate (4.3) only for \( s = 0 \).

Remark 4.3. The numbers \( \theta \) and \( \theta_0 \) in Theorem 4.1 respectively correspond to \( \theta_2 \) and \( \theta_1 \) in Theorem 1.2, and (4.4) gives the same exponent of \( t \) as that in (1.8). Indeed,

\[
\frac{\theta}{2} = \frac{\theta_2}{2}, \quad \frac{1 - \theta_0}{\theta_1} = \frac{1 - \theta_1}{\theta_1}
\]

for \( \theta = \theta_2 \) and \( \theta_0 = \theta_1 \). In particular, (4.5) shows that the upper estimate (1.6) is optimal when it is available for (4.1).

Remark 4.4. When \( \Gamma \) further satisfies the gradient estimate, an upper bound for \(|\nabla u|\) is easily obtained. To be more precise, we assume that there are \( d_3, e_3 > 0 \) such that

\[
|\partial_{x_i} \Gamma(x, t; y, s)| \leq \frac{e_3}{(t - s)^{\frac{3}{2}}} G_{d_3(t-s)}(x - y) \quad ((x, t, y, s) \in \mathcal{O}). \quad (4.9)
\]
See, e.g., [12, Chapter 1.6, (6.13)] for this type of estimates. We also assume that
\[
\int_{\mathbb{R}^n} \Gamma(x, t; y, s) dy = 1 \quad (x \in \mathbb{R}^n, \ 0 \leq s < t < T).
\] (4.10)

Let \( \phi \in C^\theta(\mathbb{R}^n) \) for some \( \theta \in (0, 1) \). To derive an upper bound for the gradient of \( u \) given in (4.2), we can follow the same calculation as in the proof of Lemma 3.5. In fact, thanks to (4.10) we have
\[
u_{x_i}(x, t) = \int_{\mathbb{R}^n} \partial_{x_i} \Gamma(x, t; y, 0) (\phi(y) - \phi(x)) dy.
\]
Thus, from (4.9) it follows that
\[
|u_{x_i}(x, t)| \leq \int_{\mathbb{R}^n} |\partial_{x_i} \Gamma(x, t; y, 0)| |\phi(y) - \phi(x)| dy
\]
\[
\leq \frac{C_{\phi} e_3}{t^{\frac{\theta}{2}}} \int_{\mathbb{R}^n} G_{d_3}(x - y)|x - y|^\theta dy.
\]
Changing the variables, we obtain
\[
|u_{x_i}(x, t)| \leq \frac{C_{\phi} e_3}{t^{\frac{\theta}{2}}} \int_{\mathbb{R}^n} \frac{1}{(d_3 t)^{\frac{\theta}{2}}} g \left( \frac{x - y}{\sqrt{d_3 t}} \right) |x - y|^\theta dy
\]
\[
= \frac{C_{\phi} e_3}{t^{\frac{\theta}{2}}} \int_{\mathbb{R}^n} g(z)|z|^\theta (d_3 t)^{\frac{\theta}{2}} dz = C t^{-\frac{\theta}{2}}.
\]

**Example 4.5.** The Arronson estimate can be available for the fundamental solution of the heat convection equation (1.4) with a singular velocity field \( B \). In [20] Maekawa proves the lower Gaussian estimate of (4.3) ([20, Theorem 1 (see also (28))]) as well as existence of the fundamental solution for (1.4) ([20, Theorem 2]). There \( B \) is assumed to be continuous in \( \mathbb{R}^n \times (0, T) \) and satisfy
\[
\text{div } B(\cdot, t) = 0 \quad (t \in (0, T)) \quad \text{in the sense of distributions}
\]
and (1.14). Under these conditions, it is shown that there exists a unique fundamental solution \( \Gamma \) of (1.4) and that, for any initial datum \( \phi \in L^1(\mathbb{R}^n) \), the function \( u \) given by (4.2) is the unique mild solution.

The upper Gaussian estimate of (4.3) is obtained in [6, 21]. Therefore, Theorem 4.1 is applicable to (1.4) by choosing \( \phi \in C^\theta(\mathbb{R}^n) \cap L^1(\mathbb{R}^n) \).

Examples of (1.4) include the two dimensional vorticity equation, in which \( n = 2 \) and
\[
B = \int_{\mathbb{R}^2} K(x - y) u(y, t) dy,
\]
\[
K(x) := \frac{1}{2\pi |x|} (-x_2, x_1) \quad (x = (x_1, x_2) \in \mathbb{R}^2 \setminus \{0\}).
\]
Indeed, \( B \) satisfies (1.14) for a solution \( u \) to (1.4); see [21, Page 531], [16, Section 2.4.1].
Remark 4.6. The inhomogeneous problem associated with (4.1) is
\[ u_t(x,t) - \text{trace}(A(x,t)\nabla^2 u(x,t)) + \langle B(x,t), \nabla u(x,t) \rangle + c(x,t)u(x,t) = f(x,t) \]
in \( \mathbb{R}^n \times (0,T) \). (4.1)

By Duhamel’s principle, the solution to (4.11)–(1.2) can be represented as
\[ u(x,t) = \int_0^t \int_{\mathbb{R}^n} \Gamma(x,t;y,s)f(y,s)\,dy\,ds + \int_{\mathbb{R}^n} \Gamma(x,t;y,0)\phi(y)\,dy \]
\((x,t) \in \mathbb{R}^n \times (0,T)\) (4.12)
by using the fundamental solution \( \Gamma \) for (4.1). For such \( u \), the estimates in Theorem 4.1 are still valid if
\[ C_f := \sup_{t \in (0,T)} \sqrt{t} \|f(\cdot,t)\|_{L^\infty(\mathbb{R}^n)} < \infty, \]
\( \Gamma \geq 0 \) and (4.10) holds. Indeed, by these assumptions
\[ \left| \int_0^t \int_{\mathbb{R}^n} \Gamma(x,t;y,s)f(y,s)\,dy\,ds \right| \leq C_f \int_0^t \int_{\mathbb{R}^n} \Gamma(x,t;y,s)\frac{1}{\sqrt{s}}\,dy\,ds = 2C_f\sqrt{t} \quad ((x,t) \in \mathbb{R}^n \times (0,T)). \]
We thus have, instead of (4.8),
\[ -2C_f\sqrt{t} - Ct^\gamma + \psi_1(x) \leq u(x,t) \leq 2C_f\sqrt{t} + Ct^\gamma + \psi_2(x) \quad ((x,t) \in \mathbb{R}^n \times (0,T)). \]
Adapting Theorem 3.3, we are again led to (4.4) by applying \( t^\frac{1}{2} \leq t^\frac{\gamma}{2} \) for \( t \) small.

5 Fully nonlinear equations

We now discuss a lower spatially Lipschitz bound for viscosity solutions to (1.1)–(1.2). We always assume that \( F = F(x,t,r,p,X) : \mathbb{R}^n \times (0,T) \times \mathbb{R} \times \mathbb{R}^n \times \mathbb{S}^n \rightarrow \mathbb{R} \) is a continuous function. In addition, we impose the following conditions on \( F \). For \( X = (x_{ij})_{i,j=1}^n \in \mathbb{S}^n \) let us set \( \|X\| := \sqrt{\sum_{i,j=1}^n (x_{ij})^2} \).

(F1) There exist \( C_F > 0, \mu \geq 0 \) and \( \sigma \geq 0 \) such that
\[ |F(x,t,r,p,X)| \leq C_F(t^{-\frac{\mu}{1+\sigma}} + t^{-\zeta} \|p\|^\mu + \|X\|^\sigma) \]
for all \((x,t,r,p,X) \in \mathbb{R}^n \times (0,T) \times \mathbb{R} \times \mathbb{R}^n \times \mathbb{S}^n \). Here \( \zeta \in [0,1) \) is a constant given by
\[ \zeta = \zeta(\mu,\sigma) := \begin{cases} 
0 & \text{if } \mu \geq 2\sigma, \\
1 - \frac{\mu}{2\sigma} & \text{if } \frac{2\sigma}{1+\sigma} \leq \mu < 2\sigma, \\
1 - \frac{1}{1+\sigma} & \text{if } \mu < \frac{2\sigma}{1+\sigma}.
\end{cases} \]
(F2) For all $(x, t, p, X) \in \mathbb{R}^n \times (0, T) \times \mathbb{R}^n \times \mathbb{S}^n$,

\[ r \mapsto F(x, t, r, p, X) \]

is non-decreasing in $r$. 

(F3) For any $R > 0$ there exists $\omega_{R,F} \in \mathcal{M}([0, \infty))$ such that

\[ |F(x, t, r, p_1, X_1) - F(x, t, r, p_2, X_2)| \leq \omega_{R,F}(|p_1 - p_2| + \|X_1 - X_2\|) \]

for all $(x, t, r, p_i, X_i) \in \mathbb{R}^n \times (0, T) \times \mathbb{R} \times \mathbb{R}^n \times \mathbb{S}^n$ with $|p_i|, \|X_i\| \leq R (i = 1, 2)$.

The constants $\mu$ and $\sigma$ in (F1) will appear in our lower Lipschitz bound for solutions. Due to appearance of $t^{-1/\mu}$ and $t^{-\zeta}$ in (5.1), the zeroth and first order derivative terms of $F$ can have singularities at $t = 0$.

We point out that, if we allow (F1) to depend on the Hölder exponent $\theta$ of a given initial datum, then we can improve the rate of $t$, and furthermore we can allow singularity even for the second order derivative terms. However, we adapt the current assumption (F1) so that the rates of singularities become uniform in $\theta$.

The conditions (F2) and (F3) are used just for a comparison principle between a viscosity solution and a classical solution. They are weaker than the usual structure condition which is required to compare two viscosity solutions.

Example 5.1. When $\mu = \sigma = 1$ in (F1), the condition (5.1) becomes

\[ |F(x, t, r, p, X)| \leq C_F(t^{-\frac{1}{2}} + t^{-\frac{1}{2}}|p| + \|X\|). \] (5.3)

If the linear equation (4.1) has bounded coefficients, then (5.3) is satisfied. Moreover, (5.3) holds for the heat convection equation (1.4) with a singular $B$ satisfying (1.14).

Example 5.2. Consider a viscous Hamilton–Jacobi equation

\[ u_t(x, t) - \Delta u(x, t) + H(x, t, \nabla u(x, t)) = 0 \quad \text{in } \mathbb{R}^n \times (0, T). \]

If there exists some $\mu > 0$ such that

\[ |H(x, t, p)| \leq C_H(t^{-\frac{1}{2}} + t^{-\zeta(\mu, 1)}|p|^\mu) \]

for all $(x, t, p) \in \mathbb{R}^n \times (0, T) \times \mathbb{R}^n$, then (F1) holds for this $\mu$ and $\sigma = 1$.

One may generalize the second order term $-\Delta u$. For example, typical nonlinear second order operators with $\sigma = 1$ are Pucci extremal operators defined by

\[ \mathcal{P}^+_{\lambda, \Lambda}(X) := \max\{-\text{trace}(AX) \mid A \in \mathbb{S}^n, \lambda I \leq A \leq \Lambda I\}, \]

\[ \mathcal{P}^-_{\lambda, \Lambda}(X) := \min\{-\text{trace}(AX) \mid A \in \mathbb{S}^n, \lambda I \leq A \leq \Lambda I\}, \]

where $0 < \lambda \leq \Lambda$. 
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Remark 5.3. The monotonicity assumption (F2) can be relaxed when we study bounded solutions. Suppose that $F$ satisfies (F1), (F3) and

\[(F2)' \text{ There exists } \kappa \in \mathbb{R} \text{ such that, for all } (x, t, p, X) \in \mathbb{R}^n \times (0, T) \times \mathbb{R}^n \times S^n, \]

\[r \mapsto \kappa r + F(x, t, r, p, X)\]

is non-decreasing in $\mathbb{R}$.

Set $\tilde{u}(x, t) = e^{-\kappa t} u(x, t)$. Then the equation for $\tilde{u}$ is (1.1) with

\[\tilde{F}(x, t, r, p, X) := \kappa r + e^{-\kappa t} F(x, t, e^{\kappa t} r, e^{\kappa t} p, e^{\kappa t} X).\]

One can check that $\tilde{F}$ satisfies (F2) and (F3), but (F1) may not hold for $\tilde{F}$ globally in $r \in \mathbb{R}$ due to the term $\kappa r$. However, we easily see that, if solutions are bounded, it suffices to assume (5.1) for $r$ in a bounded interval to have the results below.

**Definition 5.4 (Viscosity solution).** Let $u \in C(\mathbb{R}^n \times (0, T))$. We say that $u$ is a *viscosity subsolution* (resp. *viscosity supersolution*) of (1.1) if

\[\phi_t(\hat{x}, \hat{t}) + F(\hat{x}, \hat{t}, u(\hat{x}, \hat{t}), \nabla \phi(\hat{x}, \hat{t}), \nabla^2 \phi(\hat{x}, \hat{t})) \leq 0 \quad \text{(resp. } \geq \text{)}\]

whenever $u - \phi$ attains a maximum (resp. minimum) at $(\hat{x}, \hat{t})$ over $\mathbb{R}^n \times (0, T)$ for $\phi \in C^2(\mathbb{R}^n \times (0, T))$. A *viscosity solution* is a function which is both a viscosity subsolution and a viscosity supersolution.

For the initial(-boundary) value problem, we say that $u$ is a viscosity solution if $u$ takes the prescribed values at the initial time (and on the boundary).

A notion of viscosity solutions is defined for possibly discontinuous functions by taking the semicontinuous envelopes ([5]), and our results in this section hold even for such discontinuous solutions. Here, to simplify presentation and notation, we stick to continuous solutions. Handling discontinuities is not essential work for our gradient estimate.

**Definition 5.5.** (1) For a Hölder constant $\theta \in (0, 1)$, we define

\[\theta^* := 1 + \frac{1}{1 - \theta} \in (2, \infty).\]

(2) When we are further given the constants $\mu, \sigma \geq 0$ in (F1), let us define $\alpha_0, \beta_0, \gamma_0 > 0$ by

\[\gamma_0 = \gamma_0(\theta, \mu, \sigma) := \begin{cases} 
\frac{1 - \theta}{(1 - \theta)\mu + \theta} & \text{if } \mu \geq \theta^* \sigma, \\
\frac{1 - \theta}{(2 - \theta)\sigma + \theta} & \text{if } \mu \leq \theta^* \sigma,
\end{cases} \quad (5.4)\]

and

\[\alpha_0 = \alpha_0(\theta, \mu, \sigma) := \frac{\theta}{1 - \theta} \gamma_0, \quad \beta_0 = \beta_0(\theta, \mu, \sigma) := \frac{2}{1 - \theta} \gamma_0. \quad (5.5)\]
Note that we have
\[
\alpha_0 = \frac{\theta}{2}\beta_0. \tag{5.6}
\]

**Example 5.6.** Suppose that \(\sigma = 1\) in (F1). Then
\[
\gamma_0 = \begin{cases} 
\frac{1 - \theta}{(1 - \theta)\mu + \theta} & \text{if } \mu \geq \theta^*, \\
\frac{1 - \theta}{2} & \text{if } \mu \leq \theta^*.
\end{cases}
\]
If furthermore \(\mu \leq 2\), we have
\[
\gamma_0 = \frac{1 - \theta}{2} \quad \text{for any } \theta \in (0, 1) \tag{5.7}
\]
since \(\theta^* > 2\).

**Example 5.7.** Assume next that \(\sigma = 0\) in (F1). This is the case where (1.1) is a first order equation. Then
\[
\gamma_0 = \frac{1 - \theta}{(1 - \theta)\mu + \theta} \quad \text{for any } \mu \geq 0 \text{ and } \theta \in (0, 1). \tag{5.8}
\]

We prepare some properties of the constants in Definition 5.5.

**Lemma 5.8.** Let \(\mu, \sigma \geq 0\). Then
\[
\inf_{\theta \in (0,1)} (1 - \alpha_0) = \frac{\sigma}{1 + \sigma}. \tag{5.9}
\]
Moreover, if \(\mu < 2\sigma\), then
\[
\inf_{\theta \in (0,1)} \left\{ \left(1 - \frac{\theta}{2}\right)\sigma\beta_0 - \left(\frac{1}{2} - \frac{\theta}{2}\right)\mu\beta_0 \right\} = \zeta. \tag{5.10}
\]
Here \(\zeta\) is the constant given by (5.2).

**Proof.** (5.9): We have
\[
1 - \alpha_0 = \begin{cases} 
\frac{(1 - \theta)\mu}{(1 - \theta)\mu + \theta} & \text{if } \mu \geq \theta^*\sigma, \\
\frac{(2 - \theta)\sigma}{(2 - \theta)\sigma + \theta} & \text{if } \mu \leq \theta^*\sigma.
\end{cases}
\]
By direct computation we see that both the functions on the right-hand side are non-increasing with respect to \(\theta \in (0,1)\). If \(\sigma > 0\), we have \(\mu \leq \theta^*\sigma\) when \(\theta\) is sufficiently close to 1. Therefore
\[
\inf_{\theta \in (0,1)} (1 - \alpha_0) = \frac{(2 - 1)\sigma}{(2 - 1)\sigma + 1} = \frac{\sigma}{\sigma + 1}.
\]
If \( \sigma = 0 \), then \( \mu \geq \theta^* \sigma \) for any \( \theta \in (0, 1) \). Thus

\[ \inf_{\theta \in (0, 1)} (1 - \alpha_0) = \frac{(1 - 1)\mu}{(1 - 1)\mu + 1} = 0. \quad (5.10) \]

Since \( \mu < 2\sigma \), we have \( \mu < \theta^* \sigma \ (\theta \in (0, 1)) \), and so \( \beta_0 = \frac{2}{(2 - \theta)\sigma + \theta} \ (\theta \in (0, 1)) \).

Now, taking the derivative of \( A(\theta) := \left( 1 - \frac{\theta}{2} \right) \sigma \beta_0 - \left( 1 - \frac{\theta}{2} \right) \mu \beta_0 = \frac{(2 - \theta)\sigma - (1 - \theta)\mu}{(2 - \theta)\sigma + \theta} \), we see that \( A(\cdot) \) is non-decreasing if \( \mu \geq \frac{2\sigma}{1 + \sigma} \) while \( A(\cdot) \) is non-increasing if \( \mu < \frac{2\sigma}{1 + \sigma} \). This implies that

\[ \inf_{\theta \in (0, 1)} A(\theta) = \begin{cases} 
\frac{(2 - 0)\sigma - (1 - 0)\mu}{(2 - 0)\sigma + 0} = 1 - \frac{\mu}{2\sigma} & \text{if } \mu \geq \frac{2\sigma}{1 + \sigma}, \\
\frac{(2 - 1)\sigma - (1 - 1)\mu}{(2 - 1)\sigma + 1} = 1 - \frac{1}{\sigma + 1} & \text{if } \mu < \frac{2\sigma}{1 + \sigma}.
\end{cases} \]

Lemma 5.9. For \( \theta \in (0, 1) \) and \( \mu, \sigma \geq 0 \) we define

\[ \Delta(\beta) := \max \left\{ 1 - \frac{\theta}{2} \beta, \, \zeta + \left( 1 - \frac{\theta}{2} \right) \mu \beta, \, \left( 1 - \frac{\theta}{2} \right) \sigma \beta \right\} \ (\beta > 0). \]

Here \( \zeta \) is the constant given by (5.2). Then

\[ \inf_{\beta > 0} \Delta(\beta) = \Delta(\beta_0) = 1 - \alpha_0. \quad (5.11) \]

Proof. We first discuss the case \( \mu \geq 2\sigma \), so that \( \zeta = 0 \). Note that

\[ \left( \frac{1}{2} - \frac{\theta}{2} \right) \mu \beta \geq \left( 1 - \frac{\theta}{2} \right) \sigma \beta \iff \mu \geq \theta^* \sigma, \]

\[ \left( \frac{1}{2} - \frac{\theta}{2} \right) \mu \beta \leq \left( 1 - \frac{\theta}{2} \right) \sigma \beta \iff \mu \leq \theta^* \sigma. \]

Let us assume that \( \mu \geq \theta^* \sigma \). Then \( \Delta(\beta) = \max \left\{ 1 - \frac{\theta}{2} \beta, \, \left( 1 - \frac{\theta}{2} \right) \mu \beta \right\} \), and the minimum of \( \Delta(\cdot) \) over \( (0, \infty) \) is attained at \( \beta \) satisfying

\[ 1 - \frac{\theta}{2} = \left( \frac{1}{2} - \frac{\theta}{2} \right) \mu \beta \iff \beta = \frac{2}{(1 - \theta)\mu + \theta} = \beta_0. \]

The minimum value is

\[ \Delta(\beta_0) = 1 - \frac{\theta}{2} \beta_0 = 1 - \alpha_0. \]

Thus (5.11) holds. In a similar way, one can prove (5.11) when \( \mu \leq \theta^* \sigma \).

Next, let us consider the case \( \mu < 2\sigma \). Then \( \mu < \theta^* \sigma \), and so \( \left( \frac{1}{2} - \frac{\theta}{2} \right) \mu \beta < \left( 1 - \frac{\theta}{2} \right) \sigma \beta \ (\beta > 0) \). This implies that, to prove (5.11), it suffices to show that \( \zeta + \left( \frac{1}{2} - \frac{\theta}{2} \right) \mu \beta_0 \leq \left( 1 - \frac{\theta}{2} \right) \sigma \beta_0 \). We have already proved this inequality in (5.10). \( \square \)
The following sub- and supersolution play an important role to derive a lower Lipschitz bound for solutions.

**Theorem 5.10** (Sub-/supersolution to (1.1)). Assume (F1). Let \( \phi \in C^\theta(\mathbb{R}^n) \) for some \( \theta \in (0,1) \). For \( D_0 > 0 \) we define

\[
w^\pm(x,t) := \pm D_0 t^{\alpha_0} + h^\beta_\phi(x,t) \quad ((x,t) \in \mathbb{R}^n \times [0,T]),
\]

(5.12)

where \( h^\beta_\phi \) is given by (3.6). If \( D_0 \) is sufficiently large, then \( w^- \) is a classical subsolution of (1.1) and \( w^+ \) is a classical supersolution of (1.1). The choice of \( D_0 \) depends on \( n, \theta, C_\phi, T, C_F, \mu \) and \( \sigma \).

**Proof.** We only give the proof for \( w^- \) since that for \( w^+ \) is parallel. To simplify notation we write \( h = h^\beta_\phi \). Let \((x,t) \in \mathbb{R}^n \times (0,T)\). Using (F1), (3.7), (5.9) and (5.11), we see that

\[
h_t(x,t) + F(x,t, h(x,t), \nabla h(x,t), \nabla^2 h(x,t)) \\
\leq h_t(x,t) + C_F \left( t^{-\frac{\sigma}{\sigma^*}} + t^{-\xi} |\nabla h(x,t)|^\mu + \|\nabla^2 h(x,t)\|^{\sigma} \right) \\
\leq C t^{-(1-\frac{\mu}{2})} + C_F \left( t^{-\frac{\sigma}{\sigma^*}} + C t^{-\xi} \right) \\
\leq C t^{-\Delta(\beta_0)} = C t^{-(1-\alpha_0)}.
\]

Therefore

\[
w_t^-(x,t) + F(x,t, w^-(x,t), \nabla w^-(x,t), \nabla^2 w^-(x,t)) \\
\leq -D_0 \alpha_0 t^{-(1-\alpha_0)} + C t^{-(1-\alpha_0)}.
\]

This shows that \( w^- \) is a classical subsolution of (1.1) when \( D_0 \) is large enough. \( \square \)

Let \( \phi \in C^\theta(\mathbb{R}^n) \) for some \( \theta \in (0,1) \). In view of Lemma 3.4 we notice that the functions \( w^\pm \) in (5.12) satisfy

\[
|w^\pm(x,t)| \leq C(1 + |x|^\theta) \quad (x \in \mathbb{R}^n) \quad \text{for some} \ C > 0.
\]

(5.13)

Moreover, by Lemmas 3.1 and 3.2 we have

\[
|w^\pm(x,t) - \phi(x)| \leq D_0 t^{\alpha_0} + |h_\phi(x,t^{\beta_0}) - \phi(x)| \leq D_0 t^{\alpha_0} + J_\phi(t^{\beta_0}) \\
\leq D_0 t^{\alpha_0} + C t^{\frac{\theta}{2} \beta_0} = C t^{\frac{\theta}{2} \beta_0} \quad (x \in \mathbb{R}^n, t > 0).
\]

(5.14)

For the last equality we used (5.6).

We next compare \( w^\pm \) with a viscosity solution \( u \) of (1.1)–(1.2). To do this, we assume that the solution \( u \) satisfies

\[
\lim_{|x| \to \infty} \sup_{t \in [0,T]} \frac{|u(x,t)|}{1 + |x|} = 0
\]

(5.15)
and

$$|u(x, t) - \phi(x)| \leq q(t) \quad ((x, t) \in \mathbb{R}^n \times [0, T])$$

for some $q \in \mathcal{M}([0, T])$. (5.16)

These are not restrictive conditions in the sense that there always exists a viscosity solution $u$ of (1.1)–(1.2) satisfying (5.15) and (5.16). In fact, Perron’s method ([5, Section 4]) guarantees that

$$u_P(x, t) := \sup \left\{ v(x, t) \mid v : \mathbb{R}^n \times [0, T] \to \mathbb{R} \text{ is a viscosity subsolution of (1.1) such that} \right.$$  \hspace{1cm} \left. \begin{array}{c} w^- \leq v \leq w^+ \text{ in } \mathbb{R}^n \times [0, T] \end{array} \right\}$$

is a (possibly discontinuous) viscosity solution of (1.1)–(1.2). By definition $u_P$ lies between $w^-$ and $w^+$, and therefore it satisfies (5.15) and (5.16) by (5.13) and (5.14).

The comparison result is stated as follows. Since $w^\pm$ are smooth functions, the proof does not need the so-called doubling variables technique in the viscosity solutions theory.

**Proposition 5.11** (Comparison principle). Assume (F2) and (F3). Let $\phi \in C^\theta(\mathbb{R}^n)$ for some $\theta \in (0, 1)$. Let $u$ be a viscosity solution of (1.1)–(1.2) satisfying (5.15) and (5.16). Let $w^\pm$ be the functions defined by (5.12). Then

$$w^-(x, t) \leq u(x, t) \leq w^+(x, t) \quad ((x, t) \in \mathbb{R}^n \times [0, T]).$$

**Proof.** Let us prove that $u \leq w^+$ in $\mathbb{R}^n \times [0, T)$. Suppose by contradiction that $\sup_{\mathbb{R}^n \times [0, T]} (u - w^+) \geq M$ for some $M > 0$. For $\varepsilon, \eta \in (0, 1]$ let us define

$$\bar{w}^+(x, t) := w^+(x, t) + \varepsilon \langle x \rangle + \frac{\eta}{T - t} \quad ((x, t) \in \mathbb{R}^n \times [0, T]),$$

where $\langle x \rangle = \sqrt{1 + |x|^2}$. Since both $u$ and $-w^+$ grow slower than a linear function by (5.15) and (5.13), we see that $u - \bar{w}^+$ attains a maximum over $\mathbb{R}^n \times [0, T)$ at some $(\hat{x}, \hat{t}) = (\hat{x}_{\varepsilon, \eta}, \hat{t}_{\varepsilon, \eta})$. When $\varepsilon$ and $\eta$ are small enough, we have

$$(u - \bar{w}^+) (\hat{x}, \hat{t}) \geq \frac{M}{2};$$

in particular,

$$u(\hat{x}, \hat{t}) > \bar{w}^+(\hat{x}, \hat{t}) > w^+(\hat{x}, \hat{t}).$$

We also remark that $\hat{t}$ are away from 0 uniformly in $\varepsilon$ and $\eta$, that is, there is $t_0 \in (0, T)$ independent of $\varepsilon$ and $\eta$ such that $\hat{t} \geq t_0$. Indeed, by (5.16) and (5.14),

$$u(x, t) - \bar{w}^+(x, t) < u(x, t) - w^+(x, t) \leq q(t) + C t^\frac{\theta - \beta_0}{2} \quad ((x, t) \in \mathbb{R}^n \times [0, T]).$$

This and (5.20) show the existence of such $t_0$.
By the definition of viscosity subsolutions, we have
\[ 0 \geq \tilde{w}_i^+(\hat{x}, \hat{t}) + F(\hat{x}, \hat{t}, u(\hat{x}, \hat{t}), \nabla \tilde{w}^+(\hat{x}, \hat{t}), \nabla^2 \tilde{w}^+(\hat{x}, \hat{t})). \]

Next, we apply the monotonicity (F2). By (5.21) we observe
\[ 0 \geq \tilde{w}_i^+(\hat{x}, \hat{t}) + F(\hat{x}, \hat{t}, w^+(\hat{x}, \hat{t}), \nabla \tilde{w}^+(\hat{x}, \hat{t}), \nabla^2 \tilde{w}^+(\hat{x}, \hat{t})) \]
\[ \geq w_i^+(\hat{x}, \hat{t}) + \frac{\eta}{T^2} \]
\[ + F(\hat{x}, \hat{t}, w^+(\hat{x}, \hat{t}), \nabla w^+(\hat{x}, \hat{t}), \nabla^2 w^+(\hat{x}, \hat{t})) + \varepsilon \nabla \langle \hat{x} \rangle, \nabla^2 w^+(\hat{x}, \hat{t}) + \varepsilon \nabla^2 \langle \hat{x} \rangle). \]

We now choose \( R > 0 \) independent of \( \varepsilon \) and \( \eta \) such that \( |\nabla w^+|, \|\nabla^2 w^+\| \leq R \) in \( \mathbb{R}^n \times [t_0, T) \), which is possible by Lemma 3.5, and \( |\nabla \langle \cdot \rangle|, |\nabla^2 \langle \cdot \rangle| \leq R \) in \( \mathbb{R}^n \). Then, by (F3)
\[ 0 \geq w_i^+(\hat{x}, \hat{t}) + \frac{\eta}{T^2} \]
\[ + F(\hat{x}, \hat{t}, w^+(\hat{x}, \hat{t}), \nabla w^+(\hat{x}, \hat{t}), \nabla^2 w^+(\hat{x}, \hat{t})) - \omega_{2R,F}(\varepsilon|\nabla \langle \hat{x} \rangle| + \varepsilon\|\nabla^2 \langle \hat{x} \rangle\|) \]
\[ \geq \frac{\eta}{T^2} - \omega_{2R,F}(2\varepsilon R). \]

Here we have used the fact that \( w^+ \) is a supersolution. Sending \( \varepsilon \to 0 \) in the above inequality gives \( 0 \geq \frac{\eta}{T^2} \), which is a contradiction.

In a similar way, one can prove that \( w^- \leq u \) in \( \mathbb{R}^n \times [0, T) \). \( \square \)

We are now in a position to give a lower bound for \( \text{Lip}[u(\cdot, t); B_\rho] \).

**Theorem 5.12** (Lower spatially Lipschitz bound for nonlinear equations). Assume (F1), (F2) and (F3). Let \( \phi \in C^\theta(\mathbb{R}^n) \) for some \( \theta \in (0, 1) \), and assume that \( \phi \) satisfies (3.1). Let \( u \) be a viscosity solution of (1.1)–(1.2) satisfying (5.15) and (5.16). Then
\[ \text{Lip}[u(\cdot, t); B_\rho] \geq C t^{-\frac{1-\theta_0}{\alpha_0}} \] (5.22) \( t \in (0, T) \) sufficiently small).

Here \( C \) depends on \( \theta_0, c_\phi, \rho \) and \( D_0 \). In particular, if \( \theta_0 = \theta \), then
\[ \text{Lip}[u(\cdot, t); B_\rho] \geq C t^{-\gamma_0} \] (5.23) \( t \in (0, T) \) sufficiently small).

**Proof.** By (5.18), we see that \( u \) fulfills (A2) with \( \alpha_i(t) = D_0 t^{\alpha_0}, \phi_i = \phi, k_i = 1 \) and \( \gamma_i = \beta_0 (i = 1, 2) \). Hence Theorem 3.3 implies
\[ \text{Lip}[u(\cdot, t); B_\rho] \geq C \left( 2D_0 t^{\alpha_0} + 2t^{\beta_0} \right)^{-\frac{1-\theta_0}{\alpha_0}} = C t^{-\frac{1-\theta_0}{\alpha_0}} \] (5.22) \( t \in (0, T) \),
where (5.6) is applied for the last equality. Thus (5.22) is proved. If \( \theta_0 = \theta \), we have (5.23) since \( \frac{1-\theta}{\theta} \alpha_0 = \gamma_0 \). \( \square \)
Remark 5.13. In Theorem 5.12 one may directly assume (5.18) instead of (F2)–(F3), (5.15) and (5.16). (Actually, in this case \( u \) does not have to be a viscosity solution of (1.1)–(1.2).) For example, the Perron solution \( u_P \) in (5.17) satisfies (5.18), and therefore the estimates (5.22) and (5.23) hold.

This version of the theorem would be useful if one studies less regular \( F \) than (F3), such as a singular \( F \) appearing in surface evolution problems ([15]). One of typical surface evolution equations is the level-set mean curvature equation with a driving force, for which \( F \) is given by

\[
F(p, X) = - \text{trace} \left( \left( I - \frac{p \otimes p}{|p|^2} \right) X \right) - \nu |p| \quad ((p, X) \in (\mathbb{R}^n \setminus \{0\}) \times S^n).
\]

Here \( \nu \in \mathbb{R} \) is a constant and \( p \otimes p = (p_ip_j)_{i,j=1}^n \in S^n \) for \( p = (p_i)_{i=1}^n \in \mathbb{R}^n \). This \( F \) satisfies

\[
|F(p, X)| \leq C_F(|p| + \|X\|) \quad ((p, X) \in (\mathbb{R}^n \setminus \{0\}) \times S^n)
\]

for some \( C_F > 0 \), and so one can construct a subsolution \( w^- \) and a supersolution \( w^+ \) of (1.1)–(1.2) in the same manner. Thus the estimates (5.22) and (5.23) hold for the Perron solution \( u_P \).

Remark 5.14. The resulting estimate (5.23) is understood as follows: Let us fix \( \theta \) as a Hölder exponent of the initial datum. Recall that, by definition, the constant \( \gamma_0 \) depends on \( \mu \) and \( \sigma \), which represent the growth rates of the first order term and the second order term of \( F \), respectively. Moreover, it only depends on the dominant one. Namely, \( \gamma_0 \) is independent of \( \sigma \) if \( \mu \geq \theta^* \sigma \), while it is independent of \( \mu \) if \( \mu \leq \theta^* \sigma \). The constant \( \theta^* \) determines which one is dominant.

Assume now that \( \mu \geq \theta^* \sigma \). Then, the larger \( \mu \) is, the smaller \( \gamma_0 \) is; hence \( t^{-\gamma_0} \) gets to be small near the initial time. This means that the gradient can decay fast, that is, the regularizing effect can be strong if it occurs. A similar observation can be made for the case \( \mu \leq \theta^* \sigma \).

Example 5.15. Let us check that the exponents of \( t \) in Theorem 5.12 agree with those in Theorems 1.2 and 1.3.

(1) We revisit the linear equation (4.1) and compare (5.22) with (1.8). Recall that, if (4.1) has bounded coefficients, (F1) is satisfied for \( \mu = 1 \) and \( \sigma = 1 \). Then, by (5.7), we have \( \gamma_0 = \frac{1-\theta}{2} \) and \( \alpha_0 = \frac{\theta}{1-\theta} \gamma_0 = \frac{\theta}{2} \). Therefore

\[
\alpha_0 = \frac{\theta_2}{2}, \quad \frac{1-\theta_0}{\theta_0} = \frac{1-\theta_1}{\theta_1}
\]

for \( \theta = \theta_2 \) and \( \theta_0 = \theta_1 \). Letting \( \theta = \theta_0 \) shows that the upper bound in (1.6) is optimal when it is available.

(2) For the Hamilton–Jacobi equation (1.9), (F1) is satisfied when \( \mu = p (> 1) \) and \( \sigma = 0 \), and then (5.8) holds. Let us compare (5.22) and (1.10). We check that

\[
\alpha_0 = \frac{q-1}{q-\theta_1} \theta_1, \quad \frac{1-\theta_0}{\theta_0} = \frac{1-\theta_2}{\theta_2}
\]
for \( \mu = p, \theta = \theta_1 \) and \( \theta_0 = \theta_2 \). The second one is obvious. The first one is immediate too. Indeed,

\[
\alpha_0 = \frac{\theta}{1 - \theta} \gamma_0 = \frac{\theta}{(1 - \theta)p + \theta} = \frac{\theta}{(1 - \theta) \frac{q}{q - 1} + \theta} = \frac{q - 1}{q - \theta}.
\]

The optimality of (1.11) also follows by letting \( \theta = \theta_0 \).

When the equation is subquadratic in \( \nabla u \) and sublinear in \( \nabla^2 u \), i.e., \( \mu \leq 2 \) and \( \sigma = 1 \), we have \(-\gamma_0 = -\frac{1}{2} \theta^2 (\theta \in (0, 1)) \) by (5.7), which is the same exponent as in (1.6). Therefore, combining Theorems 5.12 and 1.1, we obtain the following theorem. Note that (F2) is fulfilled when \( F \) is independent of \( r \).

**Theorem 5.16** (Optimality of the spatially Lipschitz bound). Assume that \( F = F(x, t, p, X) \) satisfies (P1), (P2) in Theorem 1.1. Furthermore, assume (F1) with \( \mu \leq 2 \) and \( \sigma = 1 \), and (F3). Let \( \phi \in C^\theta(\mathbb{R}^n) \) for some \( \theta \in (0, 1) \), and assume that \( \phi \) satisfies (3.1) with \( \theta_0 = \theta \). Let \( u \) be a viscosity solution of (1.1)–(1.2) satisfying (5.15) and (5.16). Then

\[
C t^{-\frac{1}{2}\theta} \leq \| \nabla u(\cdot, t) \|_{L^\infty(\mathbb{R}^n)} \leq C' t^{-\frac{1}{2}\theta} \quad (t \in (0, T) \text{ sufficiently small}).
\]  

Here \( C \) and \( C' \) are the constants appearing in Theorem 5.12 and Theorem 1.1, respectively.

**Example 5.17.** Let us consider the Bellman–Isaacs equation (1.5), where

\[
F(x, t, p, X) = \inf_{b \in B} \sup_{a \in A} \left\{ -\text{trace}(A_{a,b}(x, t)X) + \langle B_{a,b}(x, t), p \rangle - f_{a,b}(x, t) \right\}.
\]

Here \( A \) and \( B \) are index sets, and \( A_{a,b} : \mathbb{R}^n \times (0, T) \rightarrow \mathbb{S}^n \), \( B_{a,b} : \mathbb{R}^n \times (0, T) \rightarrow \mathbb{R}^n \), \( f_{a,b} : \mathbb{R}^n \times (0, T) \rightarrow \mathbb{R} \) are continuous for any \( a \in A \) and \( b \in B \). To simplify the situation, we now suppose that all of these functions are bounded uniformly in \((a, b) \in A \times B\). Namely,

\[
\sup_{(a, b) \in A \times B} \left\{ \| A_{a,b} \|_{L^\infty(\mathbb{R}^n \times (0, T))} + \| B_{a,b} \|_{L^\infty(\mathbb{R}^n \times (0, T))} + \| f_{a,b} \|_{L^\infty(\mathbb{R}^n \times (0, T))} \right\}
< \infty.
\]

Then \( F \) is finite in \( \mathbb{R}^n \times (0, T) \times \mathbb{R}^n \times \mathbb{S}^n \) and satisfies (F1) with \( \mu = 1 \) and \( \sigma = 1 \). Also, (F2) and (F3) hold.

Sufficient conditions for (P1) and (P2) are discussed in [23, Section 5.1]. They are satisfied if

(P1') There exist \( \lambda > 0 \), \( \sigma_{a,b} : \mathbb{R}^n \times (0, T) \rightarrow \mathbb{S}^n \) and a non-negative function \( g \in C((0, 1)) \cap L^1((0, 1)) \) satisfying \( g(s)s \rightarrow 0 \) (\( s \rightarrow 0 \)) and \( g(s) = O(s) \) (\( s \rightarrow \infty \)) such that
\[- A_{a,b} = \lambda I + \sigma_{a,b}^2 \text{ in } \mathbb{R}^n \times (0, T).\]
\[- \sigma_{a,b} \text{ and } B_{a,b} \text{ are continuous in } \mathbb{R}^n \times (0, T) \text{ uniformly in } a \in A \text{ and } b \in B.\]

\[
\| \sigma_{a,b}(x,t) - \sigma_{a,b}(y,t) \|^2 - \langle B_{a,b}(x,t) - B_{a,b}(y,t), x - y \rangle \leq |x - y|g(|x - y|)
\]
for any \( x, y \in \mathbb{R}^n, t \in (0, T), a \in A \text{ and } b \in B. \)

(P2)' There exists \( w \in C^{2,1}(\mathbb{R}^n \times [0, T]) \) such that \( w(x,t) \to \infty (|x| \to \infty) \) uniformly in \( t \in [0, T] \) and

\[
w_t(x,t) - \text{trace}(A_{a,b}(x,t)\nabla^2 w(x,t)) + \langle B_{a,b}(x,t), \nabla w(x,t) \rangle \geq 0
\]
for any \((x,t) \in \mathbb{R}^n \times (0, T), a \in A \text{ and } b \in B.\)

A further sufficient condition for (P2)' is given in [23, (5.2)], which asserts that, if there exists some \( C > 0 \) such that

\[
\text{trace}A_{a,b}(x,t) - \langle B_{a,b}(x,t), \nabla x \rangle \leq C(1 + |x|^2)
\]
for any \((x,t) \in \mathbb{R}^n \times (0, T), a \in A \text{ and } b \in B, \) then (P2)' holds for \( w(x,t) = e^{Mt}(1+|x|^2) \) \((M \gg 1)\).

\section{Dirichlet boundary value problems}

Our method also applies to solutions of Dirichlet boundary value problems. In this section, we briefly present how to modify the argument in the previous section for Dirichlet problems.

Let \( \Omega \subset \mathbb{R}^n \) be a nonempty, bounded open subset such that \( 0 \in \Omega \). We study

\[
u_t(x,t) + F(x,t,u(x,t),\nabla u(x,t),\nabla^2 u(x,t)) = 0 \quad \text{in } \Omega \times (0, T) \tag{6.1}
\]
with the Dirichlet boundary condition

\[
u(x,t) = d(x,t) \quad \text{on } \partial\Omega \times [0, T) \tag{6.2}
\]
and the initial condition

\[
u(x,0) = \phi(x) \quad \text{in } \overline{\Omega}. \tag{6.3}
\]

Here we assume

\begin{itemize}
  \item \( F \in C(\Omega \times (0, T) \times \mathbb{R} \times \mathbb{R}^n \times \mathbb{S}^n) \), and \( F \) satisfies (F1) and (F2), where the domains \( \mathbb{R}^n \) of \( x \) are replaced by \( \Omega \).
  \item \( d \in C(\partial\Omega \times [0, T)) \) and

\[
|d(x,t) - d(x,0)| \leq L_d t \quad ((x,t) \in \partial\Omega \times (0, T)) \quad \text{for some } L_d > 0. \tag{6.4}
\]
\end{itemize}
\[ \phi \in C^\theta(\Omega) \] for some \( \theta \in (0,1) \). We choose \( C_\phi > 0 \) such that \( |\phi(x) - \phi(y)| \leq C_\phi |x - y|^\theta \) \((x,y \in \Omega)\).

- The compatibility condition holds:

\[ d(x,0) = \phi(x) \quad (x \in \partial \Omega). \] \hspace{1cm} (6.5)

To derive the gradient estimate, we first extend \( \phi \) to \( \mathbb{R}^n \). Let us define

\[ \Phi(x) := \max_{y \in \Omega} \{ \phi(y) - C_\phi |x - y|^\theta \} \quad (x \in \mathbb{R}^n). \]

Then \( \Phi \in C^\theta(\mathbb{R}^n) \), \( \Phi = \phi \) in \( \Omega \) and \( \omega_\Phi(r) \leq C_\phi r^\theta \) \((r \geq 0)\). We define \( w^\pm \) as in (5.12) with \( \Phi \) instead of \( \phi \).

We now claim that

\[ w^-(x,t) \leq d(x,t) \leq w^+(x,t) \quad ((x,t) \in \partial \Omega \times [0,T]) \] \hspace{1cm} (6.6)

holds by choosing \( D_0 \) large if necessarily. To see this, we note that

\[ w^+(x,t) = D_0 t^{\alpha_0} + h^\beta_\Phi(x,t) \geq D_0 t^{\alpha_0} + \phi(x) - J_\Phi(t^{\beta_0}), \]

\[ J_\Phi(t^{\beta_0}) \leq C t^{\frac{\theta}{2} \beta_0} = Ct^{\alpha_0}. \]

Using these inequalities, (6.4) and (6.5), we have, for \((x,t) \in \partial \Omega \times [0,T]\)

\[ d(x,t) - w^+(x,t) \leq d(x,0) + L_d t - (D_0 t^{\alpha_0} + \phi(x) - C t^{\alpha_0}) \]

\[ \leq t^{\alpha_0} \left( L_d T^{1-\alpha_0} - D_0 + C \right). \]

Thus the last term is nonpositive for large \( D_0 \). Similarly, we deduce \( w^- \leq d \) on \( \partial \Omega \times [0,T] \).

Applying the comparison principle, we see that any viscosity solution \( u \) of (6.1)–(6.3) satisfies

\[ w^-(x,t) \leq u(x,t) \leq w^+(x,t) \quad ((x,t) \in \overline{\Omega} \times [0,T]). \] \hspace{1cm} (6.7)

The proof of the comparison principle is almost the same as that of Proposition 5.11. For the Dirichlet problem (6.1)–(6.3), we can remove the term \( \varepsilon(x) \) from the definition (5.19) of \( \bar{w}^+ \) since \( \Omega \) is bounded. By (6.6), a maximizer \((\hat{x}, \hat{t})\) of \( u - \bar{w}^+ \) lies in \( \Omega \times (0,T) \), and therefore the definition of viscosity solutions can be applied at \((\hat{x}, \hat{t})\). We also note that, since the term \( \varepsilon(x) \) does not appear, the assumptions (F3) and (5.16) are not needed in this case.

Since (6.7) holds, the argument to deduce a lower bound for \( \text{Lip}[u(\cdot, t); \overline{B}_\rho] \) runs as before. Consequently, we have
Theorem 6.1 (Lower spatially Lipschitz bound for Dirichlet problems). Assume (F1) and (F2). Let \( \phi \in C^0(\Omega) \) for some \( \theta \in (0, 1) \), and assume that \( \phi \) satisfies (3.1) with \( \rho \) such that \( \overline{B}_\rho \subset \Omega \). Assume that \( d \in C(\partial \Omega \times [0,T]) \) satisfies (6.4). Let \( u \) be a viscosity solution of (6.1)–(6.3). Then

\[
\text{Lip}[u(\cdot, t); \overline{B}_\rho] \geq Ct^{-1-\frac{\theta_0}{\rho_0}} (t \in (0,T) \text{ sufficiently small}).
\]

Here \( C \) depends on \( \theta_0, c_\phi, \rho, L_d \) and \( D_0 \). In particular, if \( \theta_0 = \theta \), then

\[
\text{Lip}[u(\cdot, t); \overline{B}_\rho] \geq Ct^{-\theta_0} (t \in (0,T) \text{ sufficiently small}).
\]
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