SUMMARY A multi-task convolutional neural network leading to high performance and interpretability via attribute estimation is presented in this letter. Our method can provide interpretation of the classification results of CNNs by outputting attributes that explain elements of objects as a judgement reason of CNNs in the middle layer. Furthermore, the proposed network uses the estimated attributes for the following prediction of classes. Consequently, construction of a novel multi-task CNN with improvements in both of the interpretability and classification performance is realized.
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1. Introduction

Convolutional neural networks (CNNs) are the most widely used deep learning methods in an image recognition field. CNNs have a large number of hidden layers, and lower convolution layers capture ordinary phrasing basic features (e.g., colors and shapes), and top layers near outputs of the network are able to learn more complicated structures [1]. Since the large number of hidden layers of CNNs transform visual features to discriminant features, CNNs realize highly accurate image classification [2]. However, there is no clear understanding of why CNNs perform so well [3]. For instance, since a CNN is an end-to-end training system, observable information is only input images and output classes. In other words, there is still little insight into the internal operation and behavior for human interpretation of CNNs. This problem causes a distrust of classification results via CNNs. Therefore, it is necessary to provide an interpretation of CNNs.

Many interesting approaches to better understand classifier decisions and to gain insight into how CNNs operate have been proposed [4], [5]. Those approaches focused on region visualization that is related to classes. For instance, Selvaraju et al. [5] used the gradients of target classes flowing into the final convolutional layer to produce a coarse localization map highlighting the important regions in the image for predicting the class. They could efficiently provide visual interpretability, and humans can identify the regions that contribute to classification results of CNNs. On the other hand, since humans often justify decisions verbally [3], it is expected that textual information that is more specific and understandable than visual information could give more obvious reasons to humans for the CNN-based classification results.

Generally, objects are identified on the basis of verbal descriptions called attributes that explain their elements [6]. Since attributes correspond to high-level properties of the objects that can be detected by machines and that can be understood by humans [7], attributes have attracted much attention in visual recognition research due to the fact that attributes provide detailed knowledge about the objects in images [1], [8]. Thus, attributes can improve not only object recognition performance but also interpretability of the classification results. Since attributes are verbal descriptions, they are important for understanding object appearance that provides interpretation of CNNs without ambiguity.

In order to realize attribute estimation and image classification simultaneously, we should consider a multi-task problem. Multi-task CNNs, which are trained by using multiple information such as classes and attributes related to the classes, are used in an image recognition field [1], [9]. General multi-task CNNs have multiple output layers as final results such as classes and attributes and they optimize multiple loss functions simultaneously [1], [9]. Since estimated attributes cannot directly affect the results of image classification, the image classification performance of multi-task CNNs tends to be reduced compared to that of single-task CNNs for predicting only classes. This is the drawback of general multi-task CNNs. In order to solve the above problem, we focus on the fact that attributes correspond to high properties of an object. In order to utilize attributes as semantic information for image classification, we estimate attributes in the middle layer of the network for image classification. It is expected that the use of estimated attributes enable interpretability to be improved while maintaining a level of performance close to that of single-task CNNs.

In this letter, we propose a novel interpretable multi-task CNN with attribute estimation for image classification. We add a layer for attribute estimation to a middle layer of a general CNN in order to provide interpretable results. Moreover, in order to enhance classification performance, the proposed method uses the estimated attributes as features
in addition to the visual features in the CNN architecture. Although our method trains attributes and classes simultaneously like general multi-task CNNs, we focus on the relationship between attributes and classes and use attributes estimated by intermediate layers’ output for image classification. This is the main contribution of our study. Our method realizes an interpretable multi-task CNN while maintaining a level of image classification performance close to that of single-task CNNs.

2. Interpretable CNN

Figure 1 shows an interpretable CNN architecture. Since CNNs gradually transform low-level features to high-level features by hidden layers and since attributes have potentials to bridge between low-level features and high-level class information [1], our method additionally constructs a full-connected layer for attribute estimation that is a multi-label problem on the intermediate layer of the CNN. Then, unlike a conventional multi-task CNN, our method performs image classification by full-connected layer’s outputs based on both of the intermediate layer’s outputs and the estimated attributes. Since attributes represent elements of the image and bridge between the visual features and the class information, the use of estimated attributes is effective for improving not only the interpretability of image classification results but also image classification performance.

Training images \( n = 1, \cdots, N; N \) being the number of training samples) with classes \( y^{(c)}_n \in \{0, 1\}^{|D_c|} \) and attributes \( y^{(a)}_n \in \{0, 1\}^{D_a} \) (\( D_y^{(c)} \) and \( D_y^{(a)} \) being the numbers of classes and attributes, respectively) are given. Our method outputs a probability value \( o^{(a)}_n \in \mathbb{R}^{D_a} \) from the added full-connected layer for attribute estimation. Our method classifies images based on the intermediate layer’s outputs and the estimated attributes. Our method obtains new features \( z^{(a)}_n = [x^{(a)}_n, o^{(a)}_n] \in \mathbb{R}^{D_a+D_a} \) by performing vector combination of the intermediate layer’s output \( x^{(a)}_n \in \mathbb{R}^{D_a} \) and the probability value vector of the attribute estimation \( o^{(a)}_n \).

Our method outputs a probability value \( o^{(c)}_n \in \mathbb{R}^{D_c} \). In the training phase, the multi-task CNN is trained by using a loss function \( L = \alpha L^{(c)} + (1 - \alpha) L^{(a)} \), where \( L^{(c)} \) is a categorical cross-entropy loss function for classes, and \( L^{(a)} \) is a binary cross-entropy loss function for attributes. Furthermore, \( \alpha \) is a trade-off parameter. Unlike a single-task CNN, introduction of the second term in the loss function is a technical point of our method.

In the test phase, given a test image, our method calculates an intermediate layer’s output vector \( x \) and a probability value vector \( o^{(a)} \) for the attribute estimation. Then our method estimates attributes corresponding to the elements for which probability values exceed pre-determined threshold values \( t = [t_1, \cdots, t_{|D_a|}] \). Then our method obtains a new feature \( z \) in the same manner as the training phase and performs image classification based on the class corresponding to the elements for which the probability value is maximum in a probability value vector \( o^{(c)} \) for the final image classification.

3. Experiment

In order to verify the effectiveness of our method (PM), we used Deep Fashion Database [10]. We used images for “Tank”, “Blouse”, “Shorts” and “Skirts”, and these types of clothing were used as classes. Deep Fashion Database contains 50 categories, and the number of images in each category is much different, e.g., from tens to tens of thousands. Since the proposed method is a deep learning-based method and requires a large number of training images, we selected categories, which have more than 10,000 training images. In addition, to reduce class imbalance due to the bias in the number of training images between each category, we selected categories so that the number of images is balanced between selected categories. Thus, four classes were selected according to the above conditions. The number of images used in this experiment is shown in Table 1. Though this dataset has 1000 attributes, we selected \( K \) attributes based on mutual information between classes and attributes. We used the top \( K \) attributes with the highest degree of mutual information.

In our method, we used a pre-trained Inception-v3 [11], InceptionResNet-v2 [12] and Xception [13] models trained by ImageNet [2] as CNNs in order to verify the robustness of our method. We added a global average pooling layer and a full-connected layer with \( M^{(a)} \) units to an intermediate layer of the CNNs for attribute estimation and added full-connected layers for image classification to the concatenated layer with \( M^{(c)} \) units as shown in Fig. 1. We used the Adam optimization algorithm to train all parameters of the network with a batch size of 32. The learning rate was set to 0.001.

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Number of images used in our experiment.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Train</td>
</tr>
<tr>
<td>Blouse</td>
<td>17752</td>
</tr>
<tr>
<td>Tank</td>
<td>12204</td>
</tr>
<tr>
<td>Shorts</td>
<td>14195</td>
</tr>
<tr>
<td>Skirts</td>
<td>10795</td>
</tr>
</tbody>
</table>
and exponential decay rates for the moment estimates were set to 0.9 and 0.999, respectively. The trade-off parameter $\alpha$ and the number of attributes $K$ were set to 0.5 and 200, respectively. The numbers of units of the added full-connected layers $M^{(0)}$ and $M^{(c)}$ were set to 1024 and 512, respectively. We evaluated the performance of the final image classification by using accuracy. For attribute estimation, we evaluated the performance by using micro accuracy. We used a general multi-task CNN according to [9] (CM) and Ideal in the experiment. Specifically, when constructing CM, it shares the layer just before the output layer of each CNN model in the same manner as PM. That is, the CM has two kinds of $M^{(0)}$ dimensional outputs for attribute estimation and image classification. Note that, although CM performs both attribute estimation and image classification, CM does not use estimated attributes for image classification. This is the difference between PM and CM. Since CM outputs estimated attributes for interpretation of the CNN and trains the network based on multi-task learning, CM is an appropriate method as a comparative method. Ideal performs only image classification, that is, general image classification. Ideal constructs a full-connected layer to pre-trained CNNs for the image classification. Since Ideal focuses only on image classification, the result of Ideal is the upper limit of the image classification performance. Thus, Ideal shows the upper limit of image classification by the CNNs. Note that both methods were calculated by using Geforce RTX 2080 Ti, and the required memory is less than 11GB.

Figure 2 shows results of the final image classification and the attribute estimation. Since PM is superior to CM in all network structures, the use of estimated attributes is effective for final image classification. The accuracy of PM is very close to that of Ideal for Inception-v3 and InceptionResNet-v2. Moreover, the micro accuracy of the attribute estimation is very high. For InceptionResNet-v2 and Xception, the micro accuracy of PM is superior to that of CM. Therefore, our method can provide interpretability of the CNN and realizes more accurate image classification than do general multi-task CNNs while maintaining a level of image classification performance close to that of single-task CNNs. Furthermore, we show numerical accuracy of image classification in PM and CM. Accuracy values of PM for Inception-v3, InceptionResNet-v2 and Xception are 0.883, 0.874, 0.811, respectively. Also, those of CM are 0.872, 0.845, 0.796, respectively. Furthermore, in order to verify the statistically significant difference, we applied Welch’s t-test to the results obtained by Inception-v3 of five trials since the accuracy of Inception-v3 has the slightest difference between PM and CM. Thus, it was confirmed that we have a sufficient statistical advantage ($p$-value = 0.022).

Figure 3 shows examples of correctly classified images with estimated attributes by PM. PM not only correctly classifies images but also provides an interpretation by estimating attributes that correspond to high properties of the object. Therefore, by outputting the estimated attributes in the intermediate layer of the CNN, we can understand how the CNN estimated. Note that since Ideal cannot provide interpretation, attribute estimation is more effective for providing interpretability into a CNN.

Furthermore, since the number of layers and neurons are almost the same as those of PM, the training time is almost the same. Specifically, the training time of PM for Inception-v3, InceptionResNet-v2 and Xception is 3,628 (sec), 7,208 (sec) and 4,950 (sec), respectively, and that of CM is 3,647 (sec), 7,191 (sec) and 4,925 (sec), respectively. Thus, since PM leads to high performance and interpretability although there is no different between PM and CM in terms of the computation cost, the effectiveness of PM is verified.

4. Conclusion

We have proposed a multi-task convolutional neural network leading to high performance and interpretability via attribute estimation. The proposed method performs attribute estimation and image classification simultaneously based on our novel multi-task CNNs. Specifically, our method uses the estimated attributes for image classification in order to maintain a level of image classification performance close to that of single-task CNNs. Moreover, the estimated attributes provide interpretation of the classification results. The effectiveness of our method was verified by an experiment. On the other hand, since this method can be applied to data with images and attributes, it is necessary to perform accuracy verification using various data other than clothing data as future work in order to confirm the generalization performance of our method.
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