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1 Introduction

Vortices in type-II superconductors have not only a single magnetic flux quantum and

circulating supercurrents, but also accumulated charge. This vortex-core charging has

attracted the interest of numerous researchers. The earliest phenomenological studies on

the vortex-core charging were carried out by London and Khomskii et al. [1, 2]. London

proposed the phenomenological equations of superconductivity with the Lorentz force act-

ing on supercurrents, and showed that supercurrents in the magnetic field induce the Hall

electric field. When we consider the vortex state in type-II superconductors, we can also

show the existence of the vortex-core charge due to the Lorentz force acting on circulating

supercurrents [1,3]. Khomskii and Freimuth considered a simplified model, with the pair

potential in the form of the step function, and calculated the vortex-core charge due to

the chemical potential difference between the vortex-core in the normal state and its sur-

rounding region in the superconducting state [2,4]. Goryo studied the vortex-core charging

in a chiral p-wave superconductor based on the Ginzburg–Landau (GL) Lagrangian with

the Chern–Simons term [5]. After these phenomenological studies, more microscopic cal-

culations of the vortex-core charge were performed. Matsumoto and Heeb calculated the

vortex-core charge in chiral p-wave superconductors by solving the Bogoliubov–de Gennes

(BdG) equations with Maxwell’s equations self-consistently [6]. Although the standard

Eilenberger equations [7] (i.e., the quasiclassical equations of superconductivity) cannot

describe the static vortex-core charging [3,8,9], the dynamical dipole charge in the vortex

core in type-II superconductors under an AC electromagnetic field was calculated based

on the standard Eilenberger equations in the Keldysh formalism by Eschrig et al. [10,11].

In this thesis, we study the vortex-core charge as a function of temperature, magnetic

field, and a material parameter such as the quasiclassical parameter [12] based on the two

different approaches, namely; the quasiclassical theory and the BdG theory.

1.1 Quasiclassical theory

Although it is well-known that the standard Eilenberger equations are a powerful tool

for studying inhomogeneous superconductors in the presence of magnetic fields, the force

terms which are necessary for transparently describing electric charging in equilibrium

superconductors were missing from the standard formalism [7,13–15]. Recently, the aug-

mented quasiclassical (AQC) equations of superconductivity with the three force terms

as seen in Fig. 1.1, namely; (i) the Lorentz force that acts on supercurrents [1, 16, 17],

(ii) pair-potential gradient (PPG) force [8, 9, 12, 18], and (iii) the pressure difference of

the chemical potential arising from the slope in the density of states (SDOS) [2, 4, 9],

were derived and used to study the vortex-core charging in type-II superconductors. The

main part of this AQC equations were derived by incorporating the next-to-leading-order

contributions in the expansion of the Gor’kov equations [19,20] in terms of the quasiclas-
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Figure 1.1: Schematic representation of the Lorentz force, PPG force and SDOS pressure which lead to

vortex-core charging. N(ε) is a normal density of states, µs and µn are the chemical potentials in the

superconducting and normal states, respectively.

sical parameter δ ≡ 1/kFξ0 [9]. Here kF is the amplitude of the Fermi wavenumber and

ξ0 ≡ ℏvF/∆0 is the coherence length, where ∆0 is the energy gap at zero magnetic field

and zero temperature, and vF is the amplitude of the Fermi velocity.

The vortex-core charge near the lower critical field, was calculated in an isolated vortex

of s-wave superconductors with a cylindrical Fermi surface [8] and a spherical Fermi

surface [9], based on the AQC equations with the three force terms. The temperature and

magnetic-penetration-depth dependence of the vortex-core charge in an isolated vortex

of s-wave superconductors with a spherical Fermi surface was plotted in Ref. [9] as seen

in Fig. 1.2. It is shown that the vortex-core charging is dominated by the PPG force

near zero temperature and by the SDOS pressure near the superconducting transition

temperature when the magnetic penetration depth is larger than the coherence length,

and the PPG force also gives dominant contribution at low temperatures even if the

magnetic penetration depth is almost the same as the coherence length [9]. Thus, the

vortex-core charge in s-wave superconductors with an isolated vortex is dominated by the

PPG force in a wide parameter range. We also studied the spread of charge around the

vortex core estimating the chargeQ accumulated below radius r of s-wave superconductors

with a cylindrical Fermi surface as seen in Fig. 1.3 [8]. As the result, we found that the
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charge accumulation by the PPG force is concentrated in the core region. On the other

hand, that by the Lorentz force is smaller at the core center but extends far outside the

core over the magnetic penetration depth.

(a) (b)

Figure 1.2: Charge density at the vortex core ρ(0) in units of ρ0 ≡ ∆0ϵ0/|e|ξ20 due to the Lorentz force

(green square points), PPG force (blue circular points), and SDOS pressure (red triangular points) in an

s-wave superconductor with a spherical Fermi surface as a function of (a) temperature and (b) magnetic

penetration depth [9].
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Figure 1.3: Charge redistribution ρ(r) due to the PPG force (a), and the Lorentz force (b) in units of

ρ0 ≡ ∆0ϵ0/|e|ξ20 over r ≤ ξ0 at T = 0.2Tc, and accumulated charge Q(r) below the radius r in units of

Q0 ≡ ∆0ϵ0/|e| within r ≤ 3.5ξ0 [8].

The vortex-core charging was studied in s- and chiral p-wave superconductors with an

isolated vortex using the AQC equations with the Lorentz and PPG forces by Masaki [21].

The PPG force terms are divided into three parts, namely; the radial parts, which are

the radial derivatives of the cylindrical coordinates around the vortex center, the angular

parts, which are the angular derivatives, and the vector potential terms originating from

the gauge invariance of the AQC equations. He pointed out that the vortex-core charging
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is dominated by the angular parts arising from the phase of the pair potential in the

PPG force terms. Therefore, since the phase coming from the chirality and vorticity

cancels each out if they are antiparallel, i.e. Lz = 0, the vortex-core charge is very

small. Here Lz denotes the total angular momentum. The vortex-core charge chiral p-

wave superconductors with the parallel chirality and vorticity, i.e. Lz = 2 is also more

enhanced than that in s- and antiparallel chiral p-wave superconductors with Lz = 1 and

Lz = 0, respectively. These results are consistent with those obtained from the BdG

equations proposed by Matsumoto et al. [6]. However, despite these efforts, we have not

yet fully understood the vortex-core charging due to the PPG force. On the other hand,

it is well known that the vortex-core charging due to the Lorentz force arises from the

magnetic Hall effect due to the Lorentz force acting on a vortex of supercurrent, and we

also see roughly that the vortex-core charging due to the SDOS pressure comes from the

(effective) chemical potential difference between the core and its surrounding region by

assuming a roughly normal metal at the core [9]. One may think about what the difference

between the charging due to the PPG force and the SDOS pressure is, since the chemical

potential difference between the normal and superconducting states of the homogeneous

system is exactly equal zero when taking into account only the PPG force [9]. This issue

is discussed by using the recent results [8, 9, 21] and the calculation in this thesis.

Figure 1.4: Charge density in units of ρ0 ≡ 2|e|N(0)Tc for (a) the s-wave superconductor (Lz = 1) and

the chiral p-wave superconductors with (b) the parallel vortex (Lz = 2) and (c) the antiparallel vortex

(Lz = 0). The inset of each panel shows the radial profile of the pair potential [21].

Kohno et al. calculated the vortex-core charge as a function of the magnetic field in

the vortex lattice [23] of s-wave superconductors with a cylindrical Fermi surface [22] as

shown in Fig. 1.5 and d-wave superconductors with anisotropic Fermi surfaces used for

cuprates [24] using the AQC equations with only the Lorentz force. They showed that the

charge density at the vortex center has a large peak as a function of the magnetic field.

Therefore, one may expect that the vortex-core charge due to the Lorentz force may be

larger than that due to the PPG force at strong magnetic fields.

6



 0

 0.002

 0.004

 0.006

 0.008

 0.01

 0.012

 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1

B̄/Bc2

ρ
(0
)/
ρ
0

T/Tc = 0.2

(ρsingle/ρ0 ≃ 6.0× 10−4)

T/Tc = 0.5

(ρsingle/ρ0 ≃ 9.3× 10−5)

ρKF/ρ0(T ≃ 0)

Figure 1.5: Charge density at the vortex center ρ(0) in units of ρ0 ≡ ∆0ϵ0/|e|ξ20 as a function of magnetic

field calculated for T = 0.2Tc (red line) and T = 0.5Tc (green line) [22].

1.2 Bogoliubov–de Gennes theory

Type-II superconductors magnetic field host quasiparticle states in their vortex core,

with discrete energies which are below the bulk superconducting gap. This discretized

energy levels are called the Caroli–de Gennes–Matricon (CdGM) modes [25], and the

energy intervals are given by ∆0/2kFξ0 or ∆2
0/εF, where εF is the Fermi energy. The

energy interval of the CdGM modes is very small in conventional superconductors as

∆0/εF ∼ 10−3 and the discretization cannot be found in experimental data of NbSe2

[26]. On the other hand, in cuprate and heavy fermion superconductors, the coherence

length is smaller and the quasiclassical parameter, δ ≡ (kFξ0)
−1, is larger than that in

conventional superconductors. Therefore, it is expected that the discretized energy levels

of the vortex states in these anisotropic superconductors are observed experimentally.

Hayashi et al. calculated the local density of states (LDOS) around the vortex core in

type-II superconductors near the quantum limit of δ = 1 based on the BdG equations [27],

and showed in the LDOS as seen in Fig. 1.6 that the spectra are discretized below the

gap energy and consist of several isolated peaks, each of which corresponds to the energy

levels of the vortex states, the particle-hole asymmetry appears even if the normal-state

density of states is symmetric, and the spatial variation also exhibits the Friedel-like

oscillation [28]. Recently, the discretization of the energy levels was observed in the

LDOS of YNi2B2C using scanning tunneling spectroscopy with high energy resolution [14].

More recently, the parameter δ of the layered iron-based superconductor FeSe has also

been reported to reach about the quantum limit δ ∼ 1 [29]. Thus, the vortex states of

conventional and unconventional superconductors are very different in this regard.

As mentioned above, since the standard Eilenberger equations [7] are obtained from the

Gor’kov equations [19, 20] by taking the limit δ = 0, the calculated LDOS has continu-

ous and particle-hole symmetric spectra [30], and the charging and Hall effect cannot be
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Figure 1.6: Local density of state in units of the normal-state density of states at the Fermi surface at

T = 0.05Tc and kFξ0 = 8 [28]. E and r are normalized by ∆0 and ξ0, respectively.

calculated using them [12,16]. Recently, the augmented Eilenberger (or AQC) equations

with the quantum corrections of the first-order in δ were derived to study the vortex-

core [8, 9, 21, 31] and surface [32] charging. These standard and augmented Eilenberger

equations are valid for superconductors which can be described by small values of the

quasiclassical parameter, but not for those whose values of δ fall near the quantum limit.

Therefore, one may want to investigate the vortex-core charge in type-II superconductors

near the quantum limit. Hayashi et al. also studied the carrier density in type-II su-

perconductors near the quantum limit based on the BdG equations, and found that the

carrier density at the core center increases monotonically as a function of the quasiclassi-

cal parameter (see Fig. 1.7) and the Friedel oscillation appears at low temperatures [33].

Thus, the BdG equations are suitable for studying the vortex states in superconductors

near the quantum limit. However, the calculations performed by Hayashi et al. did not

include Maxwell’s equations, which are necessary for transparent interpretation. There-

fore, the charge density they calculated does not meet the necessary charge neutrality

condition. Machida et al. calculated the vortex-core charge by solving the BdG equations

with the Poisson equation self-consistently, and showed that the charge density satisfies

the neutrality condition. The vortex-core charge is suppressed due to the screening effect,

and the decay length of the charge density around the vortex core increases monotonically

as the quasiclassical parameter approaches the quantum limit [34]. On the other hand,

they did not calculate the charge density at the vortex center as a function of the qua-

siclassical parameter and temperature. Therefore, one may wonder that the vortex-core

charge increases monotonically even near the quantum limit, or it is suppressed by the

screening effect and has a peak as a function of δ.
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Figure 1.7: Carrier density difference δn0 ≡ |n0 − ninf | between the vortex center n0 and far away from

the core ninf in units of the carrier density far away from the core ninf as a function of temperature

calculated for kFξ0 = 4, 6, 8 and 10 [33].

1.3 Purpose of the thesis

The main purpose of this thesis is to construct a numerical method based on the AQC

equations for studying the temperature and magnetic field dependence of the vortex-

core charge in the Abrikosov lattice [23] of type-II superconductors microscopically, to

study the forces responsible for the charging in the Abrikosov lattice, and to clarify the

temperature and magnetic field dependence of the vortex-core charge in the Abrikosov

lattice within the AQC equations and the δ-dependence of the vortex-core charging near

the quantum limit using the BdG equations.

To these ends, we calculate the temperature and magnetic field dependence of the

vortex-core charge in a two-dimensional s-wave superconductor due to the Lorentz and

PPG forces using the AQC equations of superconductivity in the Matsubara formalism.

We can neglect the SDOS pressure terms in superconductors with a cylindrical Fermi

surface [8]. A method proposed recently by Sharma in Ref. [35] may be more useful, but

her formulation still only incorporates the Lorentz force. We here perform the numerical

calculation of the vortex-core charging combining the methods in Refs. [8] and [22]. We

also study the charge redistribution around the vortex core based on the BdG equations

to clarify the δ-dependence of the vortex-core charging near the quantum limit. These

calculations will be very useful for experimental researchers.

This thesis is organized as follows. In Sect. 2, we present the formalism based on the

AQC equations with the Lorentz and PPG forces in the Matsubara formalism and based

on the BdG equations, and show that the PPG force can be neglected in the Meissner

state. In Sect. 3, we give numerical results for the charging in the Abrikosov lattice and

an isolated vortex near the quantum limit of an s-wave superconductor with a cylindrical

9



Fermi surface, and discuss the vortex-core charging due to the PPG force. In Sect. 4, we

provide a conclusion.
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2 Formulation

2.1 Augmented quasiclassical equations

We consider clean s-wave superconductors in equilibrium, and then the main part of the

AQC equations with the PPG and Lorentz forces in the Matsubara formalism are given

by [8, 9] [
iεnτ̂3 − ∆̂τ̂3, ĝ

]
+ iℏvF · ∂ĝ +

iℏ
2
e(vF ×B) · ∂

∂pF

{
τ̂3, ĝ

}
− iℏ

2
∂∆̂τ̂3 ·

∂ĝ

∂pF

− iℏ
2

∂ĝ

∂pF

· ∂∆̂τ̂3 = 0̂, (2.1)

where ĝ= ĝ(εn,pF, r) and ∆̂=∆̂(r) are the quasiclassical Green’s functions in the Mat-

subara formalism and the pair potential, respectively, εn = (2n + 1)πkBT is the fermion

Matsubara energy (n = 0,±1, · · · ) with kB and T denoting the Boltzmann constant and

temperature, respectively, vF and pF are the Fermi velocity and momentum, respectively,

e < 0 is the electron charge, B = B(r) is the magnetic-flux density, and the commutators

are given by [â, b̂] ≡ âb̂− b̂â, and {â, b̂} ≡ âb̂+ b̂â. The first and second terms in Eq. (2.1)

correspond to the standard Eilenberger equations [7,13–15], the third term is the Lorentz

force [16, 17], and the fourth and fifth terms represent the PPG force [8, 9, 18]. We also

assume spin-singlet pairing without spin paramagnetism. The matrices ĝ, ∆̂ and τ̂3 are

then given by [13]

ĝ =

[
g −if
if̄ −ḡ

]
, ∆̂ =

[
0 ∆

∆∗ 0

]
, τ̂3 =

[
1 0

0 −1

]
, (2.2)

where the barred functions are defined generally by X̄(εn,pF, r) ≡ X∗(εn,−pF, r). The

operator ∂ is also defined by

∂ ≡


∇ on g or ḡ

∇− i2eA
ℏ

on f or ∆

∇+ i
2eA

ℏ
on f̄ or ∆∗

, (2.3)

where A = A(r) is the vector potential.

With the procedure in Ref. [3], we expand g and f formally in terms of δ as g =

g0+ g1+ · · · and f = f0+ f1+ · · · , where g0 and f0 are the Green’s functions of the stan-

dard Eilenberger equations. The standard Eilenberger equations with the normalization
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condition g0=sgn(εn)
(
1− f0f̄0

)1/2
are then given by [7, 13–15,36]

εnf0 +
1

2
ℏvF ·

(
∇− i2eA

ℏ

)
f0 = ∆g0, (2.4a)

∆ = 2Γ0πkBT
nc∑
n=0

⟨f0⟩F, (2.4b)

j = −i2πeN(0)kBT
nc∑
n=0

⟨vF(g0 − g∗0)⟩F, (2.4c)

where j is the current density, Γ0 is the dimensionless coupling constant responsible for

the Cooper pairing defined by

1

Γ0

= ln
T

Tc
+ 2πkBT

nc∑
n=0

1

εn
, (2.5)

εc is the cutoff determined from εc = (2nc +1)πkBT and εc = 20kBTc, ⟨· · · ⟩F is the Fermi

surface average normalized as ⟨1⟩F = 1, µ0 is the permeability of vacuum, and N(0) is

the normal density of states (DOS) per spin and unit volume at the Fermi energy. Eq.

(2.4) forms a set of self-consistent equations for f0, ∆, and A by using Ampère’s laws,

∇×∇×A = µ0j.

We obtain the equation for g1 from the expansion of Eq. (2.1) up to the first-order in

δ as [8, 9]

vF ·∇g1 = −e(vF ×B) · ∂g0
∂pF

− i

2
∂∆∗ · ∂f0

∂pF

− i

2
∂∆ · ∂f̄0

∂pF

, (2.6)

with g1 = −ḡ1. The first term in Eq. (2.6) is the Lorentz force, and the second and third

terms are the PPG force. We decompose the PPG force into the radial, angular, and

vector potential parts, including (∂∆/∂r)r̂, (∂∆/∂θ)(θ̂/r), and −2ieA∆/ℏ, respectively,
which are defined by

− i

2

∂∆∗

∂r
r̂ · ∂f0

∂pF

− i

2

∂∆

∂r
r̂ · ∂f̄0

∂pF

, radial parts, (2.7a)

− i

2r

∂∆∗

∂θ
θ̂ · ∂f0

∂pF

− i

2r

∂∆

∂θ
θ̂ · ∂f̄0

∂pF

, angular parts, (2.7b)

e

ℏ
∆∗A · ∂f0

∂pF

− e

ℏ
∆A · ∂f̄0

∂pF

, vector potential parts, (2.7c)

where r and θ are the radius and the azimuth angle, respectively, in the cylindrical

coordinate system (r cos θ, r sin θ). The contribution of the spatial derivative and vector

potential terms to the PPG force come from paramagnetic and diamagnetic supercurrents,

respectively. Therefore, we call the spatial derivative terms (Eqs. (2.7a) and (2.7b)) and

vector potential terms (Eq. (2.7c)) the paramagnetic (PM) and diamagnetic (DM) terms,
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respectively. The expression for the electric field E = E(r) is also obtained as [8, 9]

−λ2TF∇2E +E = i
πkBT

e

nc∑
n=0

⟨∇(g1 − g∗1)⟩F , (2.8)

where λTF≡
√
ϵ0d/2e2N(0) is the Thomas–Fermi screening length with ϵ0 and d denoting

the permittivity of vacuum and the thickness, respectively [21,32,37]. Using this equation,

we can calculate the electric field and charge density microscopically. See Appendix. A

for details on the derivation of the AQC equations.

2.2 Meissner state

Kita derived the Hall coefficient due to the Lorentz force acting on equilibrium super-

currents in the Meissner state based on the AQC equations with only the Lorentz force,

and showed that it has a finite value in s- and d-wave superconductors [3]. One may

predict that the PPG force also acts on supercurrents even in the Meissner state and

causes the Hall effect near a surface, since the charging in an isolated vortex of type-II

superconductors is dominated by the angular parts which arise from the phase of the

pair potential in the PPG force terms. However, contrary to its expectations, it is shown

below that the PPG force does not act on supercurrents in the Meissner state. To this

end, we derive an expression for the Hall electric field in the Meissner state by solving the

AQC equations with the Lorentz and PPG forces to study the action of the PPG force

on supercurrents. We first assume the form of the pair potential and the anomalous qua-

siclassical Green’s function as ∆(r) = |∆(r)|eiφ(r) and f0(εn,pF, r) = f̃0(εn,pF, r)e
iφ(r),

respectively, substitute them into Eq. (2.4a), and neglect the spatial derivative of f̃0.

Then the Doppler-shifted quasiclassical Green’s functions in the standard Eilenberger

equations are given by

g0 =
ε̃n√

ε̃2n + |∆|2
, (2.9a)

f̃0 =
|∆|√

ε̃2n + |∆|2
, (2.9b)

where ε̃n is defined by ε̃n ≡ εn+imvF ·vs with vs ≡ (ℏ/2m)(∇φ−2eA/ℏ) andm denoting

the superfluid velocity and the electron mass, respectively. We also substitute Eq. (2.9)

into Eq. (2.6) and then obtain the g1 equation as

vF ·∇g1 = −e(vF ×B) · ∂

∂pF

ε̃n√
ε̃2n + |∆|2

. (2.10)

The PPG force terms in Eq. (2.6) all cancel each other out without the low energy

excitations, since the Doppler shift method is an approximation that neglects the low

energy excitations such as the vortex and surface bound states (see Fig. 2.1). Fig. 2.1
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Figure 2.1: LDOS obtained from the Eilenberger equations (a) and the Doppler-shifted Green’s function

(b) in an isolated vortex of s-wave superconductors with a cylindrical Fermi surface in the high-κ limit.

r = 0 is the vortex center.

plots the superconducting LDOS Ns0(ε, r) obtained from the Eilenberger equations and

the Doppler-shifted Green’s function in an isolated vortex of s-wave superconductors with

a cylindrical Fermi surface in the high-κ limit. Ns0(ε, r) is calculated using Eq. (A.87).

Thus, we see that the low energy excitations are important for the PPG force to work. It

is now clear that the larger low-energy excitation at low temperatures is one of the factors

that lead to the larger vortex-core charge due to the PPG force (Fig. 1.2).

To study the action of the PPG force on supercurrents in the Meissner state, we next

assume that the gap amplitude is spatially constant as |∆(r)| = |∆|, and obtain g0, f0,

and vF ·∇g1 up to the first-order in vs as

g0 =
εn√

ε2n + |∆|2
+ imvF · vs

|∆|2

(ε2n + |∆|2)
3/2
, (2.11a)

f̃0 =
|∆|√

ε2n + |∆|2
− imvF · vs

εn|∆|
(ε2n + |∆|2)

3/2
, (2.11b)

vF ·∇g1 = −ie(vF ×B) · ∂

∂pF

mvF · vs
|∆|2

(ε2n + |∆|2)
3/2
. (2.11c)

Substituting Eqs. (2.11a) and (2.11b) into Eqs. (2.4c) and (2.4b), respectively, and using

⟨vF⟩F = 0, we obtain the gap equation and the London equation as [13]

1 = 2πΓ0kBT

∞∑
n=0

1√
ε2n + |∆|2

, (2.12a)

∇2B =
1

λ2L
B, (2.12b)

where λL is the London penetration depth at finite temperatures λL ≡ λ0⟨vF⟩F[2⟨(1 −
Y )v2Fx⟩F]−1/2, λ0 is the magnetic penetration depth λ0≡ [µ0N(0)e2⟨v2F⟩F]

−1/2
, and Y de-
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notes the Yosida function [3, 13,38] defined by

Y ≡ 1− 2πkBT
∞∑
n=0

|∆|2

(ε2n + |∆|2)3/2
. (2.13)

Furthermore, considering the region outside the vortex core or a surface without any

spatial variation in the gap amplitude, substituting Eq. (2.11c) into Eq. (2.8), and using

g1 = −ḡ1, we then obtain the equation for the electric field in the Meissner state as

− λ2TF∇2E +E = B ×RHj, (2.14)

where RH is the equilibrium Hall coefficient tensor. The current density and the Hall

coefficient tensor in the Meissner state given by

j =meN(0)(1− Y )⟨vFvF⟩Fvs, (2.15a)

RH =
1

2eN(0)

〈
∂

∂pF

vF

〉
F

⟨vFvF⟩−1F . (2.15b)

This Hall coefficient is the same as that obtained in Ref. [3], despite considering the

PPG force. Therefore, the Lorentz force acts on supercurrents in the Meissner state as

shown in the previous study [3], but the PPG force does not. It can also be shown that

the PPG force does not act on the shielding currents in anisotropic [32] and chiral [21]

superconductors based on the corresponding AQC equations if vF ·∇f̃0 is zero.

2.3 Bogoliubov–de Gennes equations

For simplicity, we consider spin-singlet s-wave superconductors with a cylindrical Fermi

surface and adopt the same method in Refs. [34, 39], and [6] to solve the BdG equations

self-consistently. We also neglect the vector potential when calculating the vortex-core

charge. These assumptions are valid, as will be shown below, based on the AQC equa-

tions, the vortex-core charging comes from the pair-potential gradient force acting on the

paramagnetic supercurrents [31]. Nevertheless, it is imperative to confirm the validity of

these assumptions within the BdG equations, as a future work.

Then, for clean s-wave superconductors in equilibrium, the BdG equations are given by

[
− ℏ2

2m
∇2 + eΦ(r)− µ

]
un(r)−∆(r)vn(r) = Enun(r), (2.16a)

−
[
− ℏ2

2m
∇2 + eΦ(r)− µ

]
vn(r)−∆∗(r)un(r) = Envn(r), (2.16b)

where Φ(r) and µ are the electrostatic and chemical potentials, un(r) and vn(r) are

Bogoliubov wave functions labeled by the quantum number n. The pair potential is

determined by

∆(r) = Γ0

∑
n

un(r)v
∗
n(r)(1− 2fF(En)), (2.17)
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where fF(En)=1/(eEn/kBT +1) is Fermi distribution function at temperature T . We solve

self-consistently Eqs. (2.16) and (2.17) together with the following Poisson equation:

−ϵ0∇2Φ(r) = ρ(r)

= e (n(r)− n0)

= 2e
∑
n

[
|un(r)|2fF(En) + |vn(r)|2(1− fF(En))

]
− en0, (2.18)

where n(r) is the particle density and n0 is the particle density at a sufficient distance

from the vortex center.

We next consider a two-dimensional superconductor with an isolated vortex, neglect

the kinetic term with the z direction, and use ∆(r) = ∆(r)e−iθ as the form of the pair

potential with the cylindrical coordinates (r, θ). The Bogoliubov wave functions, un(r)

and vn(r), which are classified in terms of the angular momentum l, are expanded as

un(r) = unl(r)e
ilθ =

∑
i

cnli ϕ
l
i(r)e

ilθ, (2.19a)

vn(r) = vnl(r)e
i(l+1)θ =

∑
i

dnli ϕ
l+1
i (r)ei(l+1)θ, (2.19b)

where ϕl
i is given by ϕl

i(r) =
√
2Jl(α

l
ir/R)/RJl+1(α

l
i), Jl(x) is the Bessel function of l-th

order, αl
i is the i-th zero of Jl, R is radius of a vortex, and i is integer ranging from

i = 1 to N with N denoting the cutoff depending on the temperature and quasiclassical

parameter. We can rewrite the BdG equations to eigenvalue problem for 2N×2N matrices

with simplified forms: (
K l ∆

∆T −K̄ l+1

)(
cn,l

dn,l

)
= En,l

(
cn,l

dn,l

)
, (2.20a)

(K l)ij ≡

 ℏ2

2m

(
αl
j

R

)2

− µ

 δij − ∫ R

0

rdrϕl
i(r)Φ(r)ϕ

l
j(r), (2.20b)

(K̄ l+1)ij ≡

 ℏ2

2m

(
αl
j

R

)2

− µ

 δij − ∫ R

0

rdrϕl+1
i (r)Φ(r)ϕl+1

j (r), (2.20c)

(∆l)ij ≡ −
∫ R

0

rdrϕl
i(r)∆(r)ϕl+1

j (r), (2.20d)

cn,l ≡ [cn,l1 , cn,l2 , · · · ]T, dn,l ≡ [dn,l1 , dn,l2 , · · · ]T. (2.20e)

Similarly, by expanding with the orthogonal function system, the pair potential and the

number of particles can be expressed as

∆(r) = Γ0

∑
n,l

∑
i,j

cn,li ϕl
i(r)d

n,l
j ϕl+1

j (r) (1− 2fF(En,l)) , (2.21)
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n(r) = 2
∑
n,l

∑
i,j

[(
cn,li ϕl

i(r)c
n,l
j ϕl

j(r)− d
n,l
i ϕl+1

i (r)dn,lj ϕl+1
j (r)

)
fF(En,l)

+dn,li ϕl+1
i (r)dn,lj ϕl+1

j (r)
]
. (2.22)

The normalization condition,∫
d3r
(
|un(r)|2 + |vn′(r)|2

)
= δnn′ , (2.23)

is also translated as

1 = 2π

∫ R

0

rdr

∞∑
i=1

∞∑
j=1

(
cn,li cn,lj ϕl

i(r)ϕ
l
j + dn,li dn,lj ϕl+1

i (r)ϕl+1
j

)
= 2π

∞∑
i=1

(
(cn,li )2 + (dn,li )2

)
. (2.24)

We finally estimate the coupling constant Γ0 by assuming a uniform system at absolute

zero. In a uniform system, each component of the matrix is diagonalized as

(∆)i,j = ∆0δij, (2.25a)

(K)i,j =

 ℏ2

2m

(
αl
j

R

)2

− µ

 δij ≡ ξn,lj δij. (2.25b)

Thus, the BdG equations are written as

ξn,l1 0 ∆0 0

ξn,l2 ∆0

0
. . . 0

. . .

∆0 0 −ξn,l1 0

∆0 −ξn,l2

0
. . . 0

. . .





cn,l1

cn,l2
...

dn,l1

dn,l2
...


= En,l



cn,l1

cn,l2
...

dn,l1

dn,l2
...


,

=⇒



ξn,l1 ∆0 0

∆0 −ξn,l1

. . .

ξn,li ∆0

∆0 −ξn,li

0
. . .





cn,l1

dn,l1
...

cn,li

dn,li
...


= En,l



cn,l1

dn,l1
...

cn,li

dn,li
...


, (2.26)

which is a two-line, two-column eigenvalue equation:(
ξn,li ∆0

∆0 −ξn,li

)(
cn,li

dn,li

)
= En,l

(
cn,li

dn,li

)
. (2.27)
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The eigenvalues and eigenfunctions of this expression are

En,l = ±
√
(ξn,li )2 +∆2

0, (2.28a)

cn,li =

√√√√ 1

4π

(
1± ξn,li

En,l

)
, dn,li =

√√√√ 1

4π

(
1∓ ξn,li

En,l

)
. (2.28b)

Since the Fermi distribution function at T =0 is a step function, Eq. (2.21) becomes

∆0 = Γ0

∑
n,l

∑
i,j

cn,li dn,lj ϕl
i(r)ϕ

l
j(r)(1− 2θ(−En,l)). (2.29)

Furthermore, by operating
∫ R

0
rdr to both sides of Eq. (2.29) and using Eq. (2.28), we

can obtain the coupling constant as

1

Γ0

=
1

2πR2

∑
n,l

∑
i

(1− 2θ(−En,l))

En,l

=
1

2πR2

 ∑
0≤En,l

1

En,l

−
∑

En,l<0

1

En,l


=

1

2πR2

∑
0≤|En,l|<Ec

1

|En,l|
, (2.30)

where Ec is the energy cutoff, and we set Ec = 10∆0.
∑

0≤|En,l|<Ec
denotes the summation

of all positive quantum numbers n, l, and i that satisfy 0 ≤ |En,l| < Ec.
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3 Numerical Results

3.1 Numerical procedures

We solve Eqs. (2.4), (2.6), and (2.8) numerically for a triangular vortex lattice of an s-

wave superconductor with a cylindrical Fermi surface by combing the methods in Refs. [8]

and [22]. We choose the magnetic field to be along the axial direction of the cylinder. We

can also express the corresponding vector potential in terms of the average flux density

B̄ = (0, 0, B̄) as A(r) = (B̄ × r)/2 + Ã(r), where Ã denotes the spatial variation of

the flux density. Functions Ã(r) and ∆(r) for the triangular lattice have the following

periodic boundary conditions [40–42]:

Ã(r +R) = Ã(r), (3.1a)

∆(r +R) = ∆(r)ei
|e|
ℏ B̄·(r×R)+i

|e|
ℏ B̄×(a1−a2)·R+iπn1n2 , (3.1b)

where R = n1a1 + n2a2 with the integers n1 and n2, and a1 = a2(
√
3/2, 1/2, 0) and

a2 = a2(0, 1, 0) are the basic vectors of the triangular lattice with the length a2 determined

a1

a2

Vortex center

Figure 3.1: Schematic representation of a vortex-lattice.

Figure 3.2: Gap amplitude |∆(r)| at temperature T = 0.2Tc in units of the zero temperature gap ∆0 on

a square grid with x and y ranging from [−2ξ0,+2ξ0] for the average flux densities (a) B̄ = 0.15Bc2, (b)

B̄ = 0.42Bc2, and (c) B̄ = 0.88Bc2.
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Figure 3.3: Magnetic-flux density B(r) at temperature T = 0.2Tc in units of B0 ≡ ℏ/2|e|ξ20 on a square

grid with x and y ranging from [−2ξ0,+2ξ0] for the average flux densities (a) B̄ = 0.15Bc2, (b) B̄ =

0.42Bc2, and (c) B̄ = 0.88Bc2.

by the flux-quantization condition (a1 × a2) · B̄ = h/2|e|. We first solve the standard

Eilenberger equations (2.4) self-consistently for the vortex lattice using the Riccati method

[13, 30, 43, 44], and substitute the solution into the right-hand side of Eq. (2.6), which is

solved by using the standard Runge–Kutta method. Here, we have chosen the following

initial conditions:

∆(r) = ∆T

√
1− B̄

Bc2

ψ̃s, Ã(r) = 0, (3.2)

where ∆T is the energy gap obtained by solving the weak-coupling gap equation [Eq.

(2.12a)], Bc2 = µ0Hc2 is the upper critical field obtained from the Helfand–Werthamer

theory [45,46], and ψ̃s denotes the Abrikosov’s solution of the linearized GL equations in

a symmetric gauge without prefactors [13,41]. Then, we have used the periodic conditions

of the Green’s functions:

g0(εn, Rz(nπ/3)pF, Rz(nπ/3)r) = g0(εn,pF, r), (3.3a)

f0(εn, Rz(nπ/3)pF, Rz(nπ/3)r) = f0(εn,pF, r)e
−inπ/3, (3.3b)

where Rz(θ) is a rotation operator that rotates the vortex center by an angle θ around

the z-axis, and n is an integer. Next, the electric field is obtained by substituting the

solution of Eq. (2.6) into Eq. (2.8) and solving Eq. (2.8), and then the charge density

ρ is calculated from Gauss’ law ρ = ϵ0d∇ · E numerically. We choose the parameters

as λTF = 0.03ξ0, λ0 = 5ξ0 and δ = 0.03. The average magnetic flux density, which is a

parameter, is normalized by using the upper critical field Bc2.

To study the δ-dependence of the vortex-core charge in s-wave superconductors with a

cylindrical Fermi surface near quantum limit, we also solve the eigenvalue equation [Eq.

(2.20)] obtained form the BdG equations together with the gap [Eq. (2.21)] and Poisson

equations [Eqs. (2.18) and (2.22)] self-consistently and numerically. We use Φ = 0 and

∆ = ∆T tanh r/ξ0 when we first solve Eq. (2.20).
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Figure 3.4: Supercurrent j(r) = (jx(r), jy(r)) at temperature T = 0.2Tc in units of j0 ≡ ℏµ0/2|e|ξ30 , on
a square grid with x and y ranging from [−ξ0,+ξ0], for the average flux densities (a) B̄ = 0.15Bc2 and

(b) B̄ = 0.42Bc2 (c) B̄ = 0.88Bc2.

3.2 Vortex-core charging in the Abrikosov lattice

Figs. 3.2, 3.3, and 3.4 show the spatial variations of the gap amplitude |∆(r)|, the
z-component of the magnetic-flux density B(r), the current density j(r), respectively, at

temperature T = 0.2Tc for the average flux densities from B̄ = 0.15Bc2 to B̄ = 0.88Bc2.

We find that the gap amplitude away from the vortex core and its slope at the core

become small together, and the B/B̄ at the core is also small, i.e. the flux density

becomes spatially uniform at strong magnetic fields compared with weak fields. We also

see in Figs. 3.2, 3.3, and 3.4 that the distance between the two vortices becomes closer

and each vortex has the strong six-fold symmetrical anisotropy at strong magnetic fields.

Thus, we have reproduced the results in the previous work proposed by Ichioka et al. [42].

Figs. 3.5 and 3.6 show the spatial dependence of the charge density ρ(r) and the

electric field E(r) due to the Lorentz force, and the spatial derivative terms of the pair

potential and the terms for the product of the vector and pair potential in the PPG force,

respectively, at temperature T = 0.2Tc for the average flux densities from B̄ = 0.15Bc2 to

B̄ = 0.88Bc2. We see that the charges are accumulated at the core where the pair potential

is zero. The charge redistribution due to the Lorentz force and the PM terms in the PPG

force are very similar, but the charge due to the PM terms in the PPG force is larger at

weak magnetic fields compared to that due to the Lorentz force. On the other hand, the

charge due to the DM terms in the PPG force has an opposite sign and almost the same

magnitude as that due to the Lorentz force. We also find that larger charge accumulates

between two neighboring vortices at strong magnetic fields since the distance between the

two vortices becomes smaller and circulating supercurrents in the opposite direction from

that around the core are generated between the two vortices at strong magnetic fields as

found in Fig. 3.4(c). We also see in Fig. 3.6 that the Hall electric fields are orthogonal to
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(i) PPG (DM), B̄ = 0.88Bc2(h) PPG (DM), B̄ = 0.42Bc2(g) PPG (DM), B̄ = 0.15Bc2

(d) PPG (PM), B̄ = 0.15Bc2 (e) PPG (PM), B̄ = 0.42Bc2 (f) PPG (PM), B̄ = 0.88Bc2

(a) Lorentz, B̄ = 0.15Bc2 (b) Lorentz, B̄ = 0.42Bc2 (c) Lorentz, B̄ = 0.88Bc2

Figure 3.5: Charge density ρ(r) due to the Lorentz force ((a), (b), and (c)), and the paramagnetic ((d),

(e), and (f)) and diamagnetic ((g), (h), and (i)) terms in the PPG force at temperature T = 0.2Tc in

units of ρ0 ≡ ∆0ϵ0d/|e|ξ20 on a square grid with x and y ranging from [−2ξ0,+2ξ0] for the average flux

densities B̄ = 0.15Bc2, B̄ = 0.42Bc2, and B̄ = 0.88Bc2 from right to left, respectively. PM and DM

denote paramagnetic and diamagnetic, respectively.
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(b) Lorentz, B̄ = 0.88Bc2

(c) PPG (PM), B̄ = 0.15Bc2 (d) PPG (PM), B̄ = 0.88Bc2

(e) PPG (DM), B̄ = 0.15Bc2 (f) PPG (DM), B̄ = 0.88Bc2

Figure 3.6: Electric field E(r) due to the Lorentz force ((a) and (b)), and the paramagnetic ((c) and (d))

and diamagnetic ((e) and (f)) terms in the PPG force at temperature T = 0.2Tc in units of E0 ≡ ∆0/|e|ξ0
on a square grid with x and y ranging from [−ξ0,+ξ0] for the average flux densities B̄ = 0.15Bc2,

B̄ = 0.42Bc2, and B̄ = 0.88Bc2 from right to left, respectively. PM and DM denote paramagnetic and

diamagnetic, respectively.
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Figure 3.7: Zoomed-in plots of (a) the current density j(r), (b) the electric field E(r) (b), and (c) the

charge density ρ(r) due to the PM terms in the PPG force for temperature T = 0.2Tc and the average flux

density B̄ = 0.88Bc2 on a square grid with x and y ranging from [−0.3ξ0, 0.7ξ0] in units of j0 ≡ ℏµ0/2|e|ξ30
E0 ≡ ∆0/|e|ξ0, and ρ0 ≡ ∆0ϵ0d/|e|ξ20 , respectively.

supercurrents and strong around the core and between two neighboring vortices at strong

magnetic fields. To make it clear to understand the relationship between the supercurrent,

electric field, and charge redistribution, the zoomed-in plots of Figs. 3.4(c), 3.5(f) and

3.6(d) are shown in Fig. 3.7.

Fig. 3.8 shows the charge density at the vortex center as a function of the magnetic

field for temperatures T = 0.2Tc and T = 0.5Tc, respectively. It is shown that the vortex-

core charge due to the Lorentz force has a large peak of upper convexity as seen in the

previous work [22]. However, the vortex-core charge due to the Lorentz force obtained

by us is about 10 times larger than that calculated in the previous study [22], even if

the same quasiclassical parameter is used. This is because the method in the previous

study neglected the component perpendicular to the Fermi velocity of in ∇g1. We have

here adopted a direct method to solve the equation for g1 [Eq. (2.6)] used in Refs. [8, 9].

We also note that the vortex-core charge has the λTF-dependence and is not linear as a

function of δ using δ = λTF/ξ0, even within the AQC theory. On the other hand, the

vortex-core charge due to the DM terms in the PPG force has an opposite sign and almost

the same magnitude as that due to the Lorentz force at all temperatures and magnetic

fields within our calculation. Therefore, the charge due to the Lorentz force and the DM

terms in the PPG force almost cancel each other out. Consequently, the total charge is

almost the same as that due to the PM terms in the PPG force. We also find that the

vortex-core charge due to the PM and DM terms, respectively, in the PPG force also has

a peak at about half the upper critical field as a function of the magnetic field. This

may be due to the fact that the PM and DM supercurrents also have peaks because it

is expected that the magnetic field dependence of the charge due to the PPG force is

the same as that of the supercurrents. Based on this, we can find in Fig. 3.9 that both

the charge due to all the PPG force terms and the total supercurrents around the core
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magnetic field calculated for T = 0.2Tc. PM and DM denote paramagnetic and diamagnetic, respectively.

decrease monotonically with an increase in magnetic field. We can also explain that the

peak of the total charge originates from the competition between the charges due to the

PPG force, which is dominant at weak fields, and the Lorentz force, which is dominant

at strong fields as shown in Fig. 3.9(b). Thus, measurements should be performed at

low temperatures and about half the upper critical field to detect the vortex-core charge

experimentally.

Fig. 3.10 shows the λ0 dependence of the charge density at the vortex center due the

Lorentz and PPG forces [8] and the spatial dependence of the magnetic-flux density with

an isolated vortex in a two-dimensional s-wave superconductor at temperature T = 0.2Tc.

As λ0 becomes larger, the wider and more gently the magnetic flux penetrates, so the

magnetic-flux density at the vortex center becomes smaller. Therefore, ρ(0) due to the

Lorentz force rapidly decreases as λ0 is increased. On the other hand, even in the high-κ
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limit, which can be regarded as a zero field, the PPG force charging is relatively large, if

it is a vortex state where low-energy excitation occurs.

We next calculate the order of magnitude for the accumulated charge around a vortex

to compare our result with the vortex-core charge measured by the NMR/NQR [47]. We

choose the core region of radius 0.2ξ0 and the thickness d = 10 Å to roughly estimate the

peak value of the accumulated charge Q. The vortex-core charge in YBCO at T = 0.2Tc

and B = 0.73Bc2 is given by Q ∼ 10−3|e| for the following appropriate parameters:

k−1F ≃ 1.0 Å, ∆0 ≃ 28 meV [48], and ξ0 ≃ 30 Å [47]. The amount of charge that

we estimate based on our present calculation is an order of magnitude larger than the

charge reported in Ref. [22], owing to the difference in the method and the Thomas–Fermi

screening length described above. The order of magnitude of the estimated charge in

YBCO using our calculation is roughly consistent with the experimental results measured

by Kumagai et al. [47].

We finally discuss what the vortex-core charging due to the PPG force is. The vortex-

core charge due to the PPG force at weak magnetic fields has the following characteristics:

(i) the dominant contribution from the angular parts, i.e. the angular derivatives of

the cylindrical coordinates around the vortex core [21], (ii) the PPG force acts on only

supercurrents in the vortex state in the core, and (iii) it is relatively large even in the high-

κ limit and in the isolated vortex system [8,9]. The PPG force terms are dominated by the

angular parts arising from the phase of the pair potential, and they all cancel each other

out away from the core as seen in Subsect. 2.2. Therefore, the presence of supercurrents

is essential to PPG force charging in the vortex state. Furthermore, since the vortex-core

charge is relatively large even in the high-κ limit and in the isolated vortex system, the

large vortex-charging is caused by the PPG force acting on circulating supercurrents in
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the vortex state even in an area that can be considered zero magnetic field as seen in Fig.

3.10. Thus, we can deduce that the vortex-core charging due to the PPG force is the

anomalous Hall effect on supercurrents in the vortex state.

3.3 Charging in an isolated vortex near the quantum limit without the vector

potential

Fig. 3.11 plots the spatial variations of the charge density around an isolated vortex

core at temperature T = 0.2Tc for the quasiclassical parameters δ = 0.1 and 1 based on

the BdG equations with and without the Poisson equation, simultaneously. We confirm

that the charge density satisfies the neutral condition by solving the BdG equations with

the Poisson equation self-consistently, and the Friedel-like oscillation of the charge density

around the core obtained from the BdG equations with the Poisson equation is stronger

than that without the Poisson equation. Thus, we have reproduced the result proposed

by Machida et al. [34]. We also see that the Friedel-like oscillation cannot be found in the

quantum limit. This may be because the period of the oscillation is longer and number of

the energy peaks in the LDOS decreases [49] as the quasiclassical parameter approaches

the quantum limit δ = 1.

Fig. 3.12 plots the quasiclassical parameter dependence of the vortex-core charge at

temperature T = 0.2Tc based on the BdG equations with and without the Poisson equa-

tion, simultaneously. The charge density at the vortex center increases almost linearly

within 0.1 ≤ δ ≤ 1 and the vortex-core charge with the quantum limit δ = 1 is more

than 10 times larger than that with δ = 0.03 that we used above when solving the AQC

equations. Hayashi et al. showed the δ-linear behavior of the vortex-core charge based

on the BdG equations without the Poisson equation [33]. We find that this δ-linear be-
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havior of the vortex-core charge does not change even if we solve he BdG equations with

the Poisson equation self-consistently. We here note that the δ-dependence of the charge

density at the core is calculated in units of ρ̃0 ≡ εFϵ0k
2
Fd/|e|, assuming that kF is constant

and considering ξ0 changes since it is expected that k−1F of a wide range of materials is

about 1 Å. Therefore, to measure the vortex-core charge, we should choose a material

that is close to the quantum limit and has a short coherence length.
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4 Conclusion

We have developed a numerical method for the study of electric charging in the vortex

lattice state of type-II superconductors based on the AQC equations with the Lorentz

and PPG forces. Using it, we have calculated the charge distribution in the vortex lattice

of s-wave superconductors with a cylindrical Fermi surface. We have shown that the

vortex-core charge due to the Lorentz force and the terms for the product of the vector

and pair potential coming from DM supercurrents in the PPG force almost cancel each

other out, and the total vortex-core charge becomes almost the same as that due to the

spatial derivative terms of the pair potential coming from PM supercurrents in the PPG

force. We have also found that low temperatures and magnetic fields about half the

upper critical field are suitable for the experimental measurement of electric charge in

the vortex core. Moreover, we have shown that the PPG force does not contribute to

the charging in the Meissner state. On the other hand, the PPG force contributes to the

vortex-core charging even at zero field such as the isolated vortex system and the high-κ

limit, and is dominated by the terms of the pair potential phase, which are related to

supercurrents. Therefore, it can be understood that the vortex-core charging due to the

PPG force is caused by the anomalous Hall effect on supercurrents in the vortex state. We

again emphasize that only the Lorentz force acts on supercurrents away from the vortex

core and the Lorentz force may be important for transport phenomena [18,50].

We have also studied the coherence length dependence of the vortex-core charging in

an isolated vortex of s-wave superconductors neglecting the vector potential. We have

shown that the vortex-core charge increases almost linearly within the large quasiclassical

parameter region. Therefore, we should choose superconductors near the quantum limit

when we measure the vortex-core charge.

There still remains many interesting problems in relation to the study of vortex lattice

systems using the AQC equations. For example, we can use the method developed in

this thesis, together with the AC response theory based on the standard Eilenberger

equations [10,11] to calculate the flux-flow Hall effect in the Abrikosov lattice, and to also

study the vortex lattice in 3He [51–55].

Kumagai et al. estimated the vortex-core charge in cuprate superconductors by the

NMR/NQR measurements. However, they used the local electric field gradient obtained

from changes in the nuclear quadrupole resonance frequency to estimate the vortex-core

charge experimentally. To the best of our knowledge, direct observation of the vortex-core

charge such as the atomic force microscopy measurement has not been achieved yet. The

temperature, magnetic field, and quasiclassical parameter dependence of the vortex-core

charge calculated in this thesis will be very useful when experimental researchers choose

the external parameters and a material to try to measure the vortex-core charge directly.

I hope that our present study will stimulate more detailed experiments on vortex-core

charging.

29



Appendix

A Derivation of Augmented Quasiclassical Equations in Mat-

subara formalism

Using the static gauge E(r) = −∇Φ(r) and B(r) = ∇ × A(r), we can also derive

the AQC equations of superconductivity with the Lorentz and PPG forces, and SDOS

pressure, following the procedure in Ref. [9, 13,17].

A.1 Matsubara Green’s functions and Gor’kov equations

As a starting point, we introduce the Heisenberg representations of the creation and

annihilation operators for electrons by{
ψ̂1(1) ≡ eτ1Ĥψ̂(ξ1)e

−τ1Ĥ

ψ̂2(1) ≡ eτ1Ĥψ̂†(ξ1)e
−τ1Ĥ

, (A.1)

where the variable ξ is defined explicitly as ξ ≡ (r, α) with r and α denoting the space

and spin coordinates, the argument 1 in the round brackets denotes 1 ≡ (ξ1, τ1), and the

variable τ1 lies in 0 ≤ τ1 ≤ 1/kBT with kB and T denoting the Boltzmann constant and

temperature, respectively. Using them, we define the Matsubara Green’s function:

Gij(1, 2) ≡ −θ(τ1 − τ2)⟨ψ̂i(1)ψ̂3−j(2)⟩+ θ(τ2 − τ1)⟨ψ̂3−j(2)ψ̂i(1)⟩
≡ −⟨T̂τ ψ̂i(1)ψ̂3−j(2)⟩, (A.2)

where θ(τ) is the step function, ⟨· · · ⟩ denotes the grand-canonical average, and Tτ means

ordering in τ : the ψ̂ under Tτ are placed from left to right in order decreasing “time”

τ . [56]. The elements of Gij(1, 2) satisfy

Gij(1, 2) = −G3−j,3−i(2, 1) = G∗ji(ξ2τ1, ξ1τ2), (A.3)

where the superscript ∗ is the complex conjugate. The Matsubara Green’s function can

be expanded as

Gij(1, 2) = kBT
∞∑

n=−∞

Gij(ξ1, ξ2; εn)e
−iεn(τ1−τ2), (A.4)

where εn = (2n+ 1)πkBT is the fermion Matsubara energy (n = 0,±1, . . .). We separate

the spin variable α =↑, ↓ from ξ = (r, α) to write the four new notation for each Gij as

G11(ξ1, ξ2; εn) = Gα1,α2(r1, r2; εn), (A.5a)

G12(ξ1, ξ2; εn) = Fα1,α2(r1, r2; εn), (A.5b)

G21(ξ1, ξ2; εn) = −F̄α1,α2(r1, r2; εn), (A.5c)

G22(ξ1, ξ2; εn) = −Ḡα1,α2(r1, r2; εn). (A.5d)
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Then, we express the spin degrees of freedom as the 2× 2 matrix

G(r1, r2; εn) ≡

[
G↑↑(r1, r2; εn) G↑↓(r1, r2; εn)

G↓↑(r1, r2; εn) G↓↓(r1, r2; εn)

]
. (A.6)

In matrix notation, G and F satisfy the following symmetry relations: [13]

G(r1, r2; εn) = G†(r2, r1;−εn) = Ḡ
T
(r2, r1;−εn), (A.7a)

F (r1, r2; εn) = −F̄
†
(r2, r1;−εn) = −FT(r2, r1;−εn), (A.7b)

where † and T denote the Hermitian conjugate and transpose, respectively. It follows

from these symmetry relations that Ḡ(r1, r2; εn) = G∗(r1, r2; εn) and F̄ (r1, r2; εn) =

F ∗(r1, r2; εn) hold. Using G and F , we define the Nambu matrix as a 4× 4 matrix,

Ĝ(r1, r2; εn) ≡

[
G(r1, r2; εn) F (r1, r2; εn)

−F ∗(r1, r2; εn) −G∗(r1, r2; εn)

]
. (A.8)

In the mean-field approximation, the Nambu Green’s function satisfy the Gor’kov equa-

tions: [13, 19] [
(iεn − K̂1)σ0 0

0 (iεn + K̂∗1)σ0

]
Ĝ(r1, r2; εn)

−
∫
d3r3ÛBdG(r1, r3)Ĝ(r3, r2; εn) = δ̂(r1 − r2), (A.9)

where σ0 and 0 denote the 2 × 2 unit and zero matrices, respectively. Operator K̂1 is

defined by

K̂1 ≡
1

2m

[
−iℏ ∂

∂r1
− eA(r1)

]2
+ eΦ(r1)− µ, (A.10)

where m is the electron mass, e < 0 is the electron charge, and µ is the chemical potential.

Matrix ÛBdG(r1, r3) denotes

ÛBdG(r1, r2) ≡

[
UHF(r1, r2) ∆(r1, r2)

−∆∗(r1, r2) −U∗HF(r1, r2)

]
, (A.11)

where matrices UHF(r1, r2) and ∆(r1, r2) are the Hartree–Fock and pair potentials, re-

spectively, and have the following definitions;

UHF(r1, r2) ≡ δ(r1 − r2)σ0Tr

∫
d3r3V(r1 − r3)kBT

∞∑
n=−∞

G(r3, r3; εn)e
−iεn0−

− V(r1 − r2)kBT
∞∑

n=−∞

G(r1, r2; εn)e
−iεn0− , (A.12)

∆(r1, r2) ≡ V(r1 − r2)kBT
∞∑

n=−∞

F (r1, r2; εn), (A.13)
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where 0− denotes an extra infinitesimal negative constant. Finally, matrix δ̂(r1 − r2) on

the right-hand side of Eq. (A.9) is defined by

δ̂(r1 − r2) ≡

[
δ(r1 − r2)σ0 0

0 δ(r1 − r2)σ0

]
. (A.14)

A.2 Gauge-covariant Wigner transform

Eq. (A.9) has an important property called gauge invariance [13].

We introduce the gauge transformation in terms of a continuously differentiable function

χ(r) by 
A(r1) = A′(r1) +

∂χ(r1)

∂r1
ψ̂1(1) = ψ̂′1(1)e

ieχ(r1)/ℏ

ψ̂2(1) = ψ̂′2(1)e
−ieχ(r1)/ℏ

, (A.15a)

where a prime ′ distinguishes f ′ from f as different functions. The corresponding variations

of the Green’s function (A.8) and potential (A.11) are expressible in terms of the matrix

Θ̂(r1) ≡

[
σ0e

ieχ(r1)/ℏ 0

0 σ0e
−ieχ(r1)/ℏ

]
, (A.16)

as

Ĝ(r1, r2; εn) = Θ̂(r1)Ĝ
′(r1, r2; εn)Θ̂

∗(r2), (A.17a)

ÛBdG(r1, r2) = Θ̂(r1)Û ′BdG(r1, r2)Θ̂
∗(r2). (A.17b)

Moreover, using

[∓iℏ ∂

∂r1
− eA(r1)]

2e±ieχ(r1)/ℏ = e±ieχ(r1)/ℏ[∓iℏ ∂

∂r1
− eA′(r1)]2, (A.18)

the K̂1 term of Eq. (A.9) is expressible as[
−K̂1σ0 0

0 K̂∗1σ0

]
Θ̂(r1) = Θ̂(r1)

[
−K̂′1σ0 0

0 K̂′∗1 σ0

]
. (A.19)

Substituting Eqs. (A.17a) and (A.17b) into Eq. (A.9), then use Eq. (A.19), and multiply

the resulting equation by Θ̂∗(r1) and Θ̂(r2) from left and right, respectively. We then

realize that the resulting equation in terms of A′(r1), Ĝ
′(r1, r2; εn) and Û ′BdG(r1, r2) is

identical in form to Eq. (A.9). This is gauge invariance, implying that there is an

arbitrariness in the choice of vector potential.

The original Wigner transform [57] may be defined, for example, in terms of the Nambu

matrix (A.8) as follows: Let us introduce the “center-of-mass” and “relative” coordinates

as

r12 =
r1 + r2

2
, r̄12 ≡ r1 − r2. (A.20)
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The Wigner transform is defined as the Fourier transform with respect to the relative

coordinates,

Ĝ(εn,p, r12) ≡
∫
d3r̄12e

−ip·r̄12/ℏĜ(r1, r2; εn), (A.21)

where Ĝ’s on both sides are different functions distinguished by their arguments. However,

the original Wigner transform breaks the gauge invariance with respect to the center-of-

mass coordinate when applied to the Green’s functions of charged systems. Therefore, we

apply an extended version for describing superconductors [13, 16]. The gauge-covariant

Wigner transform for the Green’s functions Eq. (A.8) is defined by

Ĝ(εn,p, r12) ≡
∫
d3r̄12e

−ip·r̄12/ℏΓ̂(r12, r1)Ĝ(r1, r2; εn)Γ̂(r2, r12)

≡

[
G(εn,p, r12) F (εn,p, r12)

−F ∗(εn,−p, r12) −G∗(εn,−p, r12)

]
, (A.22a)

the inverse relation

Ĝ(r1, r2; εn) = Γ̂(r1, r12)

∫
d3p

(2πℏ)3
eip·r̄12/ℏĜ(εn,p, r12)Γ̂(r12, r2). (A.22b)

Here, matrix Γ̂ is given by

Γ̂(r1, r2) ≡

[
σ0e

iI(r1,r2) 0

0 σ0e
−iI(r1,r2)

]
, (A.23)

with the line integral

I(r1, r2) ≡
e

ℏ

∫ r1

r2

A(s) · ds, (A.24)

where s denotes a straight-line path from r2 to r1.

Using Eq. (A.17a) and

Γ̂(r1, r2) = Θ̂(r1)Γ̂
′(r1, r2)Θ̂

∗(r2), (A.25)

it follows easily that Ĝ(εn,p, r12) changes under the gauge transformation,

Ĝ(εn,p, r12) = Θ̂(r12)Ĝ
′(εn,p, r12)Θ̂

∗(r12). (A.26)

Thus, only the center-of-mass coordinate is relevant to the variation of Ĝ(εn,p, r12) under

the gauge transformation.

Similarly, we transform the mean-field potential (A.11)

ÛBdG(p, r12) ≡
∫
d3r̄12e

−ip·r̄12/ℏΓ̂(r12, r1)ÛBdG(r1, r2)Γ̂(r2, r12)

≡

[
UHF(p, r12) ∆(p, r12)

−∆∗(−p, r12) −U∗HF(−p, r12)

]
, (A.27a)
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whose inverse reads

ÛBdG(r1, r2) = Γ̂(r1, r12)

∫
d3p

(2πℏ)3
eip·r̄12/ℏÛBdG(p, r12)Γ̂(r12, r2). (A.27b)

Note that potentials UHF(p, r12) and ∆(p, r12) satisfy the following relations: UHF(p, r12) =

U †HF(p, r12) and ∆(p, r12) = −∆T(−p, r12).

A.3 Kinetic-energy terms in the Wigner representation

Let us express the kinetic-energy terms of Gor’kov equation (A.9) in the Wigner repre-

sentation.

First, we prepare the functions:

E1(u) ≡
∫ 1

0

dηeηu =
eu − 1

u
=
∞∑
n=1

un−1

n!
, (A.28)

E2(u) ≡
∫ 1

0

dη

∫ η

0

dζeζu =
eu − 1− u

u2
=
∞∑
n=2

un−2

n!
, (A.29)

with which we can express basic phase factors (A.24) as

I(r1, r12) =
e

ℏ

∫ r1

r12

A(s) · ds

=
e

ℏ
E1
(
r̄12
2
· ∂

∂r12

)
A(r12) ·

r̄12
2
, (A.30a)

I(r12, r2) =
e

ℏ
E1
(
− r̄12

2
· ∂

∂r12

)
A(r12) ·

r̄12
2
. (A.30b)

Using ∂/∂r1 = ∂/∂r̄12+(1/2)∂/∂r12 and Eq. (A.30), (∂/∂r1)I(r1, r12) and (∂/∂r1)I(r12, r1)

become

∂

∂r1
I(r1, r12) =

e

ℏ
A(r1)−

e

2ℏ
A(r12)

− e

4ℏ

[
2E1
(
r̄12
2
· ∂

∂r12

)
− E2

(
r̄12
2
· ∂

∂r12

)]
B(r12)× r̄12, (A.31a)

∂

∂r1
I(r12, r2) =

e

2ℏ
A(r12)−

e

4ℏ
E2
(
− r̄12

2
· ∂

∂r12

)
B(r12)× r̄12. (A.31b)

Now, we focus on the kinetic-energy term in Eq. (A.9) given by[
K̂1σ0 0

0 −K̂∗1σ0

]
Ĝ(r1, r2; εn) =

[
K̂1G(r1, r2; εn) K̂1F (r1, r2; εn)

K̂∗1F ∗(r1, r2; εn) K̂∗1G∗(r1, r2; εn)

]
. (A.32)
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To perform the calculation of the kinetic-energy term K̂1G(r1, r2; εn), as a first, we obtain[
−iℏ ∂

∂r1
− eA(r1)

]
eiI(r1,r12)eiI(r12,r2)G(εn,p, r12)

= eiI(r1,r12)eiI(r12,r2)
[
ℏ
∂I(r1, r12)

∂r1
+ ℏ

∂I(r12, r2)

∂r1
− iℏ ∂

∂r1
− eA(r1)

]
G(εn,p, r12)

≈ eiI(r1,r12)eiI(r12,r2)
[
eA(r1)−

e

2
A(r12)−

3e

8
B(r12)× r̄12

+
e

2
A(r12)−

e

8
B(r12)× r̄12 − iℏ

∂

∂r1
− eA(r1)

]
G(εn,p, r12)

= eiI(r1,r12)eiI(r12,r2)
[
−iℏ ∂

∂r̄12
− iℏ

2

∂

∂r12
− e

2
B(r12)× r̄12

]
G(εn,p, r12). (A.33)

Here, we have neglected spatial derivatives of both E and B, which amounts to assuming

E1 → 1 and E2 → 1/2. In addition, we also neglect the terms of the second-order in ∂r12 ,

E, and B except that of ∂2
r12

, we then expand Φ around r12 up to the first order in r̄12 as

Φ(r1) ≈ Φ(r12) −E(r12) · r̄12/2. By these procedure, we thereby obtain K̂1G(r1, r2; εn)

as

K̂1G(r1, r2; εn) =

[
1

2m

(
−iℏ ∂

∂r1
− eA(r1)

)2

+ eΦ(r1)− µ

]
G(r1, r2; εn)

≈ eiI(r1,r12)eiI(r12,r2)
∫

d3p

(2πℏ)3

{
1

2m

[
−iℏ ∂

∂r̄12
− iℏ

2

∂

∂r12
− e

2
B(r12)× r̄12

]2
+eΦ(r1)− µ} eip·r̄12/ℏG(εn,p, r12)

≈ eiI(r1,r12)eiI(r12,r2)
∫

d3p

(2πℏ)3

{
1

2m

[
−ℏ2 ∂2

∂r̄2
12

− ℏ2
∂

∂r̄12
· ∂

∂r12
− ℏ2

4

∂2

∂r2
12

+iℏe(B(r12)× r̄12) ·
∂

∂r̄12

]
+ eΦ(r1)− µ

}
eip·r̄12/ℏG(εn,p, r12)

≈ eiI(r1,r12)eiI(r12,r2)
∫

d3p

(2πℏ)3
eip·r̄12/ℏ

×
[
p2

2m
− iℏ p

2m
· ∂

∂r12
− ℏ2

8m

∂2

∂r2
12

+ eΦ(r12)− µ
]
G(εn,p, r12)

+ eiI(r1,r12)eiI(r12,r2)
∫

d3p

(2πℏ)3

[
− ep
2m
· (B(r12)× r̄12)− eE(r12) ·

r̄12
2

]
eip·r̄12/ℏG(εn,p, r12)

≈ eiI(r1,r12)+iI(r12,r2)

∫
d3p

(2πℏ)3
eip·r̄12/ℏ ×

{
p2

2m
+ eΦ(r12)− µ−

ℏ2

8m

∂2

∂r2
12

− iℏ
2

p

m
· ∂

∂r12
− iℏ

2
e
p

m
·
[
B(r12)×

∂

∂p

]
− iℏ

2
eE(r12) ·

∂

∂p

}
G(εn,p, r12). (A.34a)

Note that ∫
d3p r̄12e

ip·r̄12/ℏG(p, r12, εn) = iℏ
∫
d3p eip·r̄12/ℏ

∂

∂p
G(p, r12, εn),
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because of the Green’s functions equal to 0 at px, py, pz → ±∞. In the same way, we can

transform another each submatrix on the right-hand side of Eq. (A.32) as

K̂1F (r1, r2; εn)

≈ eiI(r1,r12)−iI(r12,r2)
∫

d3p

(2πℏ)3
eip·r̄12/ℏ ×

{
p2

2m
+ eΦ(r12)− µ−

ℏ2

8m

[
∂

∂r
− i2e

ℏ
A(r12)

]2
− iℏ

2

p

m
·
[
∂

∂r12
− i2e

ℏ
A(r12)

]
− iℏ

4
e
p

m
·
[
B(r12)×

∂

∂p

]
− iℏ

2
eE(r12) ·

∂

∂p

}
F (εn,p, r12),

(A.34b)

K̂∗1F ∗(r1, r2; εn)

≈ e−iI(r1,r12)+iI(r12,r2)

∫
d3p

(2πℏ)3
eip·r̄12/ℏ

{
p2

2m
+ eΦ(r12)− µ−

ℏ2

8m

[
∂

∂r
+ i

2e

ℏ
A(r12)

]2
− iℏ

2

p

m
·
[
∂

∂r12
+ i

2e

ℏ
A(r12)

]
+ i

iℏ
4
e
p

m
·
[
B(r12)×

∂

∂p

]
− iℏ

2
eE(r12) ·

∂

∂p

}
F ∗(εn,−p, r12),

(A.34c)

K̂∗1G∗(r1, r2; εn)

≈ e−iI(r1,r12)−iI(r12,r2)
∫

d3p

(2πℏ)3
eip·r̄12/ℏ ×

{
p2

2m
+ eΦ(r12)− µ−

ℏ2

8m

∂2

∂r2
12

− iℏ
2

p

m
· ∂

∂r12
+ i

iℏ
2
e
p

m
·
[
B(r12)×

∂

∂p

]
− iℏ

2
eE(r12) ·

∂

∂p

}
G∗(εn,−p, r12). (A.34d)

Thus, using the gauge-invariant differential operator

∂12 ≡



∂

∂r12
on G , G∗

∂

∂r12
− i2eA

ℏ
on F

∂

∂r12
+ i

2eA

ℏ
on F ∗

, (A.35)

the kinetic-energy terms in the Wigner representation translated as∫
d3r̄12e

−ip·r̄12/ℏΓ̂(r12, r1)

[
(iεn − K̂1)σ0 0

0 (iεn + K̂∗1)σ0

]
Ĝ(r1, r2; εn)Γ̂(r2, r12)

= −

[
p2

2m
+ eΦ(r12)− µ−

iℏ
2

p

m
· ∂12 −

ℏ2

8m
∂2
12 −

iℏ
2
eE(r12) ·

∂

∂p

]
τ̂3Ĝ(εn,p, r12)

+
iℏ
8
e
p

m
·
[
B(r12)×

∂

∂p

] [
3Ĝ(εn,p, r12) + τ̂3Ĝ(εn,p, r12)τ̂3

]
+ iεnĜ(εn,p, r12). (A.36)
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A.4 Self-energy terms in the Wigner representation

We consider the Wigner representation of the self-energy terms in Eq. (A.9). Let us

introduce matrices:

J(r1, r2; εn) ≡
∫
d3r3UHF(r1, r3)G(r3, r2; εn), (A.37a)

K(r1, r2; εn) ≡
∫
d3r3∆(r1, r3)F

∗(r3, r2; εn), (A.37b)

L(r1, r2; εn) ≡
∫
d3r3UHF(r1, r3)F (r3, r2; εn), (A.37c)

M(r1, r2; εn) ≡
∫
d3r3∆(r1, r3)G

∗(r3, r2; εn). (A.37d)

Using them, the self-energy terms in Eq. (A.9) is expressed as∫
d3r3ÛBdG(r1, r3)Ĝ(r3, r2; εn)

=

[
J(r1, r2; εn)−K(r1, r2; εn) L(r1, r2; εn)−M(r1, r2; εn)

L∗(r1, r2; εn)−M∗(r1, r2; εn) J∗(r1, r2; εn)−K∗(r1, r2; εn).

]
(A.38)

Firstly, let us focus on Eq. (A.37a). Substituting Eqs. (A.22b) and (A.27b) into Eq.

(A.37a) gives

J(r1, r2; εn) = eiI(r1,r12)+iI(r12,r2)

∫
d3p

(2πℏ)3

∫
d3p′

(2πℏ)3

∫
d3r3

× eiϕ123+ip·r̄13/ℏ+ip′·r̄32/ℏUHF(p, r13)G(εn,p
′, r32). (A.39)

Here, the phase integral ϕ123 is defined by

ϕ123 ≡
e

ℏ

∮
C123

A(s) · ds =
e

ℏ

∫
S123

B(r) · dS, (A.40)

where we used the Stokes theorem. Next, perform a variable transformation shown in

Fig. A.2 :

r ≡ r12 +

(
u− 1

2

)
r̄32 +

(
v − 1

2

)
r̄13 (0 ≤ u ≤ 1, 0 ≤ v ≤ u),

dS = (r̄32 × r̄13)dudv, (A.41)

S1 :
1

2
≤ u ≤ 1,

1

2
≤ v ≤ u,

S2 : 0 ≤ u ≤ 1

2
, 0 ≤ v ≤ u,

S3 :
1

2
≤ u ≤ 1, 0 ≤ v ≤ 1

2
.

Furthermore, since we are considering short-range interactions, we expand at a point

at the center-of-mass coordinate r12 and use the approximation B(r) ≈ B(r12), ϕ123
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Figure A.1: Paths of the phase integrals.
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Figure A.2: Change of variables.

becomes

ϕ123 ≈
e

ℏ
B(r12) · (r̄32 × r̄13)

∫ 1

0

∫ u

0

dv du =
e

2ℏ
B(r12) · (r̄32 × r̄13). (A.42)

By the same procedure as the standard Wigner transformation [58], J(r1, r2; εn) can be

expressed as

J(r1, r2; εn) ≈ eiI(r1,r12)+iI(r12,r2)

∫
d3p

(2πℏ)3
eip·r̄12/ℏUHF(p, r12)

× e(iℏ/2)eB(r12)·(
←−
∂ p×

−→
∂ p)e(iℏ/2)

←−
∂ 12·

−→
∂ p−(iℏ/2)

←−
∂ p·
−→
∂ 12G(εn,p, r12). (A.43)

Note that the left (right) arrow on each differential operator acts on the left potential

(right Green’s function). We similarly introduce the phase integral ϕ1+ϕ2+ϕ3, ϕ13+ϕ2,

and ϕ1 + ϕ23,

ϕ1 + ϕ2 + ϕ3 ≡
e

ℏ

∮
C1

A(s) · ds+
e

ℏ

∮
C2

A(s) · ds+
e

ℏ

∮
C3

A(s) · ds

≈ e

ℏ
B(r12) · (r̄32 × r̄13)

[∫ 1

1
2

∫ u

1
2

dv du+

∫ 1
2

0

∫ u

0

dv du−
∫ 1

1
2

∫ 1
2

0

dv du

]
= 0, (A.44)
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ϕ13 + ϕ2 ≡
e

ℏ

∮
C13

A(s) · ds+
e

ℏ

∮
C2

A(s) · ds

≈ e

ℏ
B(r12) · (r̄32 × r̄13)

[∫ 1

1
2

∫ u

0

dv du−
∫ 1

2

0

∫ u

0

dv du

]
=

e

4ℏ
B(r12) · (r̄32 × r̄13), (A.45)

ϕ1 + ϕ23 ≡
e

ℏ

∮
C1

A(s) · ds+
e

ℏ

∮
C23

A(s) · ds

≈ e

ℏ
B(r12) · (r̄32 × r̄13)

[∫ 1

1
2

∫ u

1
2

dv du−
∫ 1

1
2

∫ 1
2

0

dv du−
∫ 1

2

0

∫ u

0

dv du

]
= − e

4ℏ
B(r12) · (r̄32 × r̄13), (A.46)

with the integral paths given by Fig. A.1. Substituting Eqs. (A.22b) and (A.27b) into Eqs.

(A.37b), (A.37c), and (A.37d), the matrices K(r1, r2; εn), L(r1, r2; εn), and M(r1, r2; εn)

are given by

K(r1, r2; εn) = eiI(r1,r12)+iI(r12,r2)

∫
d3p

(2πℏ)3

∫
d3p′

(2πℏ)3

∫
d3r3

× ei(ϕ1+ϕ2+ϕ3)−2iI(r13,r12)−2iI(r12,r32)+ip·r̄13/ℏ+ip′·r̄32/ℏ∆(p, r13)F
∗(εn,−p′, r32)

≈ eiI(r1,r12)+iI(r12,r2)

∫
d3p

(2πℏ)3
eip·r̄12/ℏ

×∆(p, r12)e
(iℏ/2)

←−
∂ 12·

−→
∂ p−(iℏ/2)

←−
∂ p·
−→
∂ 12F ∗(εn,−p, r12), (A.47)

L(r1, r2; εn) = eiI(r1,r12)−iI(r12,r2)
∫

d3p

(2πℏ)3

∫
d3p′

(2πℏ)3

∫
d3r3

× ei(ϕ13+ϕ2)−2iI(r32,r12)+ip·r̄13/ℏ+ip′·r̄32/ℏUHF(p, r13)F (εn,p
′, r32)

≈ eiI(r1,r12)−iI(r12,r2)
∫

d3p

(2πℏ)3
eip·r̄12/ℏ

× UHF(p, r12)e
(iℏ/4)eB(r12)·(

←−
∂ p×

−→
∂ p)e(iℏ/2)

←−
∂ 12·

−→
∂ p−(iℏ/2)

←−
∂ p·
−→
∂ 12F (εn,p, r12),

(A.48)

M(r1, r2; εn) = eiI(r1,r12)−iI(r12,r2)
∫

d3p

(2πℏ)3

∫
d3p′

(2πℏ)3

∫
d3r3

× ei(ϕ1+ϕ23)−2iI(r13,r12)+ip·r̄13/ℏ+ip′·r̄32/ℏ∆(p, r13)G
∗(εn,−p′, r32)

≈ eiI(r1,r12)−iI(r12,r2)
∫

d3p

(2πℏ)3
eip·r̄12/ℏ

×∆(p, r12)e
−(iℏ/4)eB(r12)·(

←−
∂ p×

−→
∂ p)e(iℏ/2)

←−
∂ 12·

−→
∂ p−(iℏ/2)

←−
∂ p·
−→
∂ 12G∗(εn,−p, r12).

(A.49)
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Since substituting Eqs. (A.43), (A.47), (A.48), and (A.49) into Eq. (A.38), we finally

obtain the self-energy terms of the Gor’kov equation in the Wigner representation as∫
d3r̄12e

−ip·r̄12Γ̂(r12, r1)

∫
d3r3ÛBdG(r1, r3)Ĝ(r3, r2; εn)Γ̂(r2, r12)

≈ ∆̂(p, r12) ◦ Ĝ(εn,p, r12) + UHF(p)τ̂3 ◦ Ĝ(εn,p, r12)

+
iℏ
8
eB(r12) ·

{(
v − p

m

)
× ∂

∂p

[
3Ĝ(εn,p, r) + τ̂3Ĝ(εn,p, r)τ̂3

]}
. (A.50)

We have expanded the Hartree–Fock potential formally as UHF(p, r) = UHF(p)σ0 +

O(∆2(p, r)) with UHF(p) denoting the Hartree–Fock potential in the homogeneous normal

state, also have neglected all terms of the product of two momentum derivatives of the

pair potential and Green’s function. τ̂3 is defined by

τ̂3 ≡

[
σ0 0

0 −σ0

]
, (A.51)

the operator ◦ is given by

â(p, r) ◦ b̂(p, r) ≡ â(p, r) exp

[
iℏ
2

(←−
∂ ·
−→
∂ p −

←−
∂ p ·

−→
∂
)]

b̂(p, r), (A.52)

v is the velocity in the normal state given by

v =
∂εp
∂p

, εp =
p2

2m
+ UHF(p). (A.53)

A.5 Augmented quasiclassical equations with the Lorentz and PPG forces

Using Eqs. (A.9), (A.36), and (A.50), we obtain the Gor’kov equations in the Wigner

representation as{
iεn1̂−

[
ξp − i

ℏv
2
· ∂ − ℏ2∂2

8m∗
− iℏ

2
eE(r) · ∂

∂p

]
τ̂3

}
Ĝ(εn,p, r)

− ∆̂(p, r) ◦ Ĝ(εn,p, r) +
iℏ
8
ev ·

[
B(r)× ∂

∂p

] [
3Ĝ(εn,p, r) + τ̂3Ĝ(εn,p, r)τ̂3

]
= 1̂,

(A.54)

where ξp is defined by ξp ≡ εp + eΦ(r) − µ with εp denoting the single-particle energy,

m∗ is the effective mass defined by m∗ ≡ p/v, 1̂ denotes the 4× 4 unit matrix, ∂ is given

by

∂ ≡



∂

∂r
: on G or G∗

∂

∂r
− i

2e

ℏ
A(r) : on F

∂

∂r
+ i

2e

ℏ
A(r) : on F ∗

. (A.55)
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We take Hermitian conjugate of Eq. (A.54), use symmetries Û †BdG(p, r) = ÛBdG(p, r) and

Ĝ†(εn,p, r) = Ĝ(−εn,p, r), and replace εn → −εn to obtain

Ĝ(εn,p, r)

{
iεn1̂− τ̂3

[
ξp + i

ℏv
2
· ∂ − ℏ2∂2

8m∗
+
iℏ
2
eE(r) · ∂

∂p

]}
− Ĝ(εn,p, r) ◦ ∆̂(p, r)− iℏ

8
ev ·

[
B(r)× ∂

∂p

] [
3Ĝ(εn,p, r) + τ̂3Ĝ(εn,p, r)τ̂3

]
= 1̂.

(A.56)

We next operate τ̂3 from the left- and right-hand sides of Eq. (A.56), and the resulting

equation is subtracted from Eq. (A.54) and added to Eq. (A.54). Then, we obtain the

following two equations:[
iεnτ̂3 − ∆̂(p, r)τ̂3, τ̂3Ĝ(εn,p, r)

]
◦
+ iℏv · ∂ τ̂3Ĝ(εn,p, r)

+ iℏeE · ∂
∂p

τ̂3Ĝ(εn,p, r) +
iℏ
2
ev ·

(
B × ∂

∂p

){
τ̂3, τ̂3Ĝ(εn,p, r)

}
= 0̂, (A.57a)

1

2

{
iεnτ̂3 − ∆̂(p, r)τ̂3, τ̂3Ĝ(εn,p, r)

}
◦
− ξpτ̂3Ĝ(εn,p, r)− 1̂

+
ℏ2∂2

8m∗
τ̂3Ĝ(εn,p, r) +

iℏ
8
ev ·

(
B × ∂

∂p

)[
τ̂3, τ̂3Ĝ(εn,p, r)

]
= 0̂, (A.57b)

with [â, b̂]◦ ≡ â ◦ b̂ − b̂ ◦ â and {â, b̂}◦ ≡ â ◦ b̂ + b̂ ◦ â. Now, in terms of Eq. (A.22a), we

introduce the quasiclassical Green’s function,

ĝ(εn,pF, r) ≡ P

∫ ∞
−∞

dξp
π
iτ̂3Ĝ(εn,p, r)

≡

[
g(εn,pF, r) −if(εn,pF, r)

−if ∗(εn,−pF, r) −g∗(εn,−pF, r)

]
(A.58)

where P denotes the principal value. It follows that the upper elements g and f satisfy

g(εn,pF, r) = −g†(−εn,pF, r), f(εn,pF, r) = −fT(−εn,−pF, r). To derive the equation

for ĝ from Eq. (A.57a), we express ∂p = ∂p∥ + v(∂/∂ξ) with p∥ denoting the component

on the energy surface ξ = ξp, set p = pF except for the argument of Ĝ, integrate Eq.

(A.57a) over −εc ≤ ξp ≤ εc, and use v × ∂p∥ = v × ∂p and

P

∫ ∞
−∞

dξp
∂

∂ξp
Ĝ(εn,p, r) = 0̂. (A.59)

We also neglect terms with eE · ∂p∥ and take the limit εc → ∞. We thereby obtain the

AQC equations with the Lorentz and PPG forces in the equilibrium Matsubara formalism

for clean superconductors :[
iεnτ̂3 − ∆̂(pF, r)τ̂3, ĝ(εn,pF, r)

]
◦
+ iℏvF · ∂ĝ(εn,pF, r)

+
iℏ
2
evF ·

(
B × ∂

∂pF

)
{τ̂3, ĝ(εn,pF, r)} = 0̂. (A.60)
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We also include the effects of impurity scatterings in the self-consistent Born approxima-

tion by [9]

σ̂imp(εn, r) ≡ −i
ℏ
2τ

∫
dΩp

4π
ĝ(εn,pF, r)τ̂3, (A.61)

where Ωp denotes the solid angle of momentum. Then, the AQC equations including

impurity scatterings in the Matsubara formalism are given by[
iεnτ̂3 − ∆̂(pF, r)τ̂3 − σ̂imp(εn, r)τ̂3, ĝ(εn,pF, r)

]
◦

+ iℏvF · ∂ĝ(εn,pF, r) +
iℏ
2
evF ·

(
B × ∂

∂pF

)
{τ̂3, ĝ(εn,pF, r)} = 0̂. (A.62)

With the same procedure on Eq. (A.60), from Eq. (A.57b), we obtain the equation for

ĝ(1)(εn,pF, r) ≡ P

∫ ∞
−∞

dξp
π
i
[
ξpτ̂3Ĝ(εn,p, r) + 1̂

]
, (A.63)

as

ĝ(1)(εn,pF, r) =
1

2

{
iεnτ̂3 − ∆̂(pF, r)τ̂3, ĝ(εn,pF, r)

}
◦

+
ℏ2∂2

8m∗
ĝ(εn,pF, r) +

iℏ
8
evF ·

(
B × ∂

∂pF

)
[τ̂3, ĝ(εn,pF, r)] . (A.64)

Neglecting the second and third terms in Eq. (A.64) to take the leading-order as

ĝ(1)(εn,pF, r) ≈
1

2

{
iεnτ̂3 − ∆̂(pF, r)τ̂3, ĝ(εn,pF, r)

}
, (A.65)

we use it to calculate the terms of the slope in the DOS.

A.6 Local density of states

The LDOS in the superconducting state can be expressed as

Ns(ε, r) ≡ −Tr
∫

d3p

(2πℏ)3
1

2π
ImGR(ε,p, r)

= −Tr
∫ ∞
−∞

dξpN(ξp + µ− eΦ(r))
∫
dΩp

4π

1

2π
ImGR(ε,p, r), (A.66)

where GR(ε,p, r) ≡ G(εn → −iε + η,p, r) is the retarded Green’s functions with η

denoting the infinitesimal positive constant, and the normal DOS N(ϵ) is defined by

N(ϵ) ≡
∫

d3p

(2πℏ)3
δ(ϵ− εp). (A.67)

We here assume that (i) the superconducting DOS approaches the normal one as the

single-particle energy increases and (ii) the energy variation of the normal DOS is slowly.
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Figure A.3: Superconducting DOS Ns(ε) (blue solid line) and normal DOS N(ε) (red dashed line) in

units of N(µn) over −50∆0 ≤ ε ≤ 10∆0 at T = 0.1Tc [9].

In this case, superconducting DOS (A.66) may be expressed in terms of g and g(1). To

this end, we expand N(ϵ) at ϵ = µ− eΦ(r) as

N(ξp + µ− eΦ(r)) ≈ N(µ− eΦ(r)) +N ′(µ− eΦ(r))ξp. (A.68)

Using N ′(µn)∆0/N(µn) = O(δ), δµ/∆0 = O(δ) and |e|Φ/∆0 = O(δ), we obtain

N(µ− eΦ(r)) = N(µn)[1 +O(δ2)], (A.69)

where δµ ≡ µ − µn is the chemical potential difference between the normal and super-

conducting states (µn: chemical potential in the normal state). Thus, we rewrite the

expansion for N(ξp + µ− eΦ(r)) as

N(ξp + µ− eΦ(r)) ≈ N(µn) +N ′(µn)ξp. (A.70)

Substituting it into Eq. (A.66) and using Eqs. (A.58), (A.63) and (A.65), we obtain the

superconducting LDOS as

Ns(ε, r) ≈
N(µn)

2
Tr

∫
dΩp

4π

[
RegR(ε,pF, r) +

N ′(µn)

N(µn)
RegR(1)(ε,pF, r)

]
θ(|ε̃c| − |ε|)

+N(ε+ µ− eΦ(r))θ(|ε| − |ε̃c|)

≈ N(µn)

2
Tr

∫
dΩp

4π

{
RegR(ε,pF, r) +

N ′(µn)

N(µn)
εRegR(ε,pF, r)

+
1

2

N ′(µn)

N(µn)
Im
[
∆(pF, r)f̄

R
(ε,pF, r) + fR(ε,pF, r)∆̄(pF, r)

]}
θ(|ε̃c| − |ε|)

+N(ε+ µ− eΦ(r))θ(|ε| − |ε̃c|), (A.71)

where the retarded Green’s functions and barred functions in the Keldysh formalism are

defined generally by gR(ε,pF, r) ≡ g(εn → −iε+η,pF, r) and ḡ
R(ε,pF, r) ≡ gR∗(−ε,−pF, r),
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respectively. The cutoff energy ε̃c > 0 is determined by∫ ε̃c

−ε̃c
Ns(ε, r)dε =

∫ ε̃c

−ε̃c
N(ε+ µ− eΦ)dε. (A.72)

We note that the notation of the Fermi-surface DOS in the body is used as N(0) but we

adopt the notation in Appendix. A as N(µn). This notation N(µn) is the same as that

in Ref. [9].

Fig. A.3 plots the normal DOS and superconducting DOS at T = 0.1Tc for s-wave

superconductors with a spherical Fermi surface in the homogeneous system [9]. The

superconducting DOS has the particle-hole asymmetry by including SDOS pressure terms

and connect approximately with the normal one at a the cutoff energies ±ε̃c. These

behaviors cannot be described by the standard Eilenberger equations without the slope

in the DOS.

A.7 Pair potential

We express the self-consistency equation for the pair potential using the quasiclassical

Green’s function. First, substituting Eqs. (A.22b), (A.27b), and

V(|r̄12|) =
∫

dp3

(2πℏ)3
Vpeip·r̄12/ℏ, (A.73)

into Eq. (A.13), we obtain ∆(p, r12) as

∆(p, r12) =

∫
dp′3

(2πℏ)3
V|p−p′|kBT

∞∑
n=−∞

F (εn,p
′, r12). (A.74)

Next, we expand the interaction V|p−p′| with respect to the surface harmonics Ylm(p̂) as

V|p−p′| =
∞∑
l=0

Vl(p,p′)
l∑

m=−l

4πYlm(p̂)Y
∗
lm(p̂

′), (A.75)

we also assume that a single l is relevant. Eq. (A.74) then becomes

∆(p, r) =

∫ ∞
−∞

dξp′N(ξp′ + µ− eΦ(r))
∫
dΩp′

4π

× Vl(p,p′)
l∑

m=−l

4πYlm(p̂)Y
∗
lm(p̂

′)kBT
∞∑

n=−∞

F (εn,p
′, r)

=

∫ εc

−εc
dξp′N(ξp′ + µ− eΦ(r))

∫
dΩp′

4π

× V(eff)
l

l∑
m=−l

4πYlm(p̂)Y
∗
lm(p̂

′)kBT
nc∑

n=−nc

F (εn,p
′, r). (A.76)

Here, we assumed the constant and weak-coupling interaction, so we rewrote the inter-

action potential as Vl(p,p′) = V(eff)
l θ(εc − |ξp|)θ(εc − |ξp′ |) with the constant potential
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V(eff)
l [13]. Furthermore, using Eqs. (A.58), (A.63), (A.65) and (A.70), we see that only

the value at p = pF contributes to ∆(p, r) as

∆(pF, r) ≈ −V (eff)
l N(µn)

∫
dΩp′

4π

l∑
m=−l

4πYlm(p̂)Y
∗
lm(p̂

′)

× πkBT
nc∑

n=−nc

{
f(εn,p

′
F, r)−

i

2

N ′(µn)

N(µn)

[
∆(p′F, r)ḡ(εn,p

′
F, r)− g(εn,p′F, r)∆(p′F, r)

]}
.

(A.77)

Finally, expanding ∆(pF, r) with respect to the surface harmonics as

∆(pF, r) =
l∑

m=−l

∆lm(r)
√
4πYlm(p̂), (A.78)

the self-consistency equation for the pair potential is given by

∆lm(r) = 2πΓ0kBT
nc∑
n=0

∫
dΩp

4π

√
4πY ∗lm(p̂)

{
f(εn,pF, r)

− i

2

N ′(µn)

N(µn)

[
∆(pF, r)ḡ(εn,pF, r)− g(εn,pF, r)∆(pF, r)

]}
, (A.79)

where Γ0 ≡ −V (eff)
l N(µn) denotes the coupling constant. Neglecting the spin magnetism

as g = gσ0, the gap equation (A.79) becomes the same as that in the standard Eilenberger

equations.

A.8 Charge and current densities

We here express the charge density using the quasiclassical Green’s function. First, we

introduce the electron density n(r) by

n(r) = kBTTr
∞∑

n=−∞

G(r, r; εn)e
−iεn0− = 2

∫ ∞
−∞

dε
Ns(ε, r)

eε/kBT + 1
. (A.80)

Substituting Eq. (A.71) into Eq. (A.80), the electron density is expressible in terms of

gR and gR(1) as

n(r) ≈ N(µn)Tr

∫ ε̃c

−ε̃c
dε

1

eε/kBT + 1

∫
dΩp

4π

[
RegR(ε,pF, r) +

N ′(µn)

N(µn)
RegR(1)(ε,pF, r)

]
+ 2

∫ ∞
−∞

dε
N(ε+ µ− eΦ(r))

eε/kBT + 1
− 2

∫ ε̃c

−ε̃c
dε
N(ε+ µ− eΦ(r))

eε/kBT + 1
. (A.81)

We also introduce the electron density at the normal state nn as

nn = 2

∫ ∞
−∞

dε
N(ε+ µn)

eε/kBT + 1
. (A.82)
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Using it, the charge density ρ(r) = en(r)− enn is given as

ρ(r) ≈ eN(µn)Tr

∫ ε̃c

−ε̃c
dε

1

eε/kBT + 1

∫
dΩp

4π

[
RegR(ε,pF, r) +

N ′(µn)

N(µn)
RegR(1)(ε,pF, r)

]
− 2e

∫ ε̃c

−ε̃c
dε
N(ε+ µ− eΦ(r))

eε/kBT + 1

+ 2e

∫ ∞
−∞

dεN(ε)

[
1

e(ε+eΦ(r)−δµ−µn)/kBT + 1
− 1

e(ε−µn)/kBT + 1

]
. (A.83)

Let us carry out a perturbation expansion with respect to the Lorentz and PPG forces

as gR = gR
0
+ gR

1
· · · and gR(1) = gR(1)

0
+ gR(1)

1
· · · [3, 8, 9], and it is performed below up to

the first order in the quasiclassical parameter δ. We also use Eq. (A.65), the gR
0
and gap

equations in the standard Eilenberger equations and the following approximation for the

distribution function:

1

e(ε+eΦ(r)−δµ−µn)/kBT + 1
≈ 1

e(ε−µn)/kBT + 1
+

d

dε

1

e(ε−µn)/kBT + 1
[eΦ(r)− δµ]. (A.84)

Then, we obtain the formula for the charge density as

ρ(r) ≈ 2πkBTeN(µn)Tr
ñc∑
n=0

∫
dΩp

4π
Img

1
(εn,pF, r)

+ e
N ′(µn)

N(µn)

∫ ε̃c

−ε̃c
dε

ε

eε/kBT + 1
[Ns0(ε, r)− 2N(µn)]

− (−1)lceN(µn)
N ′(µn)

N(µn)
Tr

l∑
m=−l

|∆lm(r)|2 − 2eN(µn)[eΦ(r)− δµ], (A.85)

where the cutoff ñc is obtained from (2ñc + 1)πkBT = ε̃c, the coefficient c defined by

c ≡
∫ ε̃c

−ε̃c
dε

1

2ε
tanh

ε

2kBTc
, (A.86)

with Ns0(ε, r) is the LDOS obtained from the standard Eilenberger equations defined by

Ns0(ε, r) ≡
N(µn)

2
Tr

∫
dΩp

4π
RegR

0
(ε,pF, r). (A.87)

Using the Gauss’ law ∇ ·E = ρ/ϵ0, we obtain an equation for the electric field as

− λ2TF∇2E(r) +E(r) = −πkBT
e

∇Tr
ñc∑
n=0

∫
dΩp

4π
Img

1
(εn,pF, r)

− 1

e

N ′(µn)

N(µn)

∫ ε̃c

−ε̃c
dε

ε

eε/kBT + 1
∇Ns0(ε, r)

N(µn)
+ (−1)l c

2e

N ′(µn)

N(µn)
∇Tr

l∑
m=−l

|∆lm(r)|2,

(A.88)

where λTF ≡
√
ϵ0/2e2N(µn) is the Thomas–Fermi screening length. This expression

include the same screening effect as that in Refs. [10, 14,59].
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Figure A.4: Superconducting chemical potential µ (blue solid line) and normal chemical potential µn (red

dashed line) in units of ∆0 as a function of temperature [9].

On the other hand, using ⟨vF⟩F = 0, we obtain the formula for the current density by

the same procedure as

j(r) ≈ eN(µn)Tr

∫ ε̃c

−ε̃c
dε

1

eε/kBT + 1

∫
dΩp

4π
vF

[
RegR

0
(ε,pF, r)

+ RegR
1
(ε,pF, r) +

N ′(µn)

N(µn)
RegR(1)

0
(ε,pF, r)

]
. (A.89)

The second and third terms in Eq. (A.89) with respect to gR
1
and gR(1)

0
are the correction

terms due to the spatial variation of the electron density. Hence, neglecting the second

and third terms in the above expression to take the leading-order, we use the formula for

the current density as

j(r) ≈ eN(µn)Tr

∫ ε̃c

−ε̃c
dε

1

eε/kBT + 1

∫
dΩp

4π
vFReg

R

0
(ε,pF, r)

= 2πkBTeN(µn)Tr
ñc∑
n=0

∫
dΩp

4π
vFImg0(εn,pF, r). (A.90)

A.9 Chemical potential

We also obtain the expression for chemical potential µ from Eq. (A.85) and using∫
d3rρ(r)=0 as

µ = µn − πkBTTr
ñc∑
n=0

∫
dΩp

4π

1

V

∫
d3rImg

1
(εn,pF, r)

− 1

2

N ′(µn)

N(µn)

∫ ε̃c

−ε̃c
dε

ε

eε/kBT + 1

1

V

∫
d3r

[
Ns0(ε, r)

N(µn)
− 2

]
+

(−1)l

2
c
N ′(µn)

N(µn)
Tr

l∑
m=−l

1

V

∫
d3r|∆lm(r)|2 + e

1

V

∫
d3rΦ(r). (A.91)
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Note that the expression in (A.91) is different from that proposed by van der Marel [60]

and Khomskii and Kusmartsev [4] even the for the homogeneous s-wave pairing case.

Fig. A.4 plots the superconducting and normal chemical potentials as a function of

temperature. The superconducting chemical potential is smaller than the normal one,

and it is consistent with that by van der Marel [60,61] and Khomskii and Kusmartsev [4].

A minimum value near T = 0.6Tc of the superconducting chemical potential arises from

difference in temperature dependence between the third and fourth terms in Eq. (A.91)

with respect to the slope in the DOS.
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B Derivation of Bogoliubov–de Gennes Equations for s-Wave

Superconductors

In this chapter, we derive the BdG equations following the procedure in Ref. [62].

B.1 Effective Hamiltonian

As a model for s-wave superconductors, we consider the following Hamiltonian with an

attractive contact interaction:

Ĥ = Ĥ0 + Ĥ1, (B.1a)

Ĥ0 =

∫
d3r
∑
α

ψ̂†α(r)

[
− ℏ2

2m

(
∇− ieA(r)

ℏ

)2

+ U0(r)− µ

]
ψ̂α(r), (B.1b)

Ĥ1 =
Γ0

2

∫
d3r
∑
αβ

ψ̂†α(r)ψ̂
†
β(r)ψ̂β(r)ψ̂α(r). (B.1c)

Here, α denotes the spin coordinate, U0(r) is a one-body potential which captures the

effects of impurities and other scalar potentials, Γ0 < 0 is the coupling constant for

short-range attractive interaction, m is the electron mass. The field operators satisfy the

relations

{ψ̂α(r), ψ̂
†
β(r
′)} = δα,βδ(r − r′), {ψ̂α(r), ψ̂β(r)} = {ψ̂†α(r), ψ̂

†
β(r)} = 0. (B.2)

Using Pauli exclusion principle (α ̸= β) and {ψ̂α(r), ψ̂β(r)} = {ψ̂†α(r), ψ̂
†
β(r)} = 0, Ĥ1

becomes

Ĥ1 = Γ0

∫
d3rψ̂†↑(r)ψ̂

†
↓(r)ψ̂↓(r)ψ̂↑(r). (B.3)

Also, since Ĥ1 is a two-body interaction term and cannot be calculated exactly, we use

the Wick decomposition for the mean-field approximation.

ψ̂†↑(r)ψ̂
†
↓(r)ψ̂↓(r)ψ̂↑(r)

≈ ⟨ψ̂†↑ψ̂↑⟩ψ̂
†
↓ψ̂↓ + ψ̂†↑ψ̂↑⟨ψ̂

†
↓ψ̂↓⟩ − ⟨ψ̂

†
↑ψ̂↓⟩ψ̂

†
↓ψ̂↑ − ψ̂

†
↑ψ̂↓⟨ψ̂

†
↓ψ̂↑⟩

+ ⟨ψ̂†↑ψ̂
†
↓⟩ψ̂↓ψ̂↑ + ψ̂†↑ψ̂

†
↓⟨ψ̂↓ψ̂↑⟩ − ⟨ψ̂

†
↑ψ̂↑⟩⟨ψ̂

†
↓ψ̂↓⟩+ ⟨ψ̂

†
↑ψ̂↓⟩⟨ψ̂

†
↓ψ̂↑⟩ − ⟨ψ̂

†
↑ψ̂
†
↓⟩⟨ψ̂↓ψ̂↑⟩. (B.4)

We then define the molecular fields Ũ(r) and ∆(r) as follows;

Ũ(r) ≡ Γ0⟨ψ̂†↑(r)ψ̂↑(r)⟩ = Γ0⟨ψ̂†↓(r)ψ̂↓(r)⟩, (B.5a)

∆(r) ≡ Γ0⟨ψ̂↓(r)ψ̂↑(r)⟩, ∆∗(r) = Γ0⟨ψ̂†↑(r)ψ̂
†
↓(r)⟩. (B.5b)

In Eq. (B.5a), we assumed that the average particle number density of particles with up

spin is equal to that with down spin. We also introduce an effective Hamiltonian Ĥeff that
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ignores the constant term and does not take into account external fields or interaction

potentials that change the spin direction of the particles. Therefore, the Hamiltonian

takes the form

Ĥeff ≡ Ĥ0 + Ĥ′1, (B.6a)

Ĥ′1 ≡
∫
d3r

[
Ũ(r)

∑
α

ψ̂†α(r)ψ̂α(r) + ∆(r)ψ̂†↑(r)ψ̂
†
↓(r)−∆∗(r)ψ̂↓(r)ψ̂↑(r)

]
. (B.6b)

B.2 Ground and excited states of the effective Hamiltonian

To determine the excitation field of Ĥeff , we find the fermion operator γ̂n,α and ϵn,α that

satisfy
[
γ̂n,α, Ĥeff

]
= ϵn,αγ̂n,α and anticommutation relation{

γ̂n,α, γ̂
†
n′,α′

}
= δn,n′δα,α′ , {γ̂n,α, γ̂n′,α′} =

{
γ̂†n,α, γ̂

†
n′,α′

}
= 0. (B.7)

As a first step, we find
[
γ̂n,α, Ĥeff

]
= ϵn,αγ̂n,α by letting

[
γ̂n,α, Ĥ

]
operates to γ̂†n1,α1

γ̂†n2,α2

· · · γ̂†nl,αl
|g⟩. ϵn,α is the energy eigenvalue of states (n, α), and the excitation energy of

excited state γ̂†n1,α1
γ̂†n2,α2

· · · γ̂†nl,αl
|g⟩ in Ĥeff is

∑l
j=1 ϵnj ,αj

.

γ̂nk,αk
(1 ≤ k ≤ l) operates to excited state γ̂†n1,α1

γ̂†n2,α2
· · · γ̂†nl,αl

|g⟩

γ̂nk,αk
γ̂†n1,α1

γ̂†n2,α2
· · · γ̂†nl,αl

|g⟩
= (−1)k−1γ̂†n1,α1

γ̂†n2,α2
· · · γ̂nk,αk

γ̂†nk,αk
· · · γ̂†nl,αl

|g⟩
= (−1)k−1γ̂†n1,α1

γ̂†n2,α2
· · · γ̂†nk−1,αk−1

γ̂†nk+1,αk+1
· · · γ̂†nl,αl

|g⟩. (B.8)

Here, we have used the relationship of
{
γ̂n,α, γ̂

†
n′,α′

}
= δn,n′δα,α′ and γ̂n,α|g⟩ = 0. It follows

that [
γ̂nk,αk

, Ĥeff

]
γ̂†n1,α1

γ̂†n2,α2
· · · γ̂†nl,αl

|g⟩

= γ̂nk,αk
Ĥeff γ̂

†
n1,α1

γ̂†n2,α2
· · · γ̂†nl,αl

|g⟩ − Ĥeff γ̂nk,αk
γ̂†n1,α1

γ̂†n2,α2
· · · γ̂†nl,αl

|g⟩

=
l∑

j=1

ϵnj ,αj
γ̂nk,αk

γ̂†n1,α1
γ̂†n2,α2

· · · γ̂†nl,αl
|g⟩ − Ĥeff γ̂nk,αk

γ̂†n1,α1
γ̂†n2,α2

· · · γ̂†nl,αl
|g⟩

=

(
l∑

j=1

ϵnj ,αj
− Ĥeff

)
(−1)k−1γ̂†n1,α1

γ̂†n2,α2
· · · γ̂†nk−1,αk−1

γ̂†nk+1,αk+1
· · · γ̂†nl,αl

|g⟩

=

(
l∑

j=1

ϵnj ,αj
−

k−1∑
j=1

ϵnj ,αj
−

l∑
j=k+1

ϵnj ,αj

)
× (−1)k−1γ̂†n1,α1

γ̂†n2,α2
· · · γ̂†nk−1,αk−1

γ̂†nk+1,αk+1
· · · γ̂†nl,αl

|g⟩

= ϵnk,αk
γ̂nk,αk

γ̂†n1,α1
γ̂†n2,α2

· · · γ̂†nl,αl
|g⟩. (B.9)

Thus, we showed
[
γ̂n,α, Ĥeff

]
= ϵn,αγ̂n,α.
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Next, we show that the following equation[
ψ̂↑(r), Ĥeff

]
= hψ̂↑(r) + ∆(r)ψ̂†↓(r), (B.10a)[

ψ̂↓(r), Ĥeff

]
= hψ̂↓(r)−∆(r)ψ̂†↑(r), (B.10b)

h ≡ − ℏ2

2m

(
∇− ieA(r)

ℏ

)2

+ U0(r) + Ũ(r)− µ. (B.10c)

Eq. (B.10a) is obtained as

Ĥeffψ̂↑(r)

=

∫
d3r′

[∑
α

ψ̂†α(r
′)hψ̂α(r

′)ψ̂↑(r) + ∆(r′)ψ̂†↑(r
′)ψ̂†↓(r

′)ψ̂↑(r)−∆∗(r′)ψ̂↓(r
′)ψ̂↑(r

′)ψ̂↑(r)

]
= ψ̂↑(r)Ĥeff − hψ̂↑(r)−∆(r)ψ̂. (B.11)

Here, each term in the second line was calculated as follows∫
d3r′

∑
α

ψ̂†α(r
′)hψ̂α(r

′)ψ̂↑(r)

= ψ̂↑(r)

∫
d3r′

∑
α

ψ̂†α(r
′)hψ̂α(r

′)−
∫
d3r′

∑
α

δα,↑δ(r − r′)hψ̂α(r
′)

= ψ̂↑(r)

∫
d3r′

∑
α

ψ̂†α(r
′)hψ̂α(r

′)− hψ̂↑(r), (B.12a)

∫
d3r′∆(r′)ψ̂†↑(r

′)ψ̂†↓(r
′)ψ̂↑(r)

= ψ̂↑(r)

∫
d3r′∆(r′)ψ̂†↑(r

′)ψ̂†↓(r
′)−

∫
d3r′∆(r′)δ(r − r′)ψ̂†↓(r

′)

= ψ̂↑(r)

∫
d3r′∆(r′)ψ̂†↑(r

′)ψ̂†↓(r
′)−∆(r)ψ̂†↓(r), (B.12b)

∫
d3r′∆∗(r′)ψ̂↓(r

′)ψ̂↑(r
′)ψ̂↑(r) = ψ̂↑(r)

∫
d3r′∆∗(r′)ψ̂↓(r

′)ψ̂↑(r
′). (B.12c)

Similarly, Eq. (B.10b) has obtained by calculating as

Ĥeffψ̂↓(r)

=

∫
d3r′

[∑
α

ψ̂†α(r
′)hψ̂α(r

′)ψ̂↓(r) + ∆(r′)ψ̂†↑(r
′)ψ̂†↓(r

′)ψ̂↓(r)−∆∗(r′)ψ̂↓(r
′)ψ̂↑(r

′)ψ̂↓(r)

]
= ψ̂↓(r)Ĥeff − hψ̂↓(r) + ∆(r)ψ̂†↑(r). (B.13)

Here, each term in the second line is∫
d3r′

∑
α

ψ̂†α(r
′)hψ̂α(r

′)ψ̂↓(r) = ψ̂↓(r)

∫
d3r′

∑
α

ψ̂†α(r
′)hψ̂α(r

′)− hψ̂↓(r), (B.14a)
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∫
d3r′∆(r′)ψ̂†↑(r

′)ψ̂†↓(r
′)ψ̂↓(r) = ψ̂↓(r)

∫
d3r′∆(r′)ψ̂†↑(r

′)ψ̂†↓(r
′) + ∆(r)ψ̂†↑(r), (B.14b)

∫
d3r′∆∗(r′)ψ̂↓(r

′)ψ̂↑(r
′)ψ̂↓(r) = ψ̂↓(r)

∫
d3r′∆∗(r′)ψ̂↓(r

′)ψ̂↑(r
′). (B.14c)

For these expressions to be satisfied, we write ψ̂↑(r) as

ψ̂↑(r) =
∑
n

(
un(r)γ̂n,↑ + v∗n(r)γ̂

†
n,↓

)
. (B.15)

Substituting Eq. (B.15) for the left side of
{
ψ̂↑(r), ψ̂

†
↑(r
′)
}
= δ(r − r′),{∑

n

(
un(r)γ̂n,↑ + v∗n(r)γ̂

†
n,↓

)
,
∑
m

(
u∗m(r

′)γ̂†m,↑ + vm(r
′)γ̂m,↓

)}
=
∑
n

∑
m

{(
un(r)γ̂n,↑ + v∗n(r)γ̂

†
n,↓

)
,
(
u∗m(r

′)γ̂†m,↑ + vm(r
′)γ̂m,↓

)}
=
∑
n

∑
m

(
un(r)u

∗
m(r

′)
{
γ̂n,↑, γ̂

†
m,↑

}
+ v∗n(r)vm(r

′)
{
γ̂†n,↓, γ̂m,↓

})
=
∑
n

∑
m

(un(r)u
∗
m(r

′)δn,m + v∗n(r)vm(r
′)δn,m)

=
∑
n

(un(r)u
∗
n(r
′) + v∗n(r)vn(r

′)) . (B.16)

We thereby obtain ∑
n

(un(r)u
∗
n(r
′) + v∗n(r)vn(r

′)) = δ(r − r′). (B.17)

Similarly, we assume that ψ̂↓(r) is

ψ̂↓(r) =
∑
n

(
un(r)γ̂n,↓ + v′

∗
n(r)γ̂

†
n,↑

)
. (B.18)

Since it can be written as ψ̂α(r) =
∑

n un(r)γ̂n,α in the case of ∆ = 0, we added ′ to vn(r)

only.
{
ψ̂↑(r), ψ̂↓(r)

}
= 0 is expressible as

{
ψ̂↑(r), ψ̂↓(r)

}
=

{∑
n

(
un(r)γ̂n,↑ + v∗n(r)γ̂

†
n,↓

)
,
∑
m

(
um(r)γ̂m,↓ + v′

∗
n(r)γ̂

†
n,↑

)}
=
∑
n

∑
m

(
un(r)v

′∗
m(r)

{
γ̂n,↑, γ̂

†
m,↑

}
+ v∗n(r)um(r)

{
γ̂†n,↓, γ̂m,↓

})
=
∑
n

∑
m

(
un(r)v

′∗
m(r)δn,m + v∗n(r)um(r)δn,m

)
=
∑
n

(
un(r)v

′∗
n(r) + v∗n(r)un(r)

)
= 0, (B.19)
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we obtained v′n(r) = −vn(r) and

ψ̂↓(r) =
∑
n

(
un(r)γ̂n,↓ − v∗n(r)γ̂

†
n,↑

)
. (B.20)

Substituting Eqs. (B.15) and (B.20) into Eq. (B.10a)

un(r)
[
γ̂n,↑, Ĥeff

]
+ v∗n(r)

[
γ̂†n,↓, Ĥeff

]
=

hun(r)γ̂n,↑ + hv∗n(r)γ̂
†
n,↓ +∆(r)u∗n(r)γ̂

†
n,↓ −∆(r)vn(r)γ̂n,↑. (B.21)

Using
[
γ̂n,α, Ĥeff

]
= ϵn,αγ̂n,α and

[
γ̂n,α, Ĥeff

]†
=
[
Ĥeff , γ̂

†
n,α

]
= −

[
γ̂†n,α, Ĥeff

]
= ϵn,αγ̂

†
n,α,

Eq. (B.21) becomes

ϵnun(r)γ̂n,↑ − ϵnv∗n(r)γ̂
†
n,↓ = (hun(r)−∆(r)vn(r)) γ̂n,↑ + (hv∗n(r) + ∆(r)u∗n(r)) γ̂

†
n,↓.

(B.22)

Here, we defined ϵn,↑ = ϵn,↓ ≡ ϵn. Thus, we obtain the BdG equations (2.16) as

ϵnun(r) = hun(r)−∆(r)vn(r) (B.23)

−ϵnv∗n(r) = hv∗n(r) + ∆(r)u∗n(r) (B.24)

In this thesis, we consider that Ũ(r) includes a constant chemical potential. Moreover,

since we restrict our analysis to clean superconductors, we don’t consider the potential

due to impurities in U0, and only the effect of scalar potential, eΦ, is taken into account.

B.3 Expectation of the fermion operators

⟨γ̂†n,↑γ̂m,↑⟩ can be written in terms of the thermodynamic potential Ω, a quantum number

qj ≡ (nj, αj), and an occupancy number nqj = 0, 1, and is expressed as

⟨γ̂†n,↑γ̂m,↑⟩ =
∑
nq1

∑
nq2

· · · ⟨nq1nq2 · · · |e
β(Ω−Ĥeff)γ̂†n,↑γ̂m,↑|nq1nq2 · · · ⟩. (B.25)

To perform the diagonal sum of the above formula, we calculate

⟨nq1nq2 · · · |γ̂
†
n,↑γ̂m,↑|nq1nq2 · · · ⟩ = ⟨nq1nq2 · · · |δn,mγ̂

†
n,↑γ̂n,↑

(
γ̂†q1
)nq1

(
γ̂†q2
)nq2 · · · |g⟩. (B.26)

In the case of nn,↑ = 0, ⟨nq1nq2 · · · |γ̂
†
n,↑γ̂m,↑|nq1nq2 · · · ⟩ = 0 due to γ̂n,↑|g⟩ = 0. On the

other hand, in the case of nn,↑ = 1, Eq. (B.26) becomes

⟨nq1nq2 · · · |γ̂
†
n,↑γ̂m,↑|nq1nq2 · · · ⟩ (B.27)

= ⟨nq1nq2 · · · |δn,m
(
γ̂†q1
)nq1

(
γ̂†q2
)nq2 · · · γ̂†n,↑γ̂n,↑γ̂

†
n,↑ · · · |g⟩

= ⟨nq1nq2 · · · |δn,m
(
γ̂†q1
)nq1

(
γ̂†q2
)nq2 · · · γ̂†n,↑ · · · |g⟩

− ⟨nq1nq2 · · · |δn,m
(
γ̂†q1
)nq1

(
γ̂†q2
)nq2 · · · γ̂†n,↑γ̂

†
n,↑γ̂n,↑ · · · |g⟩

= δn,m. (B.28)
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Here, we used
{
γ̂n,↑, γ̂

†
n,↑

}
= 1. Therefore, it can express in a unified way as

⟨nq1nq2 · · · |γ̂
†
n,↑γ̂m,↑|nq1nq2 · · · ⟩ = δn,mnn,↑. (B.29)

Using Eqs. (B.29) and

Ĥeff |nq1nq2 · · · ⟩ =
∞∑
j=1

nqjϵqj |nq1nq2 · · · ⟩, (B.30)

⟨γ̂†n,↑γ̂m,↑⟩ can expressed as

⟨γ̂†n,↑γ̂m,↑⟩ =
∑
nq1

∑
nq2

· · · eβ(Ω−
∑∞

j=1 nqj ϵqj)⟨nq1nq2 · · · |γ̂
†
n,↑γ̂m,↑|nq1nq2 · · · ⟩

= δn,m
∑
nq1

∑
nq2

· · · eβ(Ω−
∑∞

j=1 nqj ϵqj)nn,↑

= δn,m

(∏∞
j=1

∑
nqj

e−βnqj ϵqj

)
nn,↑∏∞

j=1

∑
nqj

e−βnqj ϵqj

= δn,m

∑
nn,↑=0,1 nn,↑e

−βnn,↑ϵn∑
nn,↑=0,1 e

−βnn,↑ϵn

= δn,m
1

eβϵn + 1
. (B.31)

Finally, the expectation of the fermion operators are written as

⟨γ̂†n,↑γ̂m,↑⟩ = δn,mfF(ϵn), (B.32a)

⟨γ̂n,↓γ̂†m,↓⟩ =
〈(
δn,m − γ̂†m,↓γ̂n,↓

)〉
= δn,m (1− fF(ϵn)) , (B.32b)

where fF(ϵn) ≡
(
eβϵn + 1

)−1
is the Fermi distribution function.

B.4 Pair potential, particle number density and current density

The pair potential ∆(r) and the particle number density n(r) are rewrite by using Eqs.

(B.15), (B.20), and (B.32) as

∆(r) = Γ0⟨ψ̂↓(r)ψ̂↑(r)⟩

= Γ0

〈∑
n

(
un(r)γ̂n,↓ − v∗n(r)γ̂

†
n,↑

)∑
m

(
um(r)γ̂m,↑ + v∗m(r)γ̂

†
m,↓

)〉
= Γ0

∑
n

∑
m

(
un(r)v

∗
m(r)⟨γ̂n,↓γ̂

†
n,↓⟩ − v

∗
n(r)um(r)⟨γ̂

†
n,↑γ̂m,↑⟩

)
= Γ0

∑
n

un(r)v
∗
n(r) (1− 2fF(ϵn)) , (B.33)
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n(r) = n↑(r) + n↓(r)

= ⟨ψ̂†↑(r)ψ̂↑(r)⟩+ ⟨ψ̂
†
↓(r)ψ̂↓(r)⟩

= 2
∑
n

∑
m

(
u∗n(r)um(r)⟨γ̂

†
n,↑γ̂m,↑⟩+ vn(r)v

∗
m(r)⟨γ̂n,↓γ̂

†
m,↓⟩

)
= 2

∑
n

[
|un(r)|2fF(ϵn) + |vn(r)|2(1− fF(ϵn))

]
. (B.34)

Next, to derive the formulation of the current density, we introduce a thermodynamic

potential Ω[ρ̂] with the density operator ρ̂ and Hamiltonian in Eq. (B.1) as

Ω[ρ̂] ≡ Trρ̂

(
Ĥ +

1

β
lnρ̂

)
, (B.35a)

ρ̂ = exp

[
β

(
Ω0 −

∑
n,α

ϵnγ̂
†
n,αγ̂n,α

)]
, Ω0 ≡

1

β

∑
n,α

ln(1 + e−βϵn). (B.35b)

The kinetic energy term in Eq. (B.35) contributed by the vector potential A1 = A(r1)

is expressed as

Ωkin =

∫
dξ1K̂kinρ

(1)(ξ1, ξ2)

∣∣∣∣
ξ1=ξ2

=

∫
d3r1

∑
α1

(−p̂2 − eA2) · (p̂1 − eA1)

2m
ρ(1)(ξ1, ξ2)

∣∣∣∣
ξ2=ξ1

, (B.36)

where ρ(1)(ξ1, ξ2) and K̂kin are defined by

ρ(1)(ξ1, ξ2) ≡ ⟨ψ̂(ξ2)ψ̂(ξ1)⟩, K̂kin ≡
(p̂1 − eA1)

2

2m
. (B.37)

In addition, we consider the energy of the magnetic field

Hmag =

∫
d3r

1

2µ0

(∇×A1)
2, (B.38)

where, b = ∇×A. Hmag is generally neglected in the normal state. On the other hand,

in superconductors, we should consider Hmag because a supercurrent can produce a large

magnetic field.

We require that the magnetic field actually realized in the system minimizes Ωkin+Hmag.

A necessary condition for this is that Ωkin +Hmag is stationary concerning the variation
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A1 → A1 + δA1. The first-order variation is expressed as

0 = δΩkin + δHmag

= −e
∫
d3r1

∑
α1

δA1 · (p̂1 − eA1) + (−p̂2 − eA2) · δA2

2m
ρ(1)(ξ1, ξ2)

∣∣∣∣
ξ2=ξ1

+

∫
d3r

1

µ0

(∇×A1) · (∇× δA1)

=

∫
d3r1δA1 ·

(
−e
∑
α1

(p̂1 − eA1) + (−p̂2 − eA2)

2m
ρ(1)(ξ1, ξ2)

∣∣∣∣
ξ2=ξ1

+
1

µ0

∇×∇×A1

)
. (B.39)

Here, we have applied the mathematical identity (∇×δA)·b = ∇·(δA×b)+δA·(∇×b) to
the magnetic energy and subsequently removed (∇×δA)·b using Gauss’ low and condition

δA = 0 on the surface. To satisfy Eq. (B.39) with an arbitrary δA1, the coefficient of

δA1 must be zero. By comparing Eq. (B.39) to Ampère’s low ∇ × b(r) = µoj(r), we

obtain a microscopic expression for the current density as

j(r1) = e
∑
α

(p̂1 − eA1) + (−p̂2 − eA2)

2m
ρ(1)(ξ1, ξ2)

∣∣∣∣
ξ2=ξ1

. (B.40)

We further simply as follows,

e

2m
(p̂1 − p̂2)⟨ψ̂†↑(r2)ψ̂↑(r1)⟩

= −−iℏe
2m

(∇1 −∇2)

〈∑
n

(
u∗n(r)γ̂n,↑ + vn(r)γ̂

†
n,↓

)∑
m

(
um(r)γ̂m,↓ − v∗m(r)γ̂

†
m,↑

)〉
= −−iℏe

2m

∑
n

∑
m

(
u∗n(r2)um(r1)⟨γ̂

†
n,↑γ̂m,↑⟩+ vn(r2)v

∗
m(r1)⟨γ̂n,↓γ̂

†
m,↓⟩

)
. (B.41)

Finally, we obtain the current density as

j(r) = e
(p̂1 − eA1) + (−p̂2 − eA2)

2m

(
⟨ψ̂†↑(r2)ψ̂↑(r1)⟩+ ⟨ψ̂

†
↓(r2)ψ̂↓(r1)⟩

)∣∣∣∣
r2=r1=r

=
iℏe
m

∑
n

[
(u∗n(r)∇un(r)− un(r)∇u∗n(r))fF(ϵn)

+ (vn(r)∇v∗n(r)− v∗n(r)∇vn(r))(1− fF(ϵn))
]
− e2A

m
n(r). (B.42)
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