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ABSTRACT
In this paper, we study the pattern matching problem with taxonomic information (PMTX, for short), where taxonomy is a partially ordered set of letters describing an IS-A hierarchy. We present an efficient algorithm for PMTX that runs in $O(m)$ time with $O(m + mh)$ preprocessing and $O(mh)$ extra space, where $h$, $m$, $n$, $t$, $\sigma$, and $w$ are the size of the taxonomic information, the length of the pattern $P \subseteq \Sigma^*$, the length of the text $T \subseteq \Sigma^*$, the cardinality of the sorted alphabet $\Sigma$, and the word length, respectively. If the pattern length $m$ is less than $w$, it runs in $O(n)$ time, $O(m + h)$ preprocessing, and $O(\sigma)$ space, and works very fast in practice. We also discuss various improvements of the algorithms for real world applications.

Categories and Subject Descriptors
H.3.3 [Information Storage and Retrieval]: Information Search and Retrieval—Search process

General Terms
Algorithms
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1. INTRODUCTION
Information retrieval is one of the basic means for extracting useful information from massive collections of text data. In particular, pattern matching studies the design and the analysis of efficient algorithms for textual problems arising in information retrieval and may provide theoretical basis for implementing fast information retrieval systems with large text data.

Traditionally, the study of pattern matching has concentrated on fast search by ignoring any background information. On the other hand, a significant amount of domain knowledge for textual information is becoming available online in the form of thesaurus or taxonomy [6, 5] recently. Potential demands for more intelligent text search that can incorporate with these knowledge are increased [9].

In this paper, we study the pattern matching problem with taxonomic information (PMTX, for short). A taxonomy is a pair $\mathcal{H} = (\Sigma, \succeq)$ of an alphabet $\Sigma$ of terms, or concepts, and a partial order $\succeq$ describing an ‘IS-A’ hierarchy among concepts. For example, Figure 1 shows an example of biological taxonomy from Gene Ontology [5], which contains 16,675 terms as of June 2004. A pattern and a text over the taxonomy are concept sequences, i.e., string of concepts of $\Sigma$. Given a taxonomy $\mathcal{H} = (\Sigma, \succeq)$, a symbol $A$ matches another symbol $B$ if $A$ appears above $B$ in the taxonomy, i.e., $A \succeq B$. Then, pattern $P$ of length $m$ matches text $T$ of length $n$ if there exists a consecutive substring $S$ of $T$ such that $P[i]$ matches $S[i]$ for every $i = 1, \ldots, m$, where $S[i]$ denotes the $i$-th symbol of a string $S$. Figure 2 shows an example of patterns and texts under the biological taxonomy of Figure 1, where a general pattern “(cell) (receptor) (for) (catalytic activity)” matches a more specific substring “(cell surface) (receptor) (for) (hyaluronate)” of the title line.

PMTX is a generalization of the matching problems for string patterns, string patterns with wildcards, patterns with symbol-classes. Although a straightforward algorithm solves the PMTX problem in $O(nm)$ time and $O(|\Sigma|^2)$ space, real world applications in large text databases requires more efficient algorithms.

Our main contribution is an efficient algorithm that solves PMTX in $O(m^2)$ running time with $O(m + mh)$ prepro-
cessing and \((\frac{m|\Sigma|}{w})\) extra space on a random access machine (RAM) with bit-width \(w = \log n\) (say, 32 or 64 in a current system), where \(h, |\Sigma|, m,\) and \(n\) are the size of the taxonomic information \(\mathcal{H}\), the cardinality of the taxonomy \(\Sigma\), the length of the pattern \(P \in \Sigma^*\), and the length of the text \(T \in \Sigma^*\), respectively.

The algorithm is based on the bit-parallel technique, proposed by Abrahamson [1], later extended by [4, 10], which accelerates a pattern matching algorithm by the factor of \(O(1)\) time. Although simple application of this technique yields an \(O(m \cdot h)\) preprocessing and \(O(\frac{m|\Sigma|}{w})\) space, we improve this to an algorithm with \(O(m + \frac{m|\Sigma|}{w})\) preprocessing using dynamic programming over \(\mathcal{H}\). As a corollary, when the length of a pattern is less than \(w\), we can solve PMTX in \(O(n)\) running time with \(O(m + h)\) preprocessing and \(O(|\Sigma|)\) space, and thus this is optimal in time complexity.

Finally, we discuss the case where concepts are encoded by strings on a fixed alphabet, as in Figure 1, e.g., on ASCII alphabet. We also discuss the practical improvements on PMTX with many terminal symbols. Possible applications of our algorithm for PMTX are genome sequence search with symbol taxonomy, and biological text search with term taxonomy. Furthermore, foreign language search with translation dictionary can be an application of this framework. The taxonomies considered in this paper can be viewed as a primitive form of ontology [9] without structural information. Thus, the results presented in this paper will be the basis of the further studies on efficient pattern matching algorithms with more complicated ontology structures.

This paper is a short version of [7].

2. PRELIMINARIES

2.1 Sorted Alphabet

We introduce a sorted alphabet as a model of taxonomic information. Let \(\Sigma\) be a finite alphabet. An element of \(\Sigma\) is called a symbol or a concept. Let binary relation \(\succeq\) be a partial order on \(\Sigma\). A sorted alphabet is a partially ordered set \((\Sigma, \succeq)\). Given a sorted alphabet \((\Sigma, \succeq)\), for any \(c, d \in \Sigma\), we say that \(c\) matches \(d\) if \(c \succeq d\). In the following, we say \(\Sigma\) for a sorted alphabet \((\Sigma, \succeq)\) if no confusion occurs. For \(a, b \in \Sigma\), we define \(a \succ b\) if \(a \succeq b\) and \(a \neq b\), and \(a \gg b\) if there is no \(x \in \Sigma\) such that \(a \succ x \succ b\). We also denote by \(\text{Par}(a)\) the set \(\{b \in \Sigma \mid b \gg a\}\) for \(a \in \Sigma\).

A sorted alphabet is represented as a Hasse diagram. A Hasse diagram for \((\Sigma, \succeq)\) is the direct acyclic graph (DAG) \(\mathcal{H} = (V_{\mathcal{H}}, E_{\mathcal{H}})\) defined as follows: \(V_{\mathcal{H}} = \Sigma\) is the set of vertices. For each \(a, b \in \Sigma\), \(\mathcal{H}\) has the edge \((a, b)\) iff \(a \gg b\). For a set \(A\), \(|A|\) denotes the cardinality of \(A\). We define the size of \(\mathcal{H}\) as \(|\mathcal{H}| = |V_{\mathcal{H}}| + |E_{\mathcal{H}}|\). We define for \(a \in \Sigma\) the sets \(\text{Up}(a) = \{b \in \Sigma \mid b \gg a\}\) and \(\text{Lob}(a) = \{b \in \Sigma \mid a \gg b\}\).

An element \(T = a_1 \cdots a_n (n \geq 0)\) of \(\Sigma^*\) is called a string or a concept sequence. Then, the length of the string \(T\) is denoted by \(|T| = n\). For \(1 \leq i \leq |T|\), the \(i\)-th symbol of a string \(T\) is denoted by \(T[i] = a_i\), and for \(1 \leq i < j \leq |T|\), the substring of \(T\) that begins at position \(i\) and ends at position \(j\) is denoted by \(T[i:j] = a_i \cdots a_j\).

2.2 Pattern Matching on Sorted Alphabet

Let \(P \in \Sigma^*\) and \(T \in \Sigma^*\) be a pattern and a text, respectively. Then, we say that \(P\) matches \(T\) at position \(\ell (1 \leq \ell \leq |T| - |P| + 1)\) iff \(P[i] \succeq T[i + \ell - 1]\) for all \(i = 1, \ldots, |P|\). If \(P\) matches \(T\) at position \(\ell\), such \(\ell\) is called an occurrence of \(P\) in \(T\). In this paper, we assume that taxonomic information is given as a sorted alphabet. The pattern matching problem with taxonomic information can be stated as follows.

Pattern Matching Problem with Taxonomic Information (PMTX)

Input: A sorted alphabet \((\Sigma, \succeq)\) represented by the Hasse diagram \(\mathcal{H}\), a string \(P \in \Sigma^*\) as a pattern, and a string \(T \in \Sigma^*\) as a text.

Output: All occurrences of \(P\) in \(T\).

2.3 Pattern Matching with Bit-parallelism

A pattern matching algorithm that allows each pattern position to match a set of symbols rather than a single symbol, was first proposed by Abrahamson [1]. This type of algorithm can deal with range of symbols (e.g., “a-z”), complements (e.g. any symbol except a number), and wild cards. Baeza-Yates & Gonnet [4] extended the algorithm so that it can handle \(k\)-mismatches. Wu & Manber [10] also extended it later into the approximate string matching prob...
lem, which can handle insertions or deletions in addition to mismatches. These algorithms are based on the bit-parallel technique, and work fast in practice. We present below the Shift-And algorithm according to the notation in [1].

Let $\Delta$ be an unsorted alphabet. Let $P \in \Delta^*$ be a pattern of length $m$, and $T \in \Delta^*$ be a text of length $n$. Then, for $k = 0, 1, \ldots, n$, we want to compute the set

$$R_k = \{1 \leq i \leq m \mid i \leq k \land P[i] = T[k-i+1 : k]\}.$$

If $m \in R_k$, then $T[k-m+1 : k] = P$, namely, there is an occurrence $\ell = k - m + 1$. To compute $R_k$, we define for $a \in \Delta$ the set

$$M(a) = \{1 \leq i \leq m \mid P[i] = a\}.$$

For a set $A$ of integers and an integer $k$, let $A + k = \{i + k \mid i \in A\}$, and define the function $f$ as follows.

**Definition 1.** Define the function $f : 2^{(1,2,\ldots,m)} \times \Delta \to 2^{(1,2,\ldots,m)}$ by

$$f(S, a) = ((S \cup \{1\}) \cap M(a),$$

where $S \subseteq \{1, \ldots, m\}$ and $a \in \Delta$.

By using this function, we can compute $R_k$ recursively for $k = 1, 2, \ldots, n$ by

1. $R_0 = \emptyset$,
2. $R_{k+1} = f(R_k, T[k+1]) \quad (k \geq 0).$

The pattern matching process is as follows: For $k = 1, 2, \ldots, n$, the algorithm reads $T[k]$ and computes $R_k$ recursively by using $f$, and then examines whether $m$ is in $R_k$.

By representing the sets $R_k$ and $M(a)$ as $m$-bit integers, the above recursive formulas can be transformed as follows.

1. $R_0 = 0$,
2. $R_{k+1} = ((R_k \ll 1) + 1) \& M(T[k+1]) \quad (k \geq 0),$

where `$\ll$' and `$\&$' denote the bit-shift operation and the bitwise logical product operation, respectively. Then, pattern occurrences can be detected if $R_k \& 2^{m-k+1} \neq 0$.

The algorithm scans the text $T$ in $O(m)$ time if the sets $M$ are computed. If $m \leq w$ and bitwise logical operations can be done in $O(1)$ time, the scanning time reduces into $O(n)$.

### 3. PROPOSED ALGORITHM

#### 3.1 Overview of Algorithm

In order to apply the Shift-And algorithm stated in Section 2.3 to our problem, we extend the definition of $M$. Let $\Sigma$ be a sorted alphabet. Define the mask table $M'(a)$ for any $a \in \Sigma$ as

$$M'(a) = \{1 \leq i \leq m \mid P[i] \geq a\}.$$

The text scanning process is the same as the ordinary case of the Shift-And algorithm. Thus it can be done in $O(\frac{m}{w})$ time after $M'$ is computed in preprocessing. The remained problem is how to compute the table $M'$. From here we concentrate the computation of it. The following lemma characterizes that the above extension leads the pattern matching problem allowing a set of symbols.

![Figure 3: $M'(a)$ for pattern $P = ABCDEF$.](image)

- $M'(a)$ for pattern $P = ABCDEF$.

**The symbol $\checkmark$ indicates that $i \in M'(a)$ for $a \in \{A, B, C, D, E, F, G\}$.**

1. **Initialization** $M(a)$:
   2. $M(a) = \{1 \leq i \leq m \mid P[i] = a\}$;
2. **For each** $a \in \Sigma$ **do begin**
3. **Call CalculateM'(a);**
4. **end**;
5. **Function** CalculateM'(a);
6. **begin**
7. **If** $M'(a)$ **has already calculated** **then return** $M'(a)$;
8. **else do begin**
9. **Call CalculateM'(a);**
10. **end**;
11. **for each** $x \in Par(a)$ **do begin**
12. $M'(a) = M'(a) \cup (\text{CalculateM}'(x))$;
13. **end**;
14. **end**;
15. **end**.

![Figure 4: Procedure to calculate $M'(a)$.](image)

**Lemma 1.** Let $(\Sigma, \geq)$ be a given sorted alphabet, and $P \in \Sigma^*$ be a given pattern. For any $a \in \Sigma$, we obtain the formula:

$$M'(a) = \bigcup_{x \in \text{Upb}(a)} M(x).$$

For example, for $P = ABCDE$ and $\Sigma$ displayed at the left of Figure 3, the table at the right of Figure 3 indicates the above $M'$. Although we can fill the table in $O(m|\mathcal{H}|)$ time from Lemma 1, by traversing $\mathcal{H}$ and checking whether $P[i] \geq a$ for each $P[i]$, the time complexity can be reduced further.

Next, we will show how to compute $M'$ in $O(m + \frac{m|\mathcal{H}|}{w})$ time below. The following lemma is a key for reducing the time complexity.

**Lemma 2.** Let $\Sigma$ be a given sorted alphabet and $P \in \Sigma^*$ be a pattern. For any $a \in \Sigma$, we have the following formula:

$$M'(a) = M(a) \cup \bigcup_{x \in \text{Par}(a)} M'(x).$$

From Lemma 2, the mask table $M'$ can be computed recursively by traversing the DAG $\mathcal{H}$. The procedure to compute $M'$ is illustrated in Figure 4. The line 2 in Figure 4 takes $O(m)$ time. The procedure is called $O(|\mathcal{H}|)$ times rather than $O(|\Sigma|)$ times. Note that, however, it becomes $O(|\Sigma|)$ if $\mathcal{H}$ is a tree. Since we can compute the union of sets in $O(\frac{m}{w})$ time by representing them as integers, the time complexity of the calculation of $M'$ is totally $O(\frac{m|\mathcal{H}|}{w})$. Therefore, we obtain the following lemma.
LEMMA 3. Let \( H \) be the DAG for \((\Sigma, \geq)\) and \( P \in \Sigma^* \) be a pattern. Then, the mask table \( M' \) can be computed in \( O(m + \frac{|H|}{w}) \) time.

Since \( M'(a) \) for each \( a \in \Sigma \) is stored as an integer, the mask table \( M' \) can be stored totally in \( O(\frac{|H|}{w}) \) space. From the above discussion, we obtain the followings.

THEOREM 1. The pattern matching problem with taxonomy information can be solved in \( O(\frac{m|\Sigma^*|}{w}) \) time with \( O(m + \frac{|H|}{w}) \) preprocessing and \( O(\frac{|\Sigma|}{w}) \) extra space on an arithmetic RAM with word length \( w = O(\log n) \).

COROLLARY 1. The pattern matching problem with taxonomic information can be solved in \( O(n) \) time with \( O(m + |H|) \) preprocessing and \( O(|\Sigma|) \) extra space, assuming that the length of pattern is less than \( w \), i.e., \( m \leq w \).

3.2 Improvements for Large Alphabets

Let \( L(\Sigma) \) be the set of minimal elements of a taxonomy \( \Sigma \), i.e., there is no \( x \in \Sigma \) for any \( a \in L(\Sigma) \) such that \( a \geq x \). Define \( C(\Sigma) = \Sigma \setminus L(\Sigma) \). In practice, we observe that \( |C(\Sigma)| \) is relatively small, while \( |L(\Sigma)| \) is huge. For example, a Japanese lexicon, ‘Goi-Taikei’\(^,*\), \( |C(\Sigma)| \) and \( |L(\Sigma)| \) are about 3,000 and 400,000, respectively. For EDR concept dictionary [6], those are about 6,000 and 410,000, respectively.

From this point of view, we can reduce time and space to compute \( M' \) in practice, by calculating \( M'(a) \) only for \( a \in C(\Sigma) \) in the preprocessing stage and then for \( a \in L(\Sigma) \) on demand when it happens in the scanning stage.

3.3 Application to Ordinal Texts

Although we regard so far a concept in \( \Sigma \) as a primitive element, it is often the case that it is encoded as a sequence of readable characters on a fixed alphabet. For example, in the example of Gene Ontology of Figure 1, a concept (cell surface) is encoded in ASCII code. Below, we discuss how to handle this case efficiently.

Let \( \Delta \) be a fixed alphabet and \( \Sigma_x \subseteq \Delta^* \) be a concept alphabet encoded appropriately in \( \Delta \). Now we have a text \( T \in \Delta^* \) and a pattern \( P \in (\Delta \cup \Sigma_x)^* \). For \( a \in \Sigma_x \), we denote by \( Str(a) \) the string which \( a \) represents, and extend it for the set \( A \subseteq \Sigma_x \) in a natural way, that is, \( Str(A) = \{ Str(x) \mid x \in A \} \). Let \( D(P) \subseteq \Sigma_x \) be a set of concepts included in the pattern. Then, what we should do is to find out the occurrences of \( Str(\{\text{Lob}(x) \mid x \in D(P)\}) \), and to replace them with the corresponding concepts. The replace automaton [3], which is the finite state transducer corresponding to AC machine [2], can accomplish this task in \( O(h + |T|) \) time with \( O(h) \) extra space, where \( h \) is the sum of the length of \( Str(\{\text{Lob}(x) \mid x \in D(P)\}) \). Note that \( h = O(|H|) \).

4. CONCLUSIONS

In this paper, we addressed the pattern matching problem with taxonomic information, and presented an efficient algorithm that solves the problem. The algorithm runs in \( O(\frac{m|\Sigma^*|}{w}) \) time with \( O(m + \frac{|H|}{w}) \) preprocessing and \( O(\frac{|\Sigma|}{w}) \) extra space, using the bit-parallel technique to achieve the speed-up with factor \( w \), where \( h, m, n, w, \) and \( \sigma \) are the size of the taxonomic information \( H \), the length of the pattern \( P \in \Sigma^* \), the length of the text \( T \in \Sigma^* \), the computer word length \( \sigma \) (say 32 or 64), and the cardinality of the sorted alphabet \( \Sigma \), respectively. If the pattern length \( m \) is less than \( w \), it runs in \( O(n) \) time, \( O(m + h) \) preprocess, and \( O(\sigma) \) space, and works very fast in practice.

In future, we will implement our algorithm and carry out experiments on real world datasets. Although we did not mention here, extensions to various pattern matching problems are possible. Extension to approximate matching or VLDC matching would be an easy exercise by using the method of [10].

An interesting extension will be the use of a thesaurus as well as a taxonomy in pattern matching. However, since thesaurus contains strings of various length allowing several overlapping, such pattern matching is not an easy task. Moreover, it becomes important to combine thesaurus and taxonomy for more intelligent text search systems.
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