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1.1 Transition metal catalysts 

Catalysts are one of the central topics of the chemistry and closely related to our daily life. 

The transition metal catalysts are no doubt the heart of homogeneous catalyst. The advantages of 

the homogeneous catalysts are not limited to the state-of-the-art chemical synthesis in the forefront 

of fundamental chemistry. Overcoming difficulties in practical application, many successful 

applications in industrial process are reported. One of the famous examples is Suzuki-Miyaura 

coupling for chemical synthesis in material and pharmaceutical industries. There are diverse kinds 

of transition metal complexes and many of them are designed as the catalysts. The wide 

applications of transition metal catalysts can be found in C-C bond activation,1 C-H bond 

activation and functionalization,2, 3 hydrosilylation,4, 5 polymerization reaction,6, 7 hydrogenation,8, 

9 dehydrogenation10 and other fundamental or frontier chemical reactions. These catalysts can 

dramatically reduce the energy barrier that either can reduce the experimental pressure or lower 

the temperature and consequently improve the reaction efficiency. Theoretical researches on the 

mechanism of transition metal catalyzed reactions not only help to understand the reaction better 

but also help to design more efficient catalyst.  

Transition metal catalysts are extensively utilized for hydrosilylation of organic compounds. 

Hydrosilylation has been especially investigated for its versatility in the reduction of unsaturated 

chemical compounds such as ketones and alkenes to generate organosilicon products.11-15 Metal 

complexes such as iron-16, 17, ruthenium-18, 19, nickel-20, platinum-21, 22 complexes are active 

catalysts for the hydrosilylation of C=C and C=O double bonds. Among these catalysts, Rh-

containing catalysts occupy a prominent place in hydrosilylation reactions because mild reaction 

conditions are available. Chalk-Harrod mechanism and modified Chalk-Harrod mechanism are 

two famous classical mechanisms to understand hydrosilylation reaction. More explanation about 
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these two mechanisms and two newly proposed mechanisms can be found in Chapter 2. 

 

1.2 Spin in chemical reactions 

Because transition metal has active d orbital electrons, these reactions may also take place 

on multiple spin surfaces. Spin crossing reactions are, therefore, of our research interest. Many 

textbooks of quantum mechanics mentioned the famous Stern-Gerlach experiment in 1922 which 

first showed the existence of spin.23 In that experiment, one silver atom beam passed through an 

inhomogeneous magnetic field and was deflected into two directions. In 1925, Uhlenbeck and 

Goudsmit first proposed the hypothesis24, 25 that electron has intrinsic property of spin. In 1928, 

Dirac developed the relativistic treatment of spin.26 His elegant work gave a correct description of 

the effects connected with spin such as the spin-orbit coupling.27  

Since spin was discovered as the intrinsic property of electron, the discussion about the role 

of electronic spin in chemical reactions has been a long-standing issue. The reactions in which the 

reactant spin state is different from the product spin state are called spin-forbidden reactions. 

Because the majority of chemical reactions are taken place on single potential energy surfaces 

(PES),28 spin-forbidden reactions were thought to be difficult to take place or to be very slow 

basing on the experimental observations. For example, the coordination of CO to the Fe(CO)4 (the 

ground state is triplet) to form Fe(CO)5 (the ground state is singlet) is found to be 500 times slower 

than the coordination of CO to the Fe(CO)3 (the ground state is triplet).29 On the other hand, a 

paper published in 1995 demonstrated experimentally the spin-forbidden reaction can be rapid.30 

In that work, the CO addition or elimination to the Co-complex would change the total spin state 

but the reaction can proceed fast. And then, there are many other evidences in the experiment 

support either spin change accelerating the reaction or the spin change slowing the reaction. 
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Recent years, spin-forbidden reactions have been common in metal compounds. Relative 

studies can be found in biochemistry, inorganic chemistry, as well as organic chemistry. To name 

a few, the reactions catalyzed by heme protein family and cytochrome P450s family, the metal 

complexes catalyzed C-H bond activations, transition metal ligand association and dissociation. 

The spin changes are ubiquitous in heme protein catalysts. In the following subsections, some 

more detail examples well be explained. 

 

1.2.1 Spin crossing in biological system 

One of the most well-known examples of spin crossing in biological system may be the 

oxygen binding to the heme. This is an important reaction inside human because the heme works 

as the carrier to transport oxygen to the cells throughout the body. This seemingly simple reaction 

actually has complex spin crossing process. The ground states of the deoxyheme and oxygen are 

quintet and triplet, respectively. Their binding product oxyheme, however, is in the singlet state as 

tested in the experiments.31, 32 There is a theoretical study investigated seven lowest electronic 

states in this binding reaction.33 They found in a region where the Fe-O distance is more than 2.5 

Å, the calculated seven electronic states are almost parallel to each other. These near-degenerate 

states facilitate the spin crossing. Thus, although the spin-obit coupling (SOC, also known as spin-

orbit interaction) is very weak in the heme, the spin-transition possibility was estimated to be 0.06 

to 1.33 Comparing with much smaller spin-transition possibility in nonbiological Fe-O+ system, 

the porphyrin and proximal heme ligand was found to effectively accelerate the O2 binding to the 

heme. More detailed electronic structure of the Fe-O bond and the effect of the protein environment 

can be found in another QM/MM and pure QM study.34  

Intersystem crossing often appears in the hemoprotein catalyzed reactions. For example, in 
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a cytochrome P450 catalyzed carbene-transfer reaction where the carbene is inserted into the S-H 

bond,35 the ground state of iron-carbene, intermediate, transition state, and the product are in the 

different spin states. At least five spin surfaces are involved, including open-shell singlet, doublet, 

triplet, quintet, and sextet. The actual spin inversion can be extremely complex. Recently, the 

mutations of heme protein are hot topic for the high catalytic activity and the research about spin-

change helps to reveal the mechanism behind. A special case study will be discussed in Chapter 3.  

 

1.2.2 Spin crossing in inorganic reaction 

a) Transition metal catalyzed C-H bond activation 

Significant amount of C-H bond activations was found to be related to the spin changes. One 

typical example is the Theopold’s complex (Cobalt(III) imido complex) catalyzed C-H bond 

activation.36 A recent mechanistic study shows the evidence of spin crossover in that reaction.37 In 

that study, they used NMR spectroscopy, VT crystallography, and magnetic susceptibility 

measurements and confirmed the spin crossing in the reaction. Moreover, they found the use of 

low coordination number ligands can create a sufficiently compressed ligand field which favors 

the electronic states with unpaired electrons. In other words, by controlling the ancillary ligand 

field strength can approach higher spin state of CoIII imidos complex and therefore change the 

reactivity of the complex. 

 Indium catalyzed methane C-H bond activation38 and CoH+ catalyzed C-H bond activation 

were also well-known examples.39 In the first study, the liquid Indium catalyzed dehydrogenation 

of methane, and low-coordinated Indium atoms, which appears on gas/liquid interface, are best 

described by small Indium clusters such as In2 model because of the lowest activation energy 

among several Indium clusters. With this small model, the potential energy profile was calculated 
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for different electronic states. A spin crossing was found between the singlet state and the triplet 

state because the spin multiplicity of the reactant and the product is not the same. For the second 

study, not only CoH+ but also FeH+ and NiH+ were used as the catalyst. Such reactions that 

transition metal ions catalyzed C-H bond activation of small alkanes are designed to reveal the 

intrinsic interaction between the metal ions and the C-H bonds. Through density functional theory 

(DFT) calculation, they found in all three cases although the reactants and the products are in the 

same spin states (quintet for the case of FeH+, quartet for the case of CoH+, and triplet for the case 

of NiH+), the most stable states of the transition states are different from those in the reactant and 

product states. This is because the electronic structures of reactants and products prefer a 3dn-14s1 

electron configuration, however, the transition states prefer a 3dn electronic structure. 

Consequently, lead to the spin crossing mode of high spin-low spin-high spin. In chapter 4, our 

program reproduced the feature of such reaction pathway and even generated the structures of the 

crossing points simultaneously. 

 

b) Other transition metal involved reactions 

Except for the C-H bond activation reaction, there are also plenty examples of spin-

forbidden reactions in transition-metal involved reactions. One well-known example is the ligand 

association and dissociation as mentioned CO association reaction. The unligated metal atoms or 

the ions prefer high spin electronic structure because of the degenerated d orbitals. The ligands 

tend to stabilize the complex to low spin states because of the ligand field which leads to the 

splitting of the degenerated orbitals.  

Transition metal oxo species are another example of spin crossing. Transition metal oxo 

species have the form M=O, where M can be iron, chromium, manganese, and so on. There is a 
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very recent and interesting theoretical research about the reactivity of such oxo species by using 

minimum energy crossing point (MECP) method and transition state SOC (TS SOC) method.40 

Simply say, the MECP method is to locate the spin crossing point on two diabatic surfaces. The 

TS SOC method is to locate the transition point on the adiabatic surface by including the SOC 

term. The definition of diabatic and adiabatic surface can be found in subsection 1.2.1. TS SOC 

method has been applied to very limited case studies because of the relativistic calculation is quite 

time-consuming. In many cases, this newly applied TS SOC method would give similar results as 

MECP method does, although an exception was reported.41 In the recent study,40 through three 

cases study, cycloaddition of ethylene to chromyl chloride, iron oxide cation insertion into 

hydrogen molecule, and H-abstraction from toluene by a MnV-oxo-porphyrin cation, the energy 

surfaces calculated by TS SOC method and MECP method are very similar to each other. The 

positions of the spin crossing points are as well alike. Consequently, in the usual cases, these two 

methods can give qualitatively and quantitatively similar results. Other introductions and 

discussions about spin crossing of transition metal involved reactions can be found in reviews or 

books.42-44 

 

1.3 Theoretical perspective of spin-forbidden reactions 

As mentioned in subsection 1.1, there were debates whether spin crossing slows the reaction. 

The rapid development of theoretical chemistry helps to understand the contradictory experimental 

observations.  

The origin of spin crossing can be attributed to the SOC. In the nonrelativistic quantum 

chemistry description, the total Hamiltonian can be written as equation (1): 

𝐻𝑡𝑜𝑡 = 𝑇𝑛 + 𝑉𝑛𝑛 + 𝑇𝑒 + 𝑉𝑛𝑒 + 𝑉𝑒𝑒 (1) 
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where 𝑇𝑛 and 𝑇𝑒 represent the kinetic energy of nuclei and electrons, respectively. 𝑉𝑛𝑛, 𝑉𝑛𝑒 , and 

𝑉𝑒𝑒  are the coulomb interaction between nuclei and nuclei, nuclei and electrons, and electrons and 

electrons, respectively. The total Hamiltonian can be divided into two parts, the first two items on 

the left side of equation 1 is noted as nuclei Hamiltonian and the rest items is called electronic 

Hamiltonian (𝐻𝑒). In the Born-Oppenheimer approximation, the electrons are moving much faster 

than the nuclei. Thus, the electrons can be assumed to move under the fixed nuclei potential so that 

the nuclei Hamiltonian can be ignored because it only contributes a constant term in the final 

solution. The explicit form of 𝐻𝑒  is 

𝐻𝑒 = −
1

2
∑∇𝑖

2

𝑖

−∑∑
𝑍𝐴
𝑟𝑖𝐴

𝐴𝑖

+∑∑
1

𝑟𝑖𝑗
𝑗>𝑖𝑖

. (2) 

The 𝑖  and 𝐴  index electrons and nuclei, respectively. Obviously, the electronic Hamiltonian 

doesn’t contain the operator related to spin. The full answer about spin needs to be found in the 

relativistic quantum chemistry where the spin operator is included. On the other hand, for the 

investigation of the mechanisms of the spin-forbidden reactions, the geometry information of the 

spin crossing points is very crucial, especially, the minimum energy intersystem crossing point 

(MEISCP). The tools of nonrelativistic quantum chemistry are strong enough to find such 

geometries of these MEISCPs.  

 

1.3.1 Minimum energy intersystem crossing point 
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As shown in Fig. 1, two spin surfaces may cross in some region which is called crossing 

seam. On the seam, the lowest point is called MEISCP which is the spin inversion junction. For 

simplicity, sometimes it is just called intersystem crossing (ISC) point. ISC point takes the role 

like the “transition state” in the minimum energy pathway (MEP) that connecting two minima in 

different spin surface. In fact, the surfaces in Fig. 1 are the diabatic surfaces so that the “hopping” 

happens at a crossing point. If we describe the PES by using adiabatic surface, the ISC point is 

exactly a transition state as shown in Fig. 2. The difference between diabatic and adiabatic surface 

lies in the form of Hamiltonian. For the adiabatic surfaces, the Hamiltonian contains SOC term 

which is omitted in calculation of diabatic surfaces. The energy difference at the crossing point on 

the adiabatic surface is determined by spin-orbit coupling strength 𝐻12 =< Ψ1|𝐻𝑆𝑂𝐶 |Ψ2 > .45 

Consequently, unless the SOC matrix equals to zero, at the crossing point there is a small energy 

gap. Obviously, in the adiabatic surfaces description the crossing point is a transition state 

connecting two minima. In practice, many cases are that the two-states coupling are very weak 

except for a rather small region near the crossing point. Thus, the system looks like hopping 

suddenly at the crossing point. So, in most cases we can use both diabatic and adiabatic surfaces 

to explain the spin-forbidden reactions. 

ISC point may become the bottleneck of the reaction in two ways. Fig. 3(a) shows the first 

Figure 1 Two ways that ISC point influence the reaction rate. 

 

Figure 1 Explanation of crossing seam, MEISCP, and MEP. Figure 2 Adiabatic and diabatic surfaces for ISC. 
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case that to reach the crossover point, a relatively high energy barrier needs to be overcomed. In 

the second case (Fig. 3(b)), although the energy needed to cross the crossing point is lower than 

the transition state, the SOC could be weak at that region. Consequently, particles can’t easily go 

to another spin surface and therefore the spin inversion step becomes the rate-determining step. 

Inversely, if the spin-orbit coupling is strong in the second case, the reaction can be greatly 

accelerated because the spin crossing leads to a much lower energy barrier.  

The relative energy of the ISC points provide the qualitative information of the reactivity. 

The properties of the ISC points also allow us to quantitatively calculate the spin-forbidden 

reaction rate constant. From above discussion, it is obvious that there are two factors influence the 

chemical reactivity of spin-forbidden reaction. First, the necessary energy to reach the ISC point 

from the reactant. Second, the possibility of surface hopping from one spin state to another. This 

factor is greatly determined by the SOC term of the two crossing surfaces. Considering these two 

factors and the traditional transition state theory (TST), a variant of TST, called non-adiabatic TST, 

was used to estimate the reaction rate in spin-forbidden reactions.45 The canonical expression for 

the reaction rate is: 

𝑘(𝑇) =
1

ℎ𝑄𝑅(𝑇)
∫ 𝑁𝑐𝑟(𝐸)𝑒

−
𝐸
𝑘𝐵𝑇𝑑𝐸

∞

0

(3 − 𝐴) 

𝑁𝑐𝑟(𝐸) = ∫𝑑𝐸ℎ𝜌𝑐𝑟(𝐸 − 𝐸ℎ)𝜌𝑠ℎ(𝐸ℎ) (3 − 𝐵) 

where ℎ  is the Planck constant, 𝑄𝑅   is the partition function for the reactants, 𝑘𝐵  is the 

Figure 3 Two ways that ISC points influence the reaction rate 
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Boltzmann constant in equation 3-A. 𝑁𝑐𝑟(𝐸)  represents for the effective number of all the 

rovibrational states near the MECP to cross the intersection seam. Consequently, it is calculated 

by integrating two kinds of states density, 𝜌𝑐𝑟  and 𝜌𝑠ℎ  . 𝜌𝑠ℎ   is the density of states that 

represents the motion in the vertical direction (also known as the “hopping” coordinate) to cross 

the seam. The SOC term is included in this term. 𝜌𝑐𝑟 is the density of states which contains the 

motion parallel to the crossing seam, thus it is also called the “spectator” degrees. More details 

about equation 3 can be found in the references.45, 46 An open source package called MESMER 

includes this theory to calculate the spin-forbidden reaction coefficient.47  

 

1.3.2 Methods to optimize ISC points 

There are three types of methods for locating conical intersection points, and therefore also 

ISC points. In this section, the theory behind these three methods will be explained. 

 

a) Lagrange-Newton method 

The first type of the method was proposed by Yarkony in 1993, known as Lagrange-Newton 

method.48, 49 An earlier development by Koga and Morokuma falls into this category.50 The 

crossing point is determined by minimizing the Lagrange function 

𝐿𝐼𝐽(𝑹, 𝝃, 𝝀) = 𝐸𝐼 + 𝜉1(𝐸𝐼 − 𝐸𝐽) + 𝜉2𝐻𝐼𝐽 +∑𝜆𝑖𝐶𝑖(𝑹)

𝑀

𝑖=1

, (4) 

where 𝐻𝐼𝐽 is defined by 

𝐻𝐼𝐽 = ⟨Ψ𝐼|𝐇|Ψ𝐽⟩ (5) 

In equation 4, the first term on the right side minimize the energy of one state. As we know, at the 

crossing point, the two electronic surfaces are energetically equal to each other. We can choose to 
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minimize either of the states or the average of the two states. The mandatory constraints of the 

Lagrange-Newton method are 

𝐸𝐼 − 𝐸𝐽 = 0 (6) 

and 

𝐻𝐼𝐽 = 0, (7) 

which are the second and third terms of equation 4. The last term in equation 4 allows certain 

geometric constraints during the optimization, such as the bond lengths or the angles.  

Recalling the Newton-Raphson method, a function 𝑓(𝑥) can be expanded according to the 

Taylor series 

𝑓(𝑥) = 𝑓(𝑥𝑘) + 𝑔𝑘(𝑥 − 𝑥
𝑘) +

1

2
(𝑥 − 𝑥𝑘)𝑇𝐻(𝑥𝑘)(𝑥 − 𝑥𝑘), (8) 

Where 𝑔𝑘  and 𝐻(𝑥𝑘)  are the gradient and the second-order derivative of 𝑓(𝑥)  at 𝑥 = 𝑥𝑘 , 

respectively. At the extrema, the gradient of function 𝑓(𝑥) equals to 0. Thus, we can write 

∇𝑓(𝑥) = 𝑔𝑘 + 𝐻(𝑥
𝑘)(𝑥 − 𝑥𝑘) = 0. (9) 

Consequently, 

𝐻(𝑥𝑘)(𝑥 − 𝑥𝑘) = −𝑔𝑘. (10) 

Analogous to the Newton-Raphson method (derivation of equation 10), at the extrema, the 

second order of equation 4 satisfies 

(

 
 

∇∇𝐿𝐼𝐽 𝐠𝐈𝐉 𝐡𝐈𝐉 𝐤

𝐠𝐈𝐉
† 0 0 𝟎

𝐡𝐈𝐉
† 0 0 𝟎

𝐤† 𝟎 𝟎 𝟎)

 
 
(

𝛿𝑹
𝛿𝜉1
𝛿𝜉2
𝛿𝝀

) = −(

∇𝐿𝐼𝐽
𝐸𝐼 − 𝐸𝐽
0
𝐊

) . (11) 

The gradient of 𝐿𝐼𝐽 is 

∇𝐿𝐼𝐽 = 𝐠𝐈 + 𝜉1𝐠𝐈𝐉 + 𝜉2𝐡𝐈𝐉 +∑𝜆𝑖𝐤𝐢

𝑀

𝑖=1

, (12) 
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in which 𝐠𝐈 is the gradient of 𝐸𝐼 . 𝐠𝐈𝐉 and 𝐡𝐈𝐉 are the gradient of 𝐸𝐼 − 𝐸𝐽 and 𝐻𝐼𝐽, respectively. 

The Hessian of the Lagrange ∇∇𝐿𝐼𝐽 can be updated by using quasi-Newton methods. In practice, 

the Broyden-Fletcher-Goldfarb-Shannon (BFGS) method was found to be very efficient.  

 

b) Gradient projection method 

One year later, another approach which is called gradient projection method was proposed 

by Bearpark and coworkers.51 In this method, instead of using Lagrange multiplier, the 

minimization of the energy difference 𝐸𝐼 − 𝐸𝐽 and the one state 𝐸𝐽 is conducted at the same time.  

First, it is better to introduce two gradient vectors 𝐱𝟏 and 𝐱𝟐 which are defined by 

𝐱𝟏 =
𝜕

𝜕𝑹
(𝐸𝐼 − 𝐸𝐽) (13 − A) 

𝐱𝟐 = 〈𝐶𝐼
† (
𝜕𝐇

𝜕𝑹
)𝐶𝐽〉 (13 − 𝐵) 

where 𝐶𝐼 and 𝐶𝐽 are the CI coefficients of state 𝐼 and 𝐽, respectively. It is easy to find that the 

𝐱𝟏 and 𝐱𝟐 are indeed equal to 𝐠𝐈𝐉 and 𝐡𝐈𝐉 in equation 12. According to the definition of conical 

intersection, the degeneracy of the two states is lifted along linearly independent coordinates 𝐱𝟏 

and 𝐱𝟐. The gradient of 𝐱𝟏 can be used to minimize 𝐸𝐼 − 𝐸𝐽 so that the gradient is defined as 

𝐟1 = 2(𝐸𝐼 − 𝐸𝐽)
𝐱𝟏

|𝐱𝟏|
. (14)

As for the minimization of the energy of 𝐸𝐽, the gradient of 𝐸𝐽 is projected into the intersection 

space spanned by 𝐱𝟏 and 𝐱𝟐. The direction of the projection is 

𝐏 = 𝐈 − 𝐱𝟏𝐱𝟏
𝐓 − 𝐱𝟐𝐱𝟐

𝐓. (15) 

The corresponding gradient is 

𝐟𝟐 = 𝐩
𝜕𝐸𝐽
𝜕𝑹

. (16) 
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The final gradient is the combination of 𝐟1 and 𝐟2, 

𝐠 = 𝑎0[𝑎1𝐟1 + (1 − 𝑎1)𝐟𝟐], (𝑎0 > 0, 0 < 𝑎1 ≤ 1) (17) 

where 𝑎0  and 𝑎1  are user defined constants. The quasi-Newton method is also used for this 

optimization with BFGS scheme for the hessian updating.  

Here we have a simple introduction for the BFGS method. To implement Newton method 

programmatically, the equation 10 is written as 

𝑥𝑘+1 = 𝑥𝑘 − 𝑔𝑘𝐻
−1(𝑥𝑘). (18) 

The second term on the right can be seen as the search direction. However, the calculation of the 

𝐻−1  matrix is not an easy task. To solve this problem, BFGS method was proposed. Recall 

equation 9, if we substitute 𝑥 by 𝑥𝑘−1, then we can get 

𝑔𝑘 − 𝑔𝑘−1 = 𝐻𝑘(𝑥
𝑘 − 𝑥𝑘−1), (19) 

where 𝐻𝑘 = 𝐻(𝑥
𝑘). The basic idea of BFGS method is to use a matrix approximate 𝐵𝑘 to replace 

𝐻𝑘 . The initial 𝐵0 is an unit matrix. The matrix 𝐵𝑘 is determined according to the matrix 𝐵𝑘−1, 

𝑔𝑘−1, 𝑔𝑘  𝑥𝑘−1, and 𝑥𝑘. 

 

c) Penalty function method 

In 2004, penalty function method was proposed by Ciminelli et al.52 The original form of 

object function is written as 

𝑓(𝑹) =
𝐸𝐼 + 𝐸𝐽
2

+ 𝑐1𝑐2
2 ln [1 + (

𝐸𝐼 − 𝐸𝐽
2

)
2

] (20) 

where 𝑐1 and 𝑐2 are the user defined constants. Obviously, the first term minimizes the average 

energy of the two states while the second term minimize the energy difference. Later, another 

forms of the object function was proposed by Benjamin,53 which is 
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𝑓(𝑹) =
𝐸𝐼 + 𝐸𝐽
2

+ 𝜎
(𝐸𝐼 − 𝐸𝐽)

2

(𝐸𝐼 − 𝐸𝐽) + 𝛼
. (21) 

In this definition, 𝐸𝐼   is the upper state. The updating branching plane method would also be 

classified as a penalty function method.54 

The biggest advantage of the penalty function is that, during the optimization there is no 

need to calculation the two state intersect coupling term (𝐡𝐈𝐉) which is required in both Lagrange-

Newton method and gradient projection method. The calculation of intersect coupling term is only 

available when the method can calculate more than one electronic state at the same time like full 

CI or MCSCF (Multi-Configuration Self-Consistent Field) method. Consequently, that two 

methods can’t be applied to some electronic methods like widely used density function theory or 

the perturbation theory. People may wonder if the MEISCP located by the penalty function method 

is close enough to the real crossing point. It is said that with acceptable small energy gap, in most 

cases the optimized structure is the near-degenerate crossing point.53 

This two-states penalty function method was applied in some packages, such as our group 

self-developed codes or the global reaction route mapping (known as GRRM) program.55 Recently, 

the penalty function method was broadened to the three-states system and was even applied to the 

QM/MM system.56 

Now we have introduced three methods for the optimization of the ISC points. A common 

feature of the three approaches are that an initial guess for the ISC point optimization is required. 

We can easily give an initial guess to the traditional transition state according to our chemical 

knowledge and experience. However, to guess the structure of an ISC is not much tougher. Current 

method is to do a scan calculation along the reaction coordination such as the bond length, angle 

or dihedral on one certain spin surface. Then, do a series of single point energy calculation at each 
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structure from scan calculation on another spin surface. The structure with least energy gap will 

be the candidate for the ISC optimization. However, according to our experience, this method often 

can’t promise a good initial guess. In chapter 3, we will give a solution to this problem. 

 

1.3.3 Spin-orbit coupling 

Sometimes it is not enough just to locate the spin crossing point because we know the region 

around that point is influenced much by the nonadiabatic effects. How difficult can the system 

transfer to another spin state should be concern. In this sense, the strength of SOC should be 

considered. 

The operator include SOC can be found in the relativistic quantum chemistry, which is 

known as Breit-Pauli Hamiltonian (equation 22).57 

𝐻𝑆𝑂 =∑∑
𝑒2ℏ

2𝑚2𝑐2
𝑍𝐴
𝑟𝑖𝐴
3 𝑺𝒊(𝒓𝒊 × 𝒑𝒊) −

𝑖𝐴

∑
𝑒2ℏ

2𝑚2𝑐2
1

𝑟𝑖𝑗
3 (𝒓𝒊𝒋 × 𝒑𝒊)(𝑺𝒊 + 2𝑺𝒋)

𝑖≠𝑗

(22) 

𝐴 and 𝑖 index the nuclei and electrons, respectively. 𝑍𝐴 represents the nuclei charge. According 

to the involved number of electrons, the first term is called one-electron term and the second is 

called the two-electron term. In the computational chemistry, it was found that the two-electron 

term is rather time consuming, and thus, an approximate of Breit-Pauli Hamiltonian is adopted.58 

The alternate is written as 

𝐻𝑆𝑂 ≅ (
𝛼2

2
)∑∑

𝑍𝑒𝑓𝑓(𝐴)

𝑟𝑖𝐴
3

𝐴

𝑺𝒊(𝒓𝒊 × 𝒑𝒊)

𝑖

, (23) 

where 𝛼 is called fine structure constant (the approximate value is 1/137) and  𝑍𝑒𝑓𝑓(𝐴) is the 

effective charge of the nuclei A. 𝑺𝒊, 𝒓𝒊 and 𝒑𝒊 are the spin matrix, displacement, and momentum 

of electron 𝑖, respectively. The contribution of the two-electron term is considered by choosing 

proper effective core charges. There are well optimized 𝑍𝑒𝑓𝑓 values in the literatures.58, 59 From 
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this equation, the approximate strength of SOC can be estimated. 

 

1.4 Overviews of the thesis 

In Chapter 1, the general introduction is explained. In the first, the wild application and 

importance of transition mental catalysts is addressed. Because of the active d orbital electrons, 

the spin states are usually a matter of discussion in these reactions and consequently become our 

research topic. The history of spin in chemical reactions is introduced from the first observation of 

the spin phenomenon in the experiment to the proper description in the quantum mechanics, then 

the applications in the chemical reactions. The examples for the spin crossing are listed in three 

fields, biological system, C-H bond activation, and the transition metal involved reaction. The 

debating whether the spin crossing slows the reaction is well explained by theoretical chemistry. 

The background relating to the calculation of spin crossing was then introduced. For computational 

chemistry, one of the most important point in a spin-forbidden reaction is the ISC point which can 

be used to reveal the reaction mechanism and estimate the reaction rate. Three different methods 

for locating ISC point is introduced and also their features and shortcomings. Simple explanation 

about relativistic quantum chemistry is also introduced. 

Chapter 2 is entitled as “Theoretical Study on the Rhodium-Catalyzed Hydrosilylation of 

C=C and C=O Double Bonds with Tertiary Silane”. It is a systematic research about homogenous 

Rh catalyst in hydrosilylation reaction with ketone and alkene. Previously proposed three 

mechanisms, Chalk-Harrod (CH) mechanism, modified Chalk-Harrod (mCH) mechanism, as well 

as outer-sphere mechanism were examined. Besides, we also found two mechanisms, alternative 

CH (aCH) mechanism and double hydride (DH) mechanism. Different from the expectation that 

acetone hydrosilylation should take place through mCH mechanism, we found the CH mechanism 
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is much more preferred. Our newly proposed aCH mechanism where the active species is a four 

coordinated complex was found to have similar energy barrier as the CH mechanism. As we know, 

CH mechanism is widely applied in many other reactions. Considering the similar performance of 

CH and aCH mechanism, we suggest to estimate the aCH mechanism if the CH mechanism is 

found to be applicable. Moreover, the lowest energy barrier of acetone and ethylene hydrosilylation 

appeared in the newly proposed DH mechanism. The active species of DH mechanism is a six 

coordinated Rh complex with two Rh-H bonds. We found that the extra Rh-H bond can effectively 

improve the catalyst’s performance. Thus, we suggest to consider strategies to directly synthesize 

or to generate in situ such a catalyst with double Rh-H bond catalyst to improve the reactivity. 

In Chapter 3, “Controlled Intersystem Crossing in Myoglobin Catalyzed Cyclopropanation: a 

theoretical study”, a study investigated the styrene cyclopropanation reaction with ethyl diazoacetale 

catalyzed by natural and reconstituted myoglobin will be explained. In the experiment, the artificial 

myoglobin is much more active than the wild-type one. To figure out the reason of the reactivity 

differences, two computational models were used to explore the reaction mechanism. The smaller 

one only concerned about the active site by using DFT method. The larger model contains both 

protein environment, as well as some solvent water, by using quantum mechanics/molecular 

mechanics (QM/MM) method. Through the small model, basing on three reasons 1) the lower total 

energy barrier with reconstituted myoglobin; 2) less ISC points in the case of reconstituted 

myoglobin; 3) easily quenching to the ground state of the reactant in the case of natural myoglobin, 

it is concluded that the reaction catalyzed by reconstituted myoglobin is more active as consistent 

with the experiment result. The results from larger model shows similar potential energy surface 

to the smaller model. However, the relative energy of some intermediates is changed because the 

protein environment changes the electronic structure of the active site, also the solvent water has 
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interaction with the catalyst through hydrogen-bonding. Finally, it is the first report to apply free 

energy perturbation method to the iron- carbene system with QM/MM method. Not like the 

previous work where the additive scheme was used,60-62 in this work, a subtractive scheme 

QM/MM method known as ONIOM method was used. The results showed the large activation 

energy difference between the two catalysts and also indicated the significance of the solvent. 

Chapter 4, “Method Development and Applications for Finding Reaction Pathway Including 

Intersystem Crossing”, stated an application of a method to locate MEISCP in multiple spin states 

reaction and then explained a newly development method which works like intrinsic reaction 

coordinate (IRC) method to explore the reaction pathway but conducted on the multiple electronic 

surfaces. In the case study, a newly reported reaction, photo-induced β-elimination of 9-

fluorenylmethanol leading to dibenzofulvene, was computationally studied. The process of using 

theoretical tool to study spin crossing reaction was displayed. The experience of the case studies 

provided a direction of our method development. Basing on the merits of traditional nudged elastic 

band method and the penalty function method, we proposed a new approach to combine these two 

methods and accomplished by Fortran coding. Through this new approach, it is possible to locate 

the MEISCP and the transition state while optimizing the reaction pathway. The program was 

tested in three cases, ethylene rotation, In2 catalyzed C-H bond activation and the CoH+ catalyzed 

C-H bond activation. The definition of the candidate for the MEISCP was found significantly 

important. In the simple cases where only one MEISCP is on the reaction pathway, a so called two-

image selection scheme is enough. However, for more complicated case where ISC happens more 

than once like CoH+ catalyzed C-H bond activation, we defined a three-image selection scheme to 

reduce the number of special points. All of the three calculated reaction pathways are converged 

near to the real MEP. Besides, we also proposed a revised version of multiple states nudged elastic 
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band method to improve the precision of the calculation. 

Chapter 5 summarizes the thesis. Except for listing the conclusions of each chapters, the 

consideration and perspectives about the calculation of spin crossing reaction and the free energy 

perturbation method for the biological system is explained. 
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2.1 Introduction 

In Chapter1, the importance of hydrosilylation reaction has been explained. Mechanistic 

aspects of the catalytic hydrosilylation reactions are often discussed in terms of the Chalk-Harrod 

(CH) mechanism and the modified Chalk-Harrod (mCH) mechanism (scheme 1a), both of which 

were originally suggested from catalytic hydrosilylations of alkenes.1-8 In both cases, an oxidative 

addition reaction of hydrosilane results in Si-H bond cleavage on a transition metal catalyst [M] to 

afford a reactive intermediate having M-H and M-Si bonds [H-M-Si]. In the CH mechanism, a 

C=C bond of an alkene is firstly inserted into the M-H bond, and a subsequent reductive 

elimination occurs to form a Si-C bond. On the other hand, in the mCH mechanism, the C=C bond 

is inserted into the M-Si bond, which is followed by a reductive elimination to form a C-H bond. 

Although the same product is obtained in both reaction mechanisms, such mechanistic aspects are 

worthy of understanding reactivity, selectivity, and applicability of hydrosilylation reactions. In 

the alkene hydrosilylation, it has been well known that Pt-catalyzed hydrosilylation takes place via 

the CH mechanism2, 5-7 while Rh-catalyzed hydrosilylation occurs via the mCH mechanism.9-15 

These were also  supported from previous computational studies by Sakaki and co-workers, and 
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they concluded that the difference in reaction mechanism of Pt- and Rh-catalyzed hydrosilylations 

of ethylene is excellently explained based on electronic structure and trans influence of silyl 

group.16-19  

In the hydrosilylation of carbonyl compounds, several mechanisms such as Zheng-Chan 

mechanism20 and Gade mechanism21 were proposed for the hydrosilylation with primary and 

secondary silanes. When tertiary silanes are adopted, due to strong affinity of O atom to Si atom, 

it has long been believed that the mCH mechanism is only a possible reaction pathway because 

few catalysts were reported for the Pt-catalyzed hydrosilylation while a common Rh-complex 

Scheme 1 (a) Chalk-Harrod and modified Chalk-Harrod mechanism, (b) outer-sphere mechanism, (c) double hydride 
mechanism, (d) alternative Chalk-Harrod mechanism. Some ligands are omitted for clarity. 
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efficiently catalyzes the hydrosilylation of carbonyl compounds (Ojima’s work).7 However, there 

is no direct evidence on the reaction mechanism of the Rh-catalyzed hydrosilylation of carbonyl 

compounds neither from experimental nor from computational studies. An alternative pathway, the 

outer-sphere mechanism (scheme 1b), was recently proposed from the catalytic hydrosilylation of 

carbonyl compounds by the cationic Ir-complex.22-25 Of further interest from an exceptional 

example that we previously reported on the Pt-catalyzed amide reduction with a bifunctional 

hydrosilane is that the hydrosilylation of carbonyl compounds can occurs via the CH mechanism 

while the mCH mechanism was clearly ruled out in this case.26 Therefore, the CH pathway is a 

potentially possible reaction mechanism for the hydrosilylation of carbonyl compounds. As a 

current consequence, there is no clear conclusion in the catalytic mechanism for the 

hydrosilylations of carbonyl compounds, and therefore, it is worthy of revisiting the 

hydrosilylation catalyzed by a common Rh-catalyst. 

In this work, we theoretically investigated the Rh-catalyzed hydrosilylation of acetone or 

ethylene with tertiary silane to examine three proposed mechanisms, CH mechanism, mCH 

mechanism and outer-sphere mechanism to reveal the mechanistic aspects behind the 

hydrosilylation reactions of carbonyl compounds. Moreover, we proposed two new promising 

reaction pathways, double hydride (DH) mechanism (scheme 1c) and alternative Chalk-Harrod 

(aCH) mechanism (scheme 1d). The active species in the DH mechanism which has two Rh-H 

bonds was found to have high catalytic efficiency in Rh-catalyzed hydrosilylation of C=C and 

C=O double bonds. The extra Rh-H bond plays an important role in reducing energy barrier. 

In the following section, details are described for the present density functional theory (DFT) 

calculations. In section 2.3, outer-sphere mechanism, CH, mCH, aCH, and DH mechanisms will 

be explained from two aspects, acetone hydrosilylation and ethylene hydrosilylation. A summary 
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will be given in section 2.4. 

 

2.2 Computational details 

Both geometry optimization and energy calculation were carried out with DFT using the 

ωB97XD functional implemented in the Gaussian 09 program.27 In our previous study, the 

ωB97XD functional worked reasonably well for the hydrosilylation reactions.26 We also compared 

the optimized structure [RhCl(PMe3)3] with experimental one. As shown in Table 1, the ωB97XD 

functional works better than other available functionals. Two kinds of basis sets, which are labeled 

as BS-I and BS-II were used. In BS-I set, Stuttgart/Dresden (611111/22111/411) valence basis set28 

was used for Rh where 28 core electrons were replaced by the effective core potentials (ECPs).29 

The 6-31+G* basis sets were used for P, O and Cl atoms, and the 6-31G* basis sets were employed 

for other atoms. In BS-II set, an f polarization function was added to the BS-I set for Rh. The 6-

311+G** basis sets were used for P, Cl and O atoms, and the 6-311G** basis sets were employed 

for other atoms. The BS-I set was used for geometry optimization and vibrational frequency 

calculation, and the BS-II set, the better basis set, was employed for single-point calculations to 

evaluate energy changes due to the basis-sets improvement. 

 

Table 1 Important bond distances (Å) from calculated structures using B3LYP, M06 and ωB97XD functionals 
as well as from the experimental structure. 

 Rh-P1 Rh-P2 Rh-P3 Rh-Cl 

B3LYP 2.251 2.341 2.351 2.453 

M06 2.240 2.327 2.331 2.430 
ωB97XD 2.233 2.321 2.329 2.427 

Exp.30 2.203 2.295 2.296 2.410 

 

The Gibbs free energy correction in solution phase was evaluated with Whiteside’s scheme31 

as followings: 



 

32 
 

𝐺𝑠𝑜𝑙𝑣. = 𝐸𝑃𝐶𝑀 +𝐻𝑔𝑎𝑠 − 𝐸𝑔𝑎𝑠 − (𝑆𝑟𝑜𝑡,𝑔𝑎𝑠 + 𝑆𝑣𝑖𝑏,𝑔𝑎𝑠 + 𝑆𝑡𝑟𝑎𝑛,𝑠𝑜𝑙𝑣.) ∙ 𝑇       (1) 

𝑆𝑡𝑟𝑎𝑛,𝑠𝑜𝑙𝑣. = 11.1 + 12.5 ∙ lnT + 12.5 ∙ ln𝑀𝑠𝑜𝑙𝑢𝑡𝑒 + 8.3 ∙ ln𝑉𝑓𝑟𝑒𝑒         (2) 

where 𝐺𝑠𝑜𝑙𝑣. is the corrected Gibbs free energy. 𝐸𝑃𝐶𝑀  is the energy calculated in The polarizable 

continuum model (PCM) model.32 𝐻𝑔𝑎𝑠 , 𝐸𝑔𝑎𝑠  , 𝑆𝑟𝑜𝑡,𝑔𝑎𝑠  and 𝑆𝑣𝑖𝑏,𝑔𝑎𝑠   are enthalpy, potential 

energy, rotational entropy and vibrational entropy in gas phase, respectively. 𝑆𝑡𝑟𝑎𝑛,𝑠𝑜𝑙𝑣.  is the 

translational entropy in the solvent which were evaluated with the method developed by 

Whitesides et al31. 𝑀𝑠𝑜𝑙𝑢𝑡𝑒  and T are the molecular mass of the solute and the temperature (room 

temperature was used in this work), respectively. 𝑉𝑓𝑟𝑒𝑒  is the free volume of the solute in Free 

Volume Theory. 

To avoid a computational bottle neck from a large triphenylphosphine moiety, tris-

Figure 1 (a) tris-(trimethylphosphine)rhodium(I)chloride [RhCl(PMe3)3], (b-d) three possible isomers after the 
oxidative addition reaction of hydrosilane, (e-f) structures of 3a and 3b. Relative stability in free energy is shown in 
parenthesis (with “*” means relative to 3a, otherwise relative to 2b). 
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(trimethylphosphine)rhodium(I)chloride [RhCl(PMe3)3] (1) was adopted as a model catalyst for 

tris-(triphenylphosphine)rhodium(I)chloride [RhCl(PPh3)3] (Me = methyl, Ph = phenyl) as shown 

in Figure 1, a. Trimethylhydrosilane (HSiMe3), acetone (Me2CO), and ethylene (CH2=CH2) were 

considered as substrates in this work.  

 

 

2.3 Results and discussion 

2.3.1 Oxidative addition of hydrosilane to the catalyst 

The first step of the catalytic hydrosilylation is an oxidative addition of HSiMe3 to 1. Based 

on our computational model, three possible isomers (2a-2c) can be led as a result of the oxidative 

addition reaction, as shown in Figure 1(b-d). A substrate HSiMe3 approaches the catalyst to form 

precursor complexes PC1 and PC2, from which 2a and 2b are formed through transition states 

tsPC1-2a (∆Gǂ=10.2 kcal/mol) and tsPC2-2b (∆Gǂ=10.0 kcal/mol), respectively. Figure 2 shows 

these complexes’ structural information. Among these isomers, 2b was found to be the most stable, 

and 2a was obtained as being slightly less stable by 2.8 kcal/mol than 2b, while 2c was computed 

to be considerably higher in energy by 8.5 kcal/mol than 2b. The stability of 2a and 2b relative to 

2c is explained by the order of trans-influence: SiMe3
− > H− > PMe3 > Cl−. In 2a and 2b, the Cl− 

ligand takes the position trans to H− and SiMe3
−, respectively. In 2c, PMe3 ligands are located at 

trans positions to either H− or SiMe3
−. As a consequence, 2c becomes relatively unstable because 

of strong σ-donating interaction from PMe3 ligands. These results agreed well with the previous 

theoretical work by Sakaki.17 A strong and weak combination of trans-influence stabilizes the 

complex more than a strong and strong combination. Therefore, only 2a and 2b were considered 

as possible candidates for the reaction intermediates of each reaction mechanism that we discussed 
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in the latter subsections. 

 

2.3.2 Formation of active species 

Because the structures of both 2a and 2b are saturated, one phosphine ligand would be 

substituted by acetone or ethylene to proceed the hydrosilylation reaction. This process will 

generate different isomers which can be the candidates of active species in different mechanisms. 

Basing on the relative stabilities and ligand positions, we selected reasonable active species for 

each mechanism that are listed in Figure 3.  

 

Figure 2 Optimized Geometries of PC1, PC2, tsPC1-2a, tsPC2-2b, 2a, 2b, 3a and 3b. Important bond lengths are 
shown in Å. 
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2.3.3 Chalk-Harrod (CH) mechanism 

a) Acetone hydrosilylation 

In this subsection, we discuss the CH mechanism of acetone hydrosilylation in which 4c is 

taken as an active species of the catalytic cycle. Note that the C=O bond insertion into the Rh-H 

bond is inaccessible in 4b because the H− is at the position trans to the acetone. In addition, the 

C=O bond insertion into the Rh-H bond in 4a or 4d did not form any stable intermediates in our 

calculation. This is due to the strong trans-influence of the silyl group; an isopropoxy group derived 

from the C=O bond insertion is less likely to be formed at the position trans to the silyl group. 

Computed energy profile that starts with 4c is summarized in Figure 4, The energy of 4c is 

taken to be zero since this state is the active species in the catalytic cycle. The C=O bond insertion 

into the Rh-H bond of 4c occurs to afford an alkoxide complex 5cC as shown in Figure 4. In 5cC, 

Figure 3 (a) Two active species for the CH and the mCH mechanisms in acetone hydrosilylation. Their coordination 
modes are also given. (b) The active species for the aCH mechanism. (c) Three active species for the DH mechanism 
in acetone hydrosilylation. (d) Three active species for the DH mechanism in ethylene hydrosilylation. Relative 
stability in free energy is shown in parenthesis. 
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the C-H bond is 1.18Å, which is slightly longer than common aliphatic C-H bonds, and the Rh-H 

distance is 2.04 Å. This result suggests that 5cC involves a medium agostic interaction between 

the Rh center and the C-H bond. The formation of 5cC is considerably endothermic by 20.2 

kcal/mol. Because the geometry of the associated transition state ts4c-5cC is very close to that of 

5cC except for the C-H and the Rh-H bonds, the potential energies are very close to each other, 

and as a result, free energy corrections changed the energy order of ts4c-5cC and 5cC. 5cC is 

easily isomerized to 6cC in which the agostic Rh-H bond is broken and the Cl moves to the position 

trans to PMe3, as shown in Figure 4. In 6cC, the strong trans-influence from the silyl group is 

avoided. Therefore, 6cC is more stable in energy by 16.4 kcal/mol than 5cC and is a stable 

intermediate in the CH mechanism.  

 

Now that 6cC has a vacant site, another acetone can approach to the Rh center to afford a 

coordinatively saturated intermediate. After acetone coordination, a six-coordinate complex 7cC 

is slightly more stable than 6cC by 3.7 kcal/mol. Interestingly, a subsequent reductive elimination 

Figure 4 (left) Gibbs free energy profile for the CH mechanism in acetone hydrosilylation. (right) Important 
intermediates and transition state in the CH mechanism starting with the C=O bond insertion into Rh-H bond of 4c. 
Important bond lengths are shown in Å. 
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of the Si-O bond easily occurs with the associated activation barrier of 2.2 kcal/mol, to result in a 

product with an acetone complex 10. This small energy barrier is due to the strong affinity of Si 

and O atom (see Figure 5). Finally, oxidative addition reaction of HSiMe3 occurs with the complex 

10 to regenerate active species 4c to close the catalytic cycle. In consequence, the acetone insertion 

step is to be the rate-determining step in the CH mechanism, for which the associated activation 

energy was estimated to be 20.2 kcal/mol. 

 

b) Ethylene hydrosilylation 

Sakaki’s work has discussed the ethylene hydrosilylation of CH and mCH mechanisms in 

details. The similar results were gotten in our calculation. The mechanism and the structural 

changes in the course of the reaction have been well investigated in Sakaki’s work,17 we will just 

show the energy profiles in Figure 6 which shows similar energy change tendency as they have 

reported. The Si-C reductive elimination reaction is the rate-determining step with the energy 

barrier of 21.9 kcal/mol. That contrasts to the Rh-catalyzed acetone hydrosilylation in which only 

Figure 5 Interactions between Si and O in 7cC (ϕi), ts7cC-10 (ϕk). 
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a small activation energy 2.2 kcal/mol is needed in Si-O reductive elimination reaction. 

 

2.3.4 Modified Chalk-Harrod (mCH) mechanism 

a) Acetone hydrosilylation 

Modified Chalk-Harrod (mCH) pathway of acetone hydrosilylation is started from the C=O 

bond insertion into the Rh-Si bond of 4b or 4c. The rate-determining step in the mCH mechanism 

is in the C=O bond insertion into the Rh-Si bond with the associated activation energy of 43.4-

45.8 kcal/mol, which is by 24.0-26.4 kcal/mol higher in energy than that in the CH mechanism 

(See Figure 7 and Figure 8). The high energy barrier implies this mechanism is less likely to occur. 

In contrast, mCH pathway of ethylene is favorable since the energy barrier is only 11.2 kcal/mol. 

Here we just focus on the interesting problem why is the Rh-catalyzed hydrosilylation of acetone 

difficult to be taken place through mCH mechanism while it is easy for ethylene? This can be 

attributed to the back donation interaction. In the case of alkenes, the electrons in dπ orbital move 

to the π anti-bonding orbital of ethylene, forming π backbonding (Figure 9 ϕa). However, in the 

case of acetone, only lone pair electrons are coordinated with Rh center (Figure 9 ϕb) and there is 

no interaction of Rh dπ orbital with the π anti-bonding orbital of acetone (Figure 9 ϕc). Thus, the π 

bond of ethylene is nearly broken in the precursor complex before the insertion into the Rh-Si bond 

Figure 6 Gibbs free energy profile for the CH mechanism in ethylene hydrosilylation. 
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while the π bond breaking in acetone is finished in the transition state of the insertion into the Rh-

Si bond. Therefore, this step has to break two bonds, Rh-O and Rh-Si, to make two bonds, Rh-C 

and Si-O.  

Figure 7 (left) Gibbs free energy profile for the mCH mechanism in acetone hydrosilylation (4c pathway). (right) 
Important intermediates and transition state in the 4c pathway. Important bond lengths are shown in Å. 

Figure 8 (left) Gibbs free energy profile for the mCH mechanism in acetone hydrosilylation (4b pathway). (right) 
Important intermediates and transition state in the 4b pathway. Important bond lengths are shown in Å. 
 

Figure 9 Important molecular orbitals of 4a’_E (ϕa) and 4c (ϕb and ϕc) 
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b) Ethylene hydrosilylation 

Because Sakaki’s work17 has already presented all the geometry changes along the mCH 

pathway starting from the structure 4a’_E, 4b’_E or 4c’_E, we just discuss the calculated free 

energy profile for the 4a’_E pathway as the example since the activation energy of the rate-

determining step is the smallest of the three pathways. Our results of the CH and mCH pathways 

in catalytic cycles of Rh-catalyzed alkene hydrosilylation are quite consistent with those reported 

in Sakaki’s work. Figure 10 summarizes the energy profile of the 4a’_E pathway. The calculated 

activation energy of the three steps, ethylene insertion, reductive elimination of product, and 

oxidative addition of hydrosilane distribute 8.8-11.2 kcal/mol. Among them, the rate-determining 

step is the hydrosilane oxidative addition whose energy barrier was calculated to be 11.2 kcal/mol. 

In the 4c’_E pathway, the rate-determining step is also the hydrosilane oxidative addition with the 

energy barrier of 15.4 kcal/mol. In the 4b’_E pathway, the rate-determining step is ethylene 

insertion into Rh-Si bond and the activation energy barrier is 23.5 kcal/mol which is just 3.1 

kcal/mol higher than hydrosilane addition.  

2.3.5 Alternative Chalk-Harrod (aCH) mechanism 

As we have mentioned, there is a possibility that the active species N2a is formed and opens 

Figure 10 Gibbs free energy profile for the mCH mechanism in ethylene hydrosilylation (4a’_E pathway). 
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the aCH channel. The optimized structures of the important intermediates are summarized in 

Figure 11 (upper and lower for acetone and ethylene hydrosilylation, respectively).  

Figure 12(a) and (b) shows free energy profiles for acetone and ethylene hydrosilylation, 

respectively. As described later in detail, the rate-determining steps in the aCH pathway for acetone 

hydrosilylation is the acetone insertion step (20.9 kcal/mol). Considering the results of the CH 

pathway (20.2 kcal/mol for acetone insertion into the Rh-H bond), the aCH pathway is competitive 

to the CH pathway. For ethylene hydrosilylation, the activation energy of the rate-determining step 

(the Si-C reductive elimination step) was calculated to be 24.1 kcal/mol. This barrier is larger than 

that in the mCH mechanism (11.2 kcal/mol, see Figure 10), while it is comparable with that of the 

CH mechanism (21.9 kcal/mol, see Figure 6). It suggests that when the CH mechanism is 

applicable (such as Pt catalyzed hydrosilylation of alkenes 16, 18), we should also consider aCH 

Figure 11 Optimized structures of intermediates in the aCH mechanism (top: acetone cycle; bottom: ethylene cycle). 
Important bond lengths are also shown (Å). “P” and “P_E” stand for product states of acetone hydrosilylatoion 
(SiMe3-O-CHMe2)  and ethylene hydrosilylation (SiMe3-O-CH2CH3), respectively. 
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mechanism as a possible alternative pathway.  

a) Active species formation for CH and aCH pathway 

To enter the catalytic cycles of the CH mechanism and the alternative CH mechanism, the 

initial steps are the formation of active species 4c and N2a. The energy barrier to form 4c is lower 

than N2a by around 18 kcal/mol while N2a is more stable than 4c by 5.7 kcal/mol (See Figure 13). 

A larger activation energy is needed to form N2a due to the distortion of the SiMe3Cl group. This 

result is under the condition of room temperature. If heating is adopted in the experiment, N2a can 

be formed in an easier way which makes the alternative CH mechanism more favorable because 

Figure 12 (a) Gibbs free energy profile for aCH mechanism in acetone hydrosilylation. (b) Gibbs free energy profile 
for aCH mechanism in ethylene hydrosilylation. 
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4c is thermodynamically unstable. 

 

b) Acetone hydrosilylation 

In case of acetone, the free energy profile along the reaction issummarized in Figure 12a. 

The C=O bond insertion into the Rh-H bond in N2a occurs with the moderate activation energy 

(20.9 kcal/mol) to form a four-coordinate methoxy complex N2b, which is slightly endothermic 

by 0.8 kcal/mol. Although we tried to find a precursor complex before the C=O insertion, no stable 

complex was obtained. Compared with the CH mechanism, N2a is more stable than 3b by 7.0 

kcal/mol, which suggests that the aCH mechanism is thermodynamically favorable. However, the 

energy barrier to form N2a (38.9 kcal/mol) is larger than to form 4c (18.6 kcal/mol) suggesting 

that to enter CH mechanism is kinetically favorable at high temperature (see Figure13 for the free 

energy profile of the active species formation in the CH and aCH mechanisms.). The activation 

free energies of acetone insertion into the Rh-H bond in the CH and aCH mechanisms are 19.4 

kcal/mol (Figure 4) and 20.9 kcal/mol (Figure 12a), respectively. With potential energy, the 

activation energy was 11.2 kcal/mol for the aCH mechanism. The relatively large change (11.2 

kcal/mol in potential energy to 20.9 kcal/mol in Gibbs free energy) is due to the rotation enthalpy 

Figure 13 Energy profiles for the formation of 4c and N2a. 
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correction (7.0 kcal/mol). Next, another HSiMe3 is oxidatively added to N2b with the associated 

activation energy of 15.2 kcal/mol, which results in a six-coordinate complex N2c. The Si-O 

reductive elimination regenerates the active complex N2a. The rate-determining step in this 

mechanism is the C=O bond insertion into the Rh-H bond of N2a, and the activation energy was 

estimated to be 20.9 kcal/mol. This is only 0.7 kcal/mol larger in activation energy in comparison 

with the traditional CH mechanism. Therefore, the aCH pathway would be equally important to 

the traditional CH mechanism, particularly at high temperature where more N2a intermediate 

would be generated. 

 

c) Ethylene hydrosilylation 

For the case of ethylene, the changes in free energy are summarized in Figure 12b (bottom). 

Before the C=C bond insertion into the Rh-H bond, ethylene is coordinated to N2a to form a more 

stable precursor complex PC3 by 11.3 kcal/mol. After this step, the geometry changes in the 

ethylene case are similar to that of the acetone case. The rate-determining step is same as that in 

the CH pathway, which is Si-C reductive elimination reaction. Besides, the energy barrier in this 

step (24.1 kcal/mol) is also very near to the value in the CH pathway (21.9 kcal/mol) 

The ethylene insertion into the Rh-H bond needs an activation energy of 18.3 kcal/mol, a 

similar value to the acetone insertion into the Rh-H bond in the CH (19.4 kal/mol) or aCH (20.9 

kcal/mol) pathways. After the formation of N2b_E, another local minima PC4 is found along the 

potential energy surface, which is yielded by a hydrosilane coordination to the Rh center. In the 

step of hydrosilane addition, a very small energy barrier is needed in the case of ethylene (6.8 

kcal/mol) while a relatively larger energy barrier (15.2 kcal/mol) is required in the case of acetone. 

This is because we evaluate the free energy difference between N2b_E and tsN2b_E-N2c_E as 
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the activation energy, where the potential energy of the former complex is higher than the later one. 

In the final step, Si-C bond reductive elimination reaction needs an energy barrier of 24.1 kcal/mol, 

which is 9.9 kcal/mol higher than the Si-O bond elimination in the acetone case. 

 

2.3.6 Double hydride (DH) mechanism 

In this last subsection, another newly proposed mechanism, DH mechanism, will be 

discussed. The active species, 4e, 4f, 4h, for acetone case and 4e_E, 4e’_E, 4f_E, for the ethylene 

case, are shown in Figure 3(c and d). 

 

a) Active species formation for DH pathway 

For the DH pathway, after the formation of 3e and 3h, the acetone or the ethylene will be 

coordinated to the Rh center. We only show the stable candidates in the main body. Actually, we 

have considered all the possible complexes which are shown in Figure 14 and Figure 15. The 

energy of these complexes is summarized in Table 2. From the energy data we can easily found 

that 4g, 4g_E and 4h_E are less stable than the other candidates, thus they can be reasonably 

Figure 14 Possible isomers after the ethylene coordination to 3h (left) and 3e (right). 

Figure 15 Possible isomers after the acetone coordination to 3h and 3e. 
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excluded from the consideration. 

 

Table 2 Relative energies for possible active species in DH mechanism (left: ethylene cycle; right: acetone cycle). 

 Relative Free 

Energy/kcal·mol-1 

  Relative Free 

Energy/kcal·mol-1 

4e_E 0.0  4e 0.0 

4e'_E -1.4  4f -2.6 

4f_E 0.3  4h 2.7 

4h_E 8.8  4g 13.6 

4g_E 13.4    

 

b) Acetone hydrosilylation 

Among 4e, 4f, and 4h, the C=O double bond insertion into Rh-Si bond could only happen 

in 4e pathway because acetone is in trans position of silyl group in other two structures. However, 

unlike other reaction pathways, the acetone insertion into Rh-Si bond in 4e needs high activation 

energy (∆Gǂ=33.7 kcal/mol). This situation is similar to that in the mCH mechanism in which 

calculated activation energy for the C=O insertion into the Rh-Si bond was calculated to be 43.4 

and 45.8 kcal/mol for the 4e and 4b pathways, respectively. As a consequence, we can only 

consider the C=O bond insertion into the Rh-H bond.  

Taking the 4f pathway as the example, free energy profile is summarized in Figure 16. Those 

for the 4e and 4h pathways are shown in Figure 17. Obviously, the rate-determining step is the 

C=O bond insertion into the Rh-H bond with a moderate energy barrier of 13.6 kcal/mol. The 

energy of the transition state ts4f-5f is close to that of the 5f state. This is because the geometry of 

the ts4f-5f state is similar to that of the 5f state (except for the C-H2 and Rh-H2 bond lengths) as 

shown in Figure 16.  

As for the 5f structure, several features should be mentioned; remaining Rh-H2 bond (1.77 

Å), relatively long C-H2 bond (1.31 Å) and near-flat carbonyl moiety (O, two methyl groups, and 
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C in acetone part). We found C=O π* bond is not occupied, suggesting that the C=O π bond is not 

totally broken in the insertion reaction. The Rh-H2 interaction still remains as agostic interaction. 

Thus, the energy barrier in the DH mechanism is much lower than those in the CH (20.2 kcal/mol) 

or aCH (20.9 kcal/mol) mechanisms. In the case where the active species are 4e and 4h, this step 

causes activation energy of 17.1 kcal/mol and 12.0 kcal/mol to form 5e and 5h (see Figure 17), 

respectively. 

 

Figure 16 (left) Gibbs free energy profile for the DH mechanism in acetone hydrosilylation (4f pathway), (right) 
Importantintermediates and transition state in the 4f pathway. Important bond lengths are shown in Å. 

Figure 17 Gibbs free energy profile for DH mechanism in acetone hydrosilylation (blue: 4e pathway; orange: 4h 
pathway). 
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In the CH pathway, even though 4a and 4d are structural analogous to 4f, acetone insertion 

into Rh-H bond was proved to be impossible due to the unstability of the insertion products as 

explained in subsection 2.3.3. So here comes a question why insertion reaction becomes possible 

when there are two hydride ligands. As shown in Figure 18, Silyl group was found not in the 

absolutely axial position when there is a hydride ligand at the cis position to the Rh atom. The Rh-

Si-H1 angles are 74.4, 75.3, and 76.6 degrees in 4f, ts4f-5s, and 5f, respectively. This is due to a 

weak bonding interaction between Si and H1 in occupied orbital through the insertion step; ϕd of 

4f, ϕe of ts4f-5f, and ϕf of 5f. Hereafter, the interaction is called as Si-H cis interaction. If there is 

only one H ligand, the C-H bond formation breaks the Si-H interaction in the course of the reaction. 

Once broken, the silyl group will move back to the axial position and consequently cause a stronger 

trans-influence. If there are two H ligands, acetone insertion reaction can only break one Rh-H 

bond. The remaining H ligand still have interaction with the silyl group which weakens the trans-

influence to the isopropoxy group. 

Since the isopropoxy group is in the trans position of the silyl group, the isomerization is 

easily taken place to form 6f (Figure 16) in which the isopropoxy group moves to the position trans 

Figure 18 Orbital interactions between silyl group and hydride in 4f (ϕd), ts4f-5f (ϕe) and 5f (ϕf). The Si-Rh-H2 angles 
are also given. 
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to PMe3 group to avoid trans position to the silyl group. During the isomerization, agostic 

interaction between Rh and isopropoxy group is broken. The C=O double bond (1.32 Å) becomes 

more like a single bond (1.40 Å). 6f is 12.3 kcal/mol more stable than 5f on account of avoiding 

stronger trans-influence. The vacant site in 6f will be occupied by another acetone to form a 

coordinately saturated complex 7f which is slightly more stable than 6f by 2.4 kcal/mol. Next, the 

reductive elimination follows with an energy barrier of 11.2 kal/mol (see Figure 16), and the Si-O 

bond is formed. Interestingly, in 4e and 4h pathways (see Figure 17), the isomerization of 5e and 

5h both lead to the 6e complex (see Figure 19). As a consequence, the two pathways share Si-O 

reductive elimination reaction with activation energy of 14.5 kcal/mol, leading to the formation of 

11H (Figure 19). 11H, the isomer of 10H, has two PMe3 in trans position of each other and H in 

trans position to acetone. Thus, 11H is more stable than 10H by 3.7 kcal/mol. Finally, a hydrosilane 

is easily added to 10H (or 11H) to reform 4f (or 4e and 4h) taking the activation energy of 3.6 

kcal/mol (3.6 kcal/mol for 4e and 9.4 kcal/mol for 4h, respectively). 

 

c) Ethylene hydorsilylation 

We also studied the DH mechanism in the ethylene hydrosilylation. As shown in Figure 3d, 

three candidates for the active species were considered as mentioned in subsection 2.3.3, that are 

4e_E, 4e’_E and 4f_E. In the ethylene insertion to these species, the C=C insertion into the Rh-H 

Figure 19 Optimized geometries of 6e, 7e, ts7e-11H and 11H. Important bond lengths are shown in Å. 
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bond would happen to 4e_E and 4f_E while the insertion into the Rh-Si bond does for 4e’_E. The 

orientation of ethylene in 4e_E and 4e’_E allows π orbital of ethylene to interact H and Si atoms, 

respectively. In 4f_E, ethylene is in trans position to the Si atom and would only be accessible to 

the H atom. In the below, we define the reaction pathways which starts with 4e_E, 4e’_E, and 

4f_E states as 4e_E, 4e’_E, and 4f_E pathways, respectively. 

In the DH mechanism, the activation free energy for the ethylene insertion into Rh-Si bond 

is calculated to be 28.5 kcal/mol (4e’_E pathway), which is much larger than that found in the 

mCH mechanism (8.8 kcal/mol, see Figure 10). The low activation energy in the mCH pathway is 

explained by π back-donation in a precursor complex (see ϕa in the Figure 20). In the 4e’_E 

pathway of the DH mechanism, HOMO shows that this interaction still exists (see ϕg in Figure 

20). However, the H ligand at the trans position to ethylene has non-negligible interaction with the 

silyl group (see ϕh in Figure 20). The ethylene insertion into the Rh-Si bond has to break such 

interactions. Also, H ligand has a stronger trans-influence than the phosphine ligand, which 

aggravates the instability of the transition state in the 4e’_E pathway. 

 

Because the 4e_E and 4f_E pathways have similar geometries each other, the explanation is 

only given for the 4f_E pathway. Energy profiles are summarized in Figure 21. The C=C double 

bond insertion into the Rh-H bond in 4f_E requires a moderate activation energy of 7.9 kcal/mol 

Figure 20 The ϕg orbital shows π back-donation from Rh to the silyl group in 4e’_E. The ϕh orbital shows Si-H 
interaction in 4e’_E. 
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(8.2 kcal/mol for 4e_E) to yield 5f_E (Figure 21). The ts4f_E-5f_E and 5f_E states are close in 

energy due to the closeness in the structure; newly formed Rh-C2 bond is 2.21 and 2.15 Å in 

ts4f_E-5f_E and 5f_E, respectively, and the C1-H1 bond is 1.51 and 1.22 Å in ts4f_E-5f_E and 

5f_E, respectively. A slightly long C1-H1 bond length (1.22 Å) in 5f_E indicates the existence of 

agostic interaction. Because of the strong trans influence of the silyl group, the ethyl group in 5f_E 

is easily isomerized to the position trans to PMe3 group, leading to the complex 6f_E which is by 

10.7 kcal/mol more stable than 5f_E (see Figure 21). Since then, the ethyl group is rotated along 

the Rh-C bond to form complex 7f_E, a more stable intermediate comparing to 6f_E by 3.4 

kcal/mol. The vacant site in 7f_E can be occupied by an ethylene to form 8f_E which is just slightly 

unstable than 7f_E by 2.3 kcal/mol because ethylene is taken position trans to silyl group. The 

next Si-C bond reductive elimination of 8f_E is the rate-determining step in this catalytic cycle 

and takes 12.7 kcal/mol activation energy, leading to the product P_E and intermediate 10H_E. 

The reaction from 8f_E to 10H_E is exothermic by 10.4 kcal/mol. In the DH mechanism, the Si-

C reductive elimination reaction takes a lower energy barrier (∆Gǂ=12.7 kcal/mol) than that in the 

CH mechanism (∆Gǂ=21.9 kcal/mol). This is because the neighbor ligand of the ethyl group is 

hydride while that in the CH pathway is PMe3. Hydride has much smaller steric effect so that the 

ethyl group can rotate to the position where the C-H bond in the ethyl group can have agostic 

interaction in the transition state. In this way, the activation energy for the Si-C reductive 

elimination in the 4f_E pathway is reduced. Finally, a hydrosilane is added to 10H_E nearly 

without energy barrier to reform 4f_E. It is reasonable if there is almost no energy barrier in this 

step, because this is an exothermic reaction and the Si-H bond is quite active. Besides, we scanned 

the Rh-Si bond from the reactant to the product, the resulting energy curve is monotonically 

decreased (see Figure 22). 
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In the 4e_E pathway, the Si-C bond reductive elimination is also the rate-determining step. 

However, different from the 4f_E pathway, an energy barrier of 25.2 kcal/mol is required (see 

Figure 23). The reason should be attributed to the position of hydride. In the 8f_E state, hydride is 

cis to the ethyl group, and the Rh-C1 and Si-C1 distances are 2.15 and 2.97 Å, respectively (See 

structure in Figure 21). Thus, the agostic interaction between Rh and ethyl group can be found at 

Figure 21 Gibbs free energy profile for the DH mechanism in ethylene hydrosilylation (4f_E pathway), and important 
intermediates and transition state in the 4f_E pathway. Important bond lengths are shown in Å. 

 

Figure 22 Energy profile in the scan of Si-Rh bond. 
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the transition state of the Si-C reductive elimination. On the other hand, in the 8e_E state, hydride 

is trans to the ethyl group (See structure in Figure 24). Consequently, the Rh-C2 distance enlarges 

to 2.21 Å, and Si-C2 distance also enlarges to 3.33 Å, where no agostic interaction is available in 

the transition state. 

 

2.3.7 Outer-sphere mechanism 

Figure 23 Gibbs free energy profile for DH mechanism in ethylene hydrosilylation (4e_E pathway). 

Figure 24 Optimized geometries of 6e_E, 7e_E, 8e_E-11H_E and ts11H_E-4e_E. Important bond lengths are shown 
in Å. 



 

54 
 

Recently, a new course of the hydrosilylation reaction of carbonyl compounds catalyzed by 

cationic iridium complexes was proposed. This is known as an outer-sphere mechanism that the 

carbonyl group directly attacks to the silicon atom of an agostic Si-H bond. In the current work, 

because there is no agostic Si-H bond in the active species, it is highly expected that the outer-

sphere mechanism is not included in the catalytic reaction. Although we found the reaction 

pathway where an acetone directly attacks to Si atom in 3a to form a siloxymethyl complex 6bM 

(Figure 25), the associated activation energy was estimated to be 45.6 kcal/mol, which is much 

larger than that 20 kcal/mol in the CH mechanism. Consequently, the outer-sphere mechanism is 

clearly ruled out. 

 

2.4 Conclusion 

The mechanism of Rh-catalyzed hydrosilylation of a carbonyl compound (acetone) and an 

alkene (ethylene) was theoretically investigated by the DFT calculation of free energy profiles. 

Long standing mechanisms for hydrosilylation, CH and mCH, as well as proposed mechanisms, 

aCH and DH were examined, and possible interpretations were given. 

As for the acetone hydrosilylation, C=O insertion into the Rh-H bond (CH mechanism) is 

preferred over that into the Rh-Si bond (mCH mechanism). Because acetone coordinates to the Rh 

Figure 25 Geometry changes of acetone insertion into Rh-Si bond started from 3a. 
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center via the lone pair of the O atom, no π backdonation is observed in the Rh complex in the 

reactant state. As a result, the Rh and C atoms are separated by 3.13 Å due to the coordination 

structure.  

   An intermediate species N2a was considered since this intermediate opens other 

catalytic cycles (the aCH and DH mechanisms). This N2a is a four-coordinated Rh(I) hydride 

complex and is formed after the Si-Cl reductive elimination of SiClMe3. Both aCH and DH 

mechanisms prefer the C=O insertion into Rh-H bond. In particular, the activation energy of the 

rate-determining step is 13.6 kcal/mol for the DH mechanism, which is smaller than that of CH 

(20.2 kcal/mol).  In the DH mechanism, the Si atom has interaction with the second hydride at 

the cis position to the silyl group (Si-H cis interaction). This interaction distorts the Rh complex 

from the octahedral form, and the trans influence of the silyl ligand is weakened. Under the 

moderate trans influence, the acetone does not break its π bond completely and keeps its original 

electronic structure in the transition state ts4f-5f. Consequently, the activation energy of the C=O 

insertion into the Rh-H bond would be lowered. 

   For the ethylene hydrosilylation, the mCH mechanism is calculated to be the most 

possible mechanism with the energy barrier of 11.2 kcal/mol which is in good agreement with the 

Sakaki’s report. At the same time, our proposed DH mechanism is competitive to the mCH 

mechanism with a similar energy barrier at the rate-determining step (12.7 kcal/mol). Unlike the 

mCH pathway, the C=C insertion into the Rh-Si bond becomes energetically more unfavorable 

than that into the Rh-H bond in the case of the DH pathway. This is due to the Si-H cis interaction 

which prevents from dissociation of the silyl group from the Rh moiety. 

For both aceton hydrosilylation and ethylene hydrosilylation, to generate the N2a species, 

activation energy of 36.1 kcal/mol would be necessary. Although this amount is much larger than 



 

56 
 

that to form the active species 4c for the CH and mCH mechanisms (18.6 kcal/mol), the resultant 

active species N2a is thermodynamically stable than 4c. Once N2a is formed, the DH catalytic 

cycle could turn around. Therefore, at reaction conditions where this species is formed, the DH 

mechanism should be considered.  

It should be also noticed that the aCH and CH mechanisms have a common rate-determining 

step in both C=O and C=C double bond hydrosilylaiton. So, if the CH mechanism is applicable, 

we should also investigate aCH mechanism (such as Pt-catalyzed hydrosilylation of alkenes). 

Finally, the relevance between the proposed mechanisms and the existing mechanisms 

should be mentioned. If the aCH mechanism is compared with that for Co2(CO)8 catalyzed 

hydrosilylation of olefin proposed by Chalk and Harrod, these two mechanisms take different ways 

to generate reactive species, H-ML3 (M=Co, L=CO for Chalk and Harrod, M=Rh, L=Me for aCH) 

and share similar catalytic cycle. As for the DH mechanism, if the Rh-H unit is regarded to single 

unit such as M=RhH, the Paths A and B in the DH mechanism resemble to the mCH and CH, 

respectively. However, the advantage of two Rh-H bonds in the Rh catalysts should be noteworthy 

because these bonds are relevant to lowering the energy barrier in the DH mechanism. 
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3.1 Introduction 

3.1.1 Experimental background 

In 1977, Mansuy and coworkers found the first example of a carbene complex yielded by  

metalloporphyrin.1 In fact, the researches about heme carbene involved carbene transfer reactions 

blossomed only until recent 10 years. Most of these researches focused on the artificial 

hemoproteins because the engineered hemoproteins were found to own much better catalytic 

performance. These carbene transfer reactions include cyclopropanation reaction,2-10 olefinations 

of aldehyde,11 Doyle–Kirmse reaction,12 insertion reactions of C-H bond,7, 8, 13-15 Si-H bond,9, 16 N-

H bond,7, 10, 17, 18 S-H bond,7, 19 and B-H bond.20-22 Initially, the native cytochrome P450s were 

found be effective catalysts in a broad range of important biochemical reactions.23-26 Inspired by 

that, the artificial cytochrome P450s and myoglobin were developed as high efficiency catalysts. 

Hayashi’s group recently focused on the structure and reactivity of metal substituted hemoproteins 

by using the technology of spectroscopy, in order to reveal the mechanism experimentally.27-30 One 

of their recent work reported the spectroscopic observation of reconstituted myoglobin which was 

found able to effectively promote the reaction activity of styrene cyclopropanation reaction with 

ethyl diazoacetale (EDA).31 

In their work, two kinds of myoglobin were used as the catalyst of the cyclopropanation 

reaction, the natural type myoglobin (nMb) and the reconstituted myoglobin (rMb). The former is 
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the combination of protein environment and the iron porphyrin ligand as shown in Fig. 1. The later 

one is synthesized by replacing iron porphyrin in nMb by iron porphycene (see Fig. 1). The idea 

of using porphycene to replace porphyrin is because porphycene is an isomer of porphyrin but 

showing totally different physicochemical properties and Hayashi’s group previously found the 

metal-porphycene myoglobin complexes can help in dioxygen binding or act as the catalyst in 

peroxidase and hydroxylase reactions.31 A plausible reaction mechanism of myoglobin catalyzed 

cyclopropanation reaction is shown in Fig. 2. Obviously, there are two steps for the whole reaction. 

The first step is the carbene generation, followed by the metal-carbene catalyzed cyclopropanation 

reaction, leading to the product (E)-ethyl 2-phenyl-cyclopropanecarboxylate.  

Figure 1 Reconstitution of rMb from nMb 

 
. 

Figure 2 A plausible reaction mechanism of myoglobin catalyzed cyclopropanation 

 
. 
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In the experiment, the turnover frequency (TOF) and Michaelis-Menten parameters were 

tested to compare the catalysts’ reaction activity. In Michaelis-Menten kinetics, enzyme catalyzed 

reaction is represented as 

 

where E, S, and P index the enzyme, substrate, and the product, respectively. Under some 

assumptions (for example, 𝑘1  and 𝑘−1  are much larger than 𝑘𝑐𝑎𝑡  so that the enzyme and 

substrate combination reaction is always in equilibrium), the reaction rate 𝑣 is written as 

𝑣 = 𝑘𝑐𝑎𝑡[𝐸]0
[𝑆]

𝐾𝑀 + [𝑆]
, (1) 

where 𝐾𝑀 (also known as Michaelis constant) is 

𝐾𝑀 =
𝑘−1 + 𝑘𝑐𝑎𝑡

𝑘1
. (2) 

Usually, the constant 𝑘𝑐𝑎𝑡/𝐾𝑀 is one way to judge how fast the enzyme turns the substrate into 

product. [𝐸]0 is the initial concentration of the enzyme. When using rMb as the catalyst, the initial 

TOF is 2.2 s-1 which is 35 times higher than using nMb (TOF=15-20 s-1 in the same condition.). 

Similarly, the Michaelis-Menten parameters showed that the 𝑘𝑐𝑎𝑡 value for nMb depends on the 

EDA concentration, the reaction of the ferrous state of nMb with EDA dominantly limits the rate 

of product formation. Several reports also support this suggestion.32, 33 In the case of rMb, 𝑘𝑐𝑎𝑡 

and 𝐾𝑚  were determined to be 2.1 𝑠−1  and 1.9 mM−1 , respectively. The 𝑘𝑐𝑎𝑡  values were 

consistently above one, indicating that the typical steady state analysis can successfully be applied 

to catalysis by rMb.  

On the other hand, the reaction of rMb and nMb with EDA was also evaluated with stopped 

flow techniques. The results indicated that the catalytic reaction by rMb smoothly proceeds via the 
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carbene intermediate to yield the cyclopropane derivatives. Consequently, they concluded that the 

reaction rate with rMb is not limited by either the reaction of the ferrous state with EDA or the 

reaction of the carbene species with styrene.  

 

3.1.2 Theoretical background 

As shown in Fig. 2, the reaction is consisted of two steps, carbene formation and the carbene 

catalyzed cyclopropanation. There are several theoretical studies concerning these two steps, 

including the formation of carbene, the electronic structure of carbene, the cyclopropanation 

process, and the role of protein. In this subsection, a short review of these theoretical studies will 

be introduced. 

 

a) Carbene formation and the properties of carbene 

In 2015, the first theoretical study where the DFT method was adopted to investigate the 

iron porphyrin carbene formation was reported.34 The reaction pathway of carbene formation is 

shown in Fig. 3. The diazo complex approaches to the iron porphyrin followed by the N2 leaving 

away to generate iron carbene complex. In that study, the binding mode of Fe-C in carbene 

structure was found to be the terminal mode (the carbon of carbene only form a bond with iron). 

The details about binding mode will be explained in the next paragraph. According to the that 

study,34 using electronic-donating group for the carbene substituent or using electronic-

withdrawing group for the porphyrin substituent can lower the energy barrier. This is because from 

Figure 3 Process of iron carbene formation. 
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the reactant to the transition state, the largest atom charge transfer was found between Fe-C and 

the transfer direction is from the C to the Fe. If the phenyl substituent was used on the carbene, 

hydrogen bond may be formed at the transition state. Thus, the stabilized transition state can lead 

to a smaller energy barrier. The axial ligand was also found to have influence on the activation 

energy. For the iron carbene formation reaction, the Gibbs free energy barrier and reaction energy 

were estimated to be 15.8 kcal/mol and -17.5 kcal/mol, respectively. Either the Fe-C bonding mode 

or the estimation of the energy, the calculated results were consistent with the experimental 

observations. Another important phenomenon found in the theoretical work is the ISC points in 

the reaction pathway. Because the active d orbital electrons of iron, the ground spin states of the 

ferrous state are different from the carbene state. Our study,31 as well as other theoretical works35, 

36 found the importance of ISC in this reaction. More details about ISC will be explain in subsection 

3.3. 

In fact, the studies about the electronic and geometric properties of iron carbene structure is 

even earlier than the whole reaction pathway. The first computational work is in 2014.37 There are 

three possible electronic structures were proposed for the bonding of Fe-C in carbene structure as 

shown in Fig. 4. Fig. 4(a) shows the carbene can be described by FeII ← [: CHOOEt]0. There are 

many experimental and theoretical evidences to support this closed-shell singlet electronic 

structure. Experimental evidences include the UV/Vis and the NMR spectroscopy,38, 39 X-ray tested 

bond lengths and number of bonds38, 40-43. For case Fig. 4(a), there is only one single bond between 

Fe-C, their binding mode is called terminal mode. For case Fig. 4(c), the carbon usually connects 

Figure 4 Three types of electronic structures of iron carbene. 
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with iron and one N on the porphyrin, the binding mode is called bridging mode.44  

Some of the experimental evidences were also further explained by the computational 

work.34 Theoretical works confirmed structure (a) by charges (only case (a) shows partially 

positive charge on carbon of carbene),34, 37, 45, 46 molecular orbitals, 34 and so on. The evidence for 

case (b) was only found in the experiments basing on the Mössbauer number. It was observed that 

the Mössbauer isomer shifts of the heme carbene40, 47, 48 are close to the FeIV species.48, 49 The 

case (c), where the carbene is negatively charged and the total complex is in open-shell singlet 

state, was only very recently proposed from the computational results.35 

 

b) Cyclopropanation process 

The first theoretical investigation of heme carbene catalyzed cyclopropanation reaction was 

reported in 2018.46 In that work, two possible reaction pathways, which are called concerted 

reaction pathway and stepwise reaction pathway, were considered as shown in Fig. 5. In the 

concerted reaction pathway, the C=C double bond breaking and the C-C formation are in the same 

Figure 5 Possible mechanisms of cyclopropanation. 
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step. In the stepwise one, C-C bond formation and C=C double bond breaking are in different steps. 

According to the results, the concerted way is more favorable than the stepwise way by around 4-

7 kcal/mol. The free energy barrier of the concerted way is about 10.5 kcal/mol, which is smaller 

than the energy barrier of iron carbene formation by 3.1 kcal/mol. This result again confirmed that 

the iron carbene formation is the rate-determining step of the whole reaction. 

 

Also, the concerted reaction pathway displayed the selectivity of the trans products which 

is consisted with the experiment. They also studied different kinds of iron carbene by using 

different carbene substituents, axial ligands or the porphyrin ligands. As for the effect of the 

carbene substituent, they found the electron-withdrawing substituent can enhance the reactivity.46 

Besides, the steric effect of the carbene substituent would also influence the stability of the 

transition state. As for the axial effect, neutral ligand is better because of smaller geometry changes. 

The imidazole ligand is obviously preferable than the charged thiolate ligand (RS-) or no axial 

ligand not only in cyclopropanation step but also in carbene formation step. The effect of the 

ligands on the porphyrin ring is similar to the carbene substituents that the electronic effect and 

steric effect plays the main role. With electronic-withdrawing group on the porphyrin ring, the 

carbon is more positive, leading to lower energy barrier than the case of no substituents. 

 

c) Protein environment 

If we consider the protein environment, the calculation system will be much larger than the 

active site because thousands of atoms should be calculated at the same time. Thus, the reports 

related to this effect only appeared recently. The stereoselectivity was found to have tight 

relationship with the protein environment by a QM/MM study.50 Such stereoselectivity is 
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determined by several factors, including the protein steric effect, substrate binding affinity and so 

on. In another research, the molecular dynamic calculation revealed the kinetic conformation 

changes of the protein open the gate for reaction.51 These two studies took the whole protein 

environment into consideration. There is the third research that only the active site and a small 

layer of protein atoms were used.52 DFT method was used in that research with two sets of basis 

sets, larger basis set for active site and smaller one for the lower layer. This research confirmed 

that the steric effect will influence the carbene to a specific configuration. Also, they found the 

attractive van der Waals interaction (hydrogen bond) and the 𝜋 − 𝜋  interaction between the 

protein and the olefin substrate will influence the stereoselectivity. 

 

From the experimental results and previous studies, the carbene formation is the rate-

determining step of the whole reaction. Thus, my research mainly focused on the step of carbene 

formation. Previously, DFT calculations on the iron carbene species with porphyrin ligand were 

reported.34, 35 In these studies, only porphyrin ligand was concerned, and the porphycene ligand 

was out of their focuses. Zhang et al. also calculated the energy profile of the carbene formation 

process for the porphyrin ligand.34 However, their calculations omitted the intersystem crossing 

processes from quintet state to triplet state and then to singlet state. Therefore, the present 

calculation provides new insight into the ligand effect (nMb vs rMb) on intersystem crossing 

pathway, which is one of the essential points of the carbene formation. In the following subsections, 

a small model where only active site was considered and a large model where the protein was 

included will be discussed to investigate the mechanism of this reaction. 

 

3.2 Computational details 
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3.2.1 Small model 

At first, we only calculated the reaction happened on the active site which is called small 

model. For the computational models of Fe(II)-porphyrin-imidazole and Fe(II)-porphycene-

imidazole complexes, the structures shown in Fig. 6 were used. The structure of EDA is also shown. 

All the structures in this work were fully optimized with DFT method by using the unrestricted 

B97D functional.53 As for the basis sets, Stuttgart/Dresden (611111/22111/411) sets of the 

effective-core potential and valence sets were adopted for Fe,54 while the 6-31g* basis set was 

used for the other atoms. We adopted this functional and basis sets because this computational 

setting reproduced the energy difference between spin states for oxyheme (O2FePorIm) in our 

previous study.55 Frequency calculations and IRC analyses were conducted to ascertain that proper 

energy minima and transition states were obtained. All of the above calculations were performed 

with the Gaussian 09 program package.56 In finding the MEISCP, the geometries were optimized 

under the constraint that the two states have to be energetically degenerate. Such optimizations 

were carried out with a program package developed by our group, which allows for the 

identification of minimum energy crossing points.57, 58 

 

3.2.1 Large model 

In the previous work, the protein environment was considered for the second step in the Fig. 

Figure 6 Computational models for the (a) Fe(II)-porphyrin-imidazole and (b) Fe(II)-porphycene-imidazole 
complexes, and (c) EDA. 
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2, cyclopropanation reaction.50-52 I was aimed at investigating the protein effect in the process of 

iron carbene formation. Also, because the protein structure is flexible, a small geometric change 

can lead to the fluctuation of the potential energy. Thus, it is necessary to calculate the free energy 

surface which is the fundamental property of the reaction by using dynamic sampling method. In 

this work, it is the first trying to apply free energy perturbation (FEP) method for the heme protein 

system.  

 

a) System setup 

All the calculations are based on the nMb crystal structure (PDB ID: 1YMB) and rMb crystal 

structure (PDB ID: 2V1K). In our computational model, to have a better comparison, the metal 

atom Mn in 1YMB was replaced by Fe since they have similar electronic structure. The sulfate 

was removed for its far distance to the active region. The hydrogen atoms were added via Amber 

tool.59 Protein residues were carefully checked with visual software VMD to confirm the charge 

numbers of the system.60 The Amber tool MCPB.py was used to apply force field to the model 

system, where RESP charges were calculated at the B3LYP/6-31G* level and TIP3P water model 

was used.61 For the standard residues, the general amber force field was used. All the simulations 

in this work were done by using Amber16. 59 The EDA was manually put on the top of porphyrin 

or porphycene ring. Then the combined structures were relaxed by 1000 steps minimization 

followed by 100 ps simulation of heating. Both systems reached the equilibrium before 20 ps. We 

took two proper snapshots from each simulation as the initial structures for the next step.  

 

b) QM/MM calculation 

Considering such large systems, to balance the accuracy and the computational costs, the 
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QM/MM method was adopted. The ONIOM method implemented in Gaussian16 62 was used 

because it allows to define the DFT functional and basis set freely for the QM part. All the QM/MM 

calculations in this work were conducted with electronic embedding scheme.63 We adopted a two-

layer scheme. QM region was consisted of all the EDA atoms, iron-porphyrin or iron-porphycene 

ring and part of axial His93 atoms which was truncated between the C𝛼 and the C𝛽 (see Fig. 7). 

Therefore, there are 98 QM atoms and 102 QM atoms (capping atoms are not included) for nMb 

and rMb, respectively. Fig. 7 shows the representative image of QM part. The rest part was 

considered as MM part. In the two-layer ONIOM method, the total energy is calculated by 

𝐸𝑂𝑁𝐼𝑂𝑀 = 𝐸ℎ𝑖𝑔ℎ,𝑚𝑜𝑑𝑒𝑙 + 𝐸𝑙𝑜𝑤,𝑟𝑒𝑎𝑙 − 𝐸𝑙𝑜𝑤,𝑚𝑜𝑑𝑒𝑙 , (3)

where the 𝐸𝑂𝑁𝐼𝑂𝑀  indexes the total energy estimated by using ONIOM method. ℎ𝑖𝑔ℎ and 𝑙𝑜𝑤 

represent whether the energy is calculated with high-level or low-level method. 𝑚𝑜𝑑𝑒𝑙 and 𝑟𝑒𝑎𝑙 

index the smaller layer and the total system, respectively. 𝐸ℎ𝑖𝑔ℎ,𝑚𝑜𝑑𝑒𝑙  corresponds to the energy 

of QM region calculated by DFT method. 𝐸𝑙𝑜𝑤,𝑟𝑒𝑎𝑙 and 𝐸𝑙𝑜𝑤,𝑚𝑜𝑑𝑒𝑙  correspond to the energy of 

the total system and the MM region calculated by using molecular dynamic method (in this work, 

the amber method was used), respectively. In ONIOM calculations, the boundary atom was capped 

by hydrogen.63 As mentioned, the initial geometries for QM/MM calculation were generated from 

MM calculation. To save the computational resources, all the counterions and the solvent water 

that are further than 5 Å to the QM atoms were removed. For the QM part, DFT method with 

uB97D functional were used as we did in the small model.31 Effective core potentials and valence 

electrons of Fe were represented with SDD. The 6-31g* basis sets were adopted for C, H, O, and 

N.  
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From a simple dynamic simulation, we already had an initial MM optimized structures of 

reactants. Then, these two reactants were further refined by frozen MM structures and only 

optimize the QM region. In the same way, only the QM atoms were allowed to move to get the 

initial structures for the transition state and the carbene complex for each spin state. Finally, each 

structure was optimized in an iterative way. That is, optimizing the MM and QM part separately 

until they converged to the same structure. Although it is possible to optimize the whole system 

together with ONIOM method, in the practice, doing such calculation can easily meet errors like 

SCF (self-consistent field) errors.  

 

c) Free energy calculation 

We used QM/MM method to fully optimize the geometries of reactants, transition states, 

ISC points, and the products. These structures were the foundation to make potential energy 

profiles or calculate the free energy. FEP method is a powerful and wild applied technique for the 

large system like proteins.64-66 The free energy difference ΔAij between system i and j can be 

calculated by 

Figure 7 QM region of the large model. 
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∆𝐴𝑖𝑗 = 𝐴𝑖 − 𝐴𝑗 = −
1

𝛽
ln < 𝑒−𝛽(𝐸𝑖−𝐸𝑗) >𝑗 , (4) 

where the angle brackets represented for the assemble average over the configuration space of 

system j. Ei and Ej are the potential energy of system i and system j, respectively. In practice, we 

can’t reach all the configurations in one sampling. Such nonergodic problem is quite common in 

large systems. One of our effort to overcome this problem is to use multi-staging strategy as many 

other works did.66-68 

As mentioned, basing on the fully optimized structures, FEP calculations were performed 

via multi stages. For a pair of target systems, for example the reactant and the transition state, a 

series of intermediate images were generated. In this way, the QM structure could change little by 

little. We expected the small step size helps to enlarge the configuration phase space overlap 

between each pair. A good choice to get the intermediates is to choose structures according to the 

reaction coordinates, like a certain bond distance or the dihedral angle.64, 67 After yielding 

intermediate images, dynamic simulations were done with each fixed QM structure. Belly type 

dynamic was performed to restrain the QM atoms. After 2000 steps optimization, the systems were 

heated to the target temperature (300K) by 0.5 fs simulations. Then, the systems were equilibrated 

to the constant pressure (1 atm). Finally, 600 ps NVT assemble simulations were performed. Every 

1 ps the new configuration was saved. We used Gaussian to do the QM/MM single point energy 

calculation for the selected configurations. According to Equation 4, the QM/MM free energy 

difference between two images can be calculated by 

∆𝐴𝑞𝑚 𝑚𝑚⁄ (𝑅𝑞𝑚
𝑖 → 𝑅𝑞𝑚

𝑖+1) = −𝑘𝐵𝑇𝑙𝑛 < exp [−
∆𝐸𝑖

𝑘𝐵𝑇
] >𝑚𝑚,𝑖 (5) 

where 

∆𝐸𝑖 = 𝐸𝑞𝑚 𝑚𝑚⁄ (𝑹𝑞𝑚
𝑖+1, 𝑹𝑚𝑚

𝑖 ) − 𝐸𝑞𝑚 𝑚𝑚⁄ (𝑹𝑞𝑚
𝑖 , 𝑹𝑚𝑚

𝑖 ). (6) 
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In Equation (5), the angle bracket means the simulation is done at QM structure 𝑖 (notated as 

simulation 𝑖). 𝐸𝑞𝑚 𝑚𝑚⁄ (𝑹𝑞𝑚
𝑖+1, 𝑹𝑚𝑚

𝑖 ) represents the potential energy where the MM structure is 

gotten from simulation 𝑖 and QM structure is the image 𝑖 + 1. We can call the energy difference 

calculated in this direction as the forward perturbation energy. If we exchange the label 𝑖 and 𝑖 +

1, then the energy difference is the reverse perturbation energy. 

To better estimate the free energy difference, we used overlap sampling (OS) method to 

average the two direction perturbation results.65 The original form of OS method is  

exp(−𝛽∆𝐴) =
< 𝑤(𝑢) exp(−𝛽𝑢 2⁄ ) >0
< 𝑤(𝑢) exp(+𝛽𝑢 2⁄ ) >1

, (7) 

where 𝑢 = (𝐸1 − 𝐸0) is the potential energy change corresponding to the perturbation. In our 

case, 𝑢 is equal to ∆𝐸𝑖 in equation 5 and we simply chose 𝑤(𝑢) = 1.This is referred as simple 

overlap sampling method. 65 Although we saved 600 trajectories for each simulation, it is not 

possible to average the potential energy of all these structures due to limited computational 

resource. According to the work of Thomas, the energy barrier can be converged at 20 data points.67 

Thus, we selected 30 trajectories which are equally spaced to do the single point energy calculation. 

These potential energy values were used in equation 6. 

 

3.3 Results and discussions 

3.3.1 Small model 

Although there are several DFT studies on the electronic structure and energy profile for the 

carbene species with a porphyrin ligand,34, 35 the present one is the first report on the comparison 

between the porphyrin and porphycene ligands and also on the reaction pathway via intersystem 

crossing. The optimized structures and relative potential energies of the ferrous state, the EDA 

adduct, and the carbene species were calculated for each spin state, singlet, triplet, and quintet. 
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The estimated energy diagrams for rMb and nMb are summarized in Fig. 8 with showing the key 

structures at each step. All optimized structures of stable intermediates in different spin states are 

shown in Fig. 9. In the case of nMb, the stable quintet state of the catalytically-active ferrous state 

converts to the quintet EDA adduct, and then a quintet/triplet transition occurs via the Q/T crossing 

point, which is the MEISCP. However, the structure at the Q/T point and its potential energy are 

both similar to those of the optimized triplet EDA adduct, indicating that the triplet species is 

efficiently quenched to the stable quintet state of the EDA adduct via a negligible kinetic barrier. 

The inefficiently generated triplet EDA adduct must overcome an energy barrier of 4.0 kcal/mol 

(MEISCP T/S) to produce the singlet EDA adduct, which is allowed to transform to the singlet 

carbene species over an energy barrier of 7.0 kcal/mol. The total barrier for the transition from the 

quintet state to the singlet state of the EDA adduct is estimated to be 8.2 kcal/mol, because the 

direct transition from a quintet to a singlet state is prohibited by the selection rule of spin-orbit 

coupling (the suggested overall pathway to form the carbene species is summarized in Fig. 9). In 

contrast to nMb, the stable triplet state of ferrous rMb,69, 70 which results from the strong ligand 

field of the porphycene relative to the porphyrin, yields the triplet state of the EDA adduct. The 

triplet adduct is converted to the singlet adduct via MEISCP T/S (energy barrier = 6.2 kcal/mol), 

and then, the singlet carbene species is produced from the singlet EDA adduct via an energy barrier 

of 4.6 kcal/mol. Therefore, fewer steps in intersystem crossing are observed for rMb, and the 

smaller kinetic barriers in rMb relative to nMb strongly support the larger rate constants for the 

reaction of rMb with EDA compared to that of nMb.  
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Figure 8 Potential energy diagrams for the reactions of (a) the native heme-imidazole complex with EDA and (b) 
the FePc-imidazole complex with EDA. Optimized structures of stable intermediates in different spin states at each 
step in the reaction are shown below the diagrams. 
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Figure 9 DFT-optimized structures of stable intermediates and transition states in different spin states at each step 
in the reaction of (a) nMb and (b) rMb with EDA. 
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A previous study by Shaik et al. focused on the electronic structure of the iron carbene 

porphyrin with negatively charged cysteine ligand [SCH3]
-. They obtained the open-shell ground 

state which is about 5 kcal/mol lower than the closed-shell ground state. On the other hand, our 

system was with neutral imidazole ligand. The change of the ligand affects the stability. With the 

imidazole ligand, the ground state was calculated to be a closed-shell singlet state. When we did 

the same calculation as the previous one (stable=opt),35 the open-shell singlet state was 6.2 

kcal/mol and 11.5 kcal/mol higher than the closed-shell singlet state in the nMb and rMb, 

respectively. The electronic structures of our models, Fe(porphyrin)(imidazole)(CHCO2Et) and 

Fe(porphycene)(imidazole)(CHCO2Et), are shown in Fig. 10 and 11, respectively. The charge 

distributions of the fragments Fe(porphyrin)(imidazole) (or Fe(porphycene)(imidazole)) and 

CHCO2Et are same to the Shaik’s work, where the Fe is a d6 configuration and the carbene has no 

charge or unpaired electrons. The orbital composition analysis was conducted by using natural 

atomic orbital (NAO) method. In the case of Fe(porphyrin)(imidazole)(CHCO2Et), the electronic 

configuration is similar to that of Shaik’s work but without unpaired electrons. There are two bonds 

between Fe and carbene, one vacant 𝑑𝑧2 (Fe) orbital and occupied 𝑠𝑝2 (carbene) orbital formed 

𝜎 bond, one 𝜋-bonding formed by occupied 𝑑𝑦𝑧 (Fe) orbital and vacant 2𝑝𝑦 (carbene) orbital. 

In both 𝜎  and 𝜋  bonding orbitals, the 𝑑  orbitals are the major components while in the 

antibonding orbitals, the orbitals from carbene contribute more. There is no bonding orbital found 

between the N from imidazole and iron in this case. The electronic structure of 

Fe(porphycene)(imidazole)(CHCO2Et) is alike to the Fe(porphyrin)(imidazole)(CHCO2Et) but 

more complicated. The d orbitals are more delocalized. The energy of bonding 𝜎 orbital, which 

is formed by 𝑑𝑧2  orbital of iron and 𝑠𝑝2  orbital of carbene is very near to the energy of N 

(imidazole) 2𝑝𝑧  orbital. Thus, the 𝜎  bond also contains the component of 𝑁2𝑝𝑧 . The 
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antibonding interaction between 𝑁2𝑝𝑧 and 𝑑𝑧2 is thought to also have similar energy with 𝑑𝑥𝑦 

orbital. There are two reasons. First, although there is only one 𝑑𝑥𝑦 orbital showed in Fig. 11 

middle column, in fact there are two molecule orbitals with very small energy gap (-0.0077 a.u.) 

that have 𝑑𝑥𝑦 component. These two orbitals also have a certain 𝑑𝑧2 and 𝑁2𝑝𝑧 component. On 

the other hand, the 𝑑𝑥𝑦 orbital in the carbene molecular is out of standard shape but a mixed shape 

with 𝑑𝑧2 orbital. Thus, we believe the antibonding of 𝑑𝑧2  and 𝑁2𝑝𝑧 splits the 𝑑𝑥𝑦 orbital. 
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Figure 10 Electronic configurations of singlet Fe(porphyrin)(imidazole)(CHCO2Et) complex and its fragments. 



 

80 
 

 

3.3.2 Large model 

a) Geometries and potential surfaces 

At first, we fully optimized the reactant, transition state, and product structures on three 

different spin surfaces with the explicit protein environment at QM/MM level. Also, the ISC points 

were located. The corresponding potential energy profiles are shown in Fig. 12. Optimized 

Figure 11 Electronic configurations of singlet Fe(porphycene)(imidazole)(CHCO2Et) complex and its fragments. 
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structures are shown in Fig. 13. In the case of nMb, similar to the results of the small model, there 

are two ISC points in the region of adduct complexes. Through these two points, the complex 

jumps from the most stable quintet state to the less stable singlet state. The major geometry change 

along the reaction pathway is the distance between EDA and iron, which is shortened from 3.16 

Å to 2.96 Å. After approaching singlet adduct minima, through a 6.7 kcal/mol energy barrier, the 

singlet iron carbene complex can be formed. Counting the quintet adduct complex as the zero 

energy point, the total activation energy is 17.6 kcal/mol. The Q/T crossing point was found to be 

very near to the triplet adduct minima because these two complexes are structurally and 

energetically alike to each other. The T/S crossing point was also located near to the singlet adduct 

complex. In the case of rMb, the ground state of adduct complex is triplet state. There is no 

intersystem crossing happened before the transition state. After overcoming the energy barrier of 

16.3 kcal/mol, the triplet iron carbene complex is yielded. Because triplet state is not the most 

stable state of the iron carbene complex, through a small energy barrier (4.9 kcal/mol) to reach the 

T/S crossing point, the iron carbene complex can relax to the singlet state. Thus, the ISC points 

will not cause higher energy barrier than the transition states. The activation energy barrier in the 

case of rMb is only 1.3 kcal/mol than that of nMb. From this perspective, it is difficult to compare 

their catalytic activity. The reaction energy of nMb is -7.2 kcal/mol while the reaction energy of 

rMb is -13.1 kcal/mol. Consequently, the iron carbene formation by using rMb is 

thermodynamically more favorable. 
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Figure 12 QM/MM method calculated potential energy surfaces of iron carbene formation. a) the case of nMb. b) 
the case of rMb. 
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Figure 13 The QM geometries of QM/MM method optimized stable intermediates and transition states in different 
spin states at each step in the reaction of (a) nMb and (b) rMb with EDA. 
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Comparing the potential energy surfaces of the small model and the large model, they show 

high consistency of the tendency but still have notable differences. One obvious difference is that 

the energy barriers calculated with protein are higher than that of small model in both two cases, 

which are 5.0 kcal/mol and 7.4 kcal/mol higher for the case of nMb and rMb, respectively. The 

reasons for the differences will be discussed in the following two paragraphs. 

For the case of nMb, we can divide the total energy barrier into two components, the relative 

energy differences corresponding to the stability of the adduct complexes and the activation energy 

on the singlet state. With or without protein, the second component contributes energy barrier 

around 7 kcal/mol (6.7 kcal/mol for the result with protein and 7.0 kcal/mol for the result without 

protein, see Fig. 8(a) and Fig. 12(a)). Thus, the total energy difference should be attributed to the 

different stability of the adducts. Naturally, there comes the question why the relative energy 

between different states of the adduct complex is enlarged when the protein environment is 

considered. To answer this question, we compared the important structural information of adduct 

complexes as shown in Table 1. It is easily to find the enlarged Fe-C distance with consideration 

of protein and solvent water. For the singlet, triplet, and quintet states, the Fe-C distances are larger 

by 0.60 Å, 0.11 Å, and 0.14 Å, respectively. By investigation, the solvent water molecule should 
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be responsible for the distance changes. Inside the singlet adduct complex, there is a water 

molecule close to the O1 of the EDA (the O⋯H distance is 1.78 Å) as shown in Fig. 14. Because 

the position of that water is above the EDA, the interatomic interaction between H and O can drag 

EDA further from the porphyrin ring. Such short distance interaction was also found in the triplet 

and quintet adduct complexes. But, because the EDA-iron distances in the equilibrium structures 

of triplet and quintet states are already large, the influence of the water molecule is not so obvious. 

The longer Fe-C1 distance may indicates the less interaction between iron and EDA. Thus, the 

singlet adduct complex is less stable. 

 

 

 

 

 

 

 

Figure 14 The H of water is close to the O of EDA. Their distance is 1.78 Å 
 
. 
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Table 1 Important geometric information of adduct complexes of different spin states. The values in the grey 

background were calculated with protein. The values in the white background were calculated without protein. 

 Spin state Fe-C1 Fe-NHis Fe-Nring* H1-C1-C2-O1 

nMb 

Adduct 

Singlet 
2.96 1.93 2.00 -17.12 

2.36 1.93 2.00 15.69 

Triplet 
3.06 2.16 2.01 -20.23 

2.95 2.20 2.01 -3.64 

Quintet 
3.16 2.10 2.09 -21.75 

3.02 2.16 2.08 -4.26 

rMb 

Adduct 

Singlet 
2.63 1.94 1.96 -9.22 

2.25 1.95 1.96 21.04 

Triplet 
3.02 2.13 1.96 -25.37 

2.98 2.20 1.95 -5.02 

Quintet 
3.10 2.09 2.04 -24.15 

3.04 2.15 2.04 -5.42 

 

As for the rMb, the larger activation energy calculated with protein is because the change of 

relative energy order of the transition states. In the small model, the singlet transition state is more 

stable than the triplet transition state by 5.5 kcal/mol. After considering protein environment, the 

singlet transition state becomes less stable than the triplet one by 2.5 kcal/mol. Relative to the 

triplet adduct complex, the stability of the triplet transition state doesn’t change much whether 

protein is considered or not, but singlet transition state is 9.9 kcal/mol less stable with the 

consideration of the protein environment. The comparison of the structural parameters of the 

singlet transition states of two models (see Fig. 15 left) indicated their high similarity. The charge 

transfer between the adduct complexes and the transition states of singlet and triplet case are shown 

in Fig. 15 right. For simplicity, the singlet and triplet transition states optimized without protein is 

noted as nPS (no protein singlet state complex) and nPT (no protein triplet state complex), 
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respectively. The corresponding structures optimized with protein environment are indexed as PS 

and PT, respectively. For the nPS and the nPT, there is large charge transfer between three pairs, 

C1 and Fe (-0.072e for the nPS, -0.175e for the nPT), N1 and C1 (-0.113e for the nPS, -0.211e for 

the nPT), and porphycene ring and Fe (-0.189e for the nPS, -0.425e for the nPT). When there is 

protein, in case of PT, this tendency keeps the same in the charge transfer. However, things get 

changed for the PS. The charge transfer between C1 and Fe reduces to as less as -0.002e which 

indicates that there is almost no charge transfer between the two atoms during the formation of the 

transition state. This is supported by the fact that no Fe-C1 bond was found in this case but the Fe-

C1 bond was found in the case of nPS from the NBO analysis. Thus, C1 can’t be stabilized by Fe 

if there is no obvious interaction, leading to the less stable singlet transition state. From another 

aspect, we can also find the influence of the protein environment to the electronic structure of the 

active site. There are -0.036e charge transfer from the Fe to the axial ligand in the nPS but -0.006e 

charge transfer from the axial ligand to the central metal in the PS. Similarly, there are -0.064e 

charge transfer from Fe to the axial ligand in the nPT but even more charge transfer happens in the 
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same direction in the PT (-0.098e). These facts suggest that the protein environment passes more 

electron through the axial ligand to the central metal. 

 

b) Free energy calculation 

The results of free energy calculation are shown in Fig. 16. Because free energy calculation 

is time consuming, rather than consider all the spin states, only the relative free energy difference 

between the important structures on the reaction pathway were evaluated. At the same time, in the 

case of nMb, because the Q/T and T/S crossing points are near triplet and singlet adduct minima, 

respectively. It was assumed there is no free energy difference between the Q/T crossing point and 

the triplet minima. And， same assumption was made to the T/S crossing point and the singlet 

minima. In the case of rMb, we did simulation at the T/S crossing point and selected the structures 

on the crossing seam (the trajectories that the energy gap is smaller than 0.0001 Hartree were used) 

Figure 15 Left: the geometric information of the singlet transition state of the rMb case; the values with and without 
parenthesis are calculated under large and small models, respectively. Right: charge transfer between the adduct 
complexes and the transition states in singlet state and triplet state; the upper one shows the results of small model 
while the bottom one shows the results of the large model. 
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to do the free energy calculation. Interestingly, we found if using the QM structure of the crossing 

point in simulation, the trajectories are mostly on the crossing seam, suggesting that the QM 

structure is the main factor to control the crossing. 

 

Fig. 16(b) shows the free energy surface of the case of rMb. From the adduct complex to the 

transition state, we optimized several structures with fixed Fe-C1 distance and three of these 

structures were selected to do the FEP calculation. The second window was calculated to be more 

stable than the optimized triplet adduct complex on the free energy surface. But on the potential 

energy surface, the second window is less stable than the adduct complex by 7.9 kcal/mol. The Fe-

C1 distance of adduct complex is only 0.22Å further than that of the second window. We put the 

two QM structures in the same figure and moved one structure translationally to overlap their 

boundary atoms see Fig. 17. Most part of the QM atoms overlap well with each other while the 

position of one carboxyl groups were slightly different. Thus, it is most possible that the interaction 

between carboxyl group and the environment leads to the opposite energy order. In the calculation 

of potential energy, we considered the solvent water molecules around active site and exposed 

Figure 16 FEP method calculated free energy surfaces. a) the free energy surface of the nMb case. b) the free 
energy surface of the rMb case. 
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carboxyl groups were found to have interaction with the solvent. However, in the calculation of 

free energy, although all the windows were optimized under water condition like the optimization 

of important complexes (adduct, ts, and carbene) and the simulations were conducted in the water 

box, the water molecules were removed in the single point calculation. Consequently, whether 

there is water or not can influence the results. Table 2 shows effect of environment waters on 

energy. Considering only the QM part energy in Table 2, with water the adduct complex is more 

stable by 22.3 kcal/mol, however, without water the second is more stable by 9.1 kcal/mol. 

Obviously, the solvent water can stabilize the QM region through interatomic interaction to both 

structures. But this interaction is much stronger for the adduct complex. Thus, the energy orders 

of potential energy and the free energy between adduct complex and the second window becomes 

different. 

 

Table 2 Comparison of the potential energy between triplet adduct complex and the second window calculated with 

or without solvent water. The Values in the grey background are the QM part energy. The values in the white 

background are the total energy. The energy unit is in Hartree. 

 

 

 

 

 With water No water 

Triplet 

adduct 

-2640.66379 -2640.39820 

-2648.73404 -2646.94260 

2nd Window 
-2640.62827 -2640.41266 

-2648.72138 -2646.97142 

Figure 17 Structural differences between triplet adduct complex and the second window. 
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3.4 Conclusions 

In the experiment, the iron-porphycene substituted myoglobin is found to efficiently react 

with ethyl diazoacetate to generate the active carbene species for the cyclopropanation of styrene. 

The catalytic activity of rMb is 26-fold higher than that observed for the native iron porphyrin in 

the protein matrix.  

The results calculated by using small model have already revealed the basic mechanism and 

strongly support the fact that the strong ligand field of porphycene is useful for the efficient 

formation of the central carbene intermediate. The reasons are the following, in the case of nMb,1) 

there is one more ISC point than in the case of rMb; 2) the position of Q/T crossing point is near 

triplet minima which leads to the easily quenching; 3) the total energy barrier is also 3.7 kcal/mol 

higher than that of rMb. 

With a large computational model, similar potential energy surfaces were got for nMb and 

rMb involved carbene formation. However, the protein environment can influence the electronic 

structure of the active sites. Also, the interatomic interaction between the EDA and solvent water 

or the carboxyl group of porphycene ring and the water changes the stability of the intermediates. 

As the result, the potential energy surfaces were different. This interatomic interaction is especially 

obvious in the case of rMb, which leading to the potential energy barrier and the free energy barrier 

are notably different. We can safely say, without considering the solvent water, the free energy 

barrier of the rMb case is much lower than that of nMb. For more precise result, we suggest to 

consider the solvent effect when using FEP method to calculate the free energy. 
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One of the most important tasks in the study of a chemical reaction is to figure out the 

mechanism. Finding out the reaction pathway, also known as MEP, and the corresponding TS is 

the key to unlock this problem. For the nonadiabatic processes such as photophysical and 

photochemical reactions, the conical intersection point is as well nonnegligible to explain the 

mechanism.1-6 In the subsection 4.1, an example a work we cooperated with the experimental 

group related to the photochemical reaction will be introduced as another example. For such 

multiple states reactions, we would wonder if there is a convenient way to optimize ISC points. 

Subsection 4.2 would introduce out newly developed method for this question. 

 

4.1 An application of a penalty function method to locate MEISC point.  

4.1.1 Introduction 

In the experiment, it was first time found that dibenzofulvene (DBF) can be formed by 

photo-induced dehydration of alcohols.7 The 9-fluorenylmethanol (FM) is converted into DBF 

under the Xe lamp irradiation. This photo-induced reaction was found to be clean and efficient. 

The only product olefin can be the source material for other important functional vinyl compounds 

such as poly(DBF) which has 𝜋-stack conformation.8-13 This new synthesis approach owns many 

Figure 1 (a) An intermediate of carbanion is formed in E1cb mechanism. (b) A concerted E2 mechanism. 
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different features to the previous work.  

In the previous work, similar process where DBF monomer was also obtained by FM 

conversion in the base environment was considered to happen in a elimination unimolecular 

conjugate base (E1cb) mechanism.14-16 Another thing should be pointed out is, in the new synthesis 

method, base is not used. However, in the previous work, base was necessary. E1cb mechanism is 

a two-step mechanism as shown in Fig. 1(a). In the first step, hydroxy group grabs the hydrogen 

on the 𝛽-carbon, leading to the generation of carbanion. Then, the hydroxy group on the 𝛼-carbon 

leaves away, yielding the product of FM. Different from the E1cb mechanism, the product can be 

generated in a concerted way without appearance of carbanion in the normal E2 mechanism (see 

Fig. 1(b)). 

Experimental results showed that the photo-induced 𝛽-elimination of FM to DBF could be 

a unimolecular reaction because the reaction rate is linearly growing according to the initial 

concentration of the FM. Because both E1cb and normal E2 mechanism are bimolecular process, 

they can‘t be used to explain this reaction. Besides, the type of solvent was found to influence the 

reaction rate greatly according to their dielectric constants. Reaction in the solvent with larger 

dielectric constant is slower. This effect of solvent is in the opposite order to the expected 

mechanism of previous work where the deprotonation reaction should be easier in the solvent with 

larger dielectric constant. 14-16 These evidences indicate the possibility of an E2 mechanism. On 

the other hand, it was observed that in the solvent with lower fluorescence efficiency, the rate 

constant was higher. Thus, the reaction may happen on the excited triplet state. Because the ground 

states of the reactant and the product are both singlet state, intersystem crossing could occur.  

Considering the debates of the mechanism, it is necessary to investigate the reaction from 

the perspective of theorical view. Although it seems to be a unimolecular conversion reaction, in 
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this section, the structural changes along the reaction will be introduced step by step. Also, different 

electronic states will be considered. Our computational results indicated that this reaction is not as 

simple as it seems to be and ISC plays a role. The computational details will be given in subsection 

4.1.2. The results and discussion of the mechanism can be found in subsection 4.1.3. 

 

4.1.2 Computational details 

In this work, DFT method was adopted. Because excited states would also be studied, 

unrestrained B3LYP functional with 6-31g basis set were used for structures optimization and the 

energy evaluation. The difference of unrestrained functional and restrained functional lies in 

whether the spatial orbitals of 𝛼 spin orbital and 𝛽 spin orbital are forced to be degenerated, if 

not, it is unrestrained scheme. Unrestrained functional is more natural and precise description. The 

structure optimization was mainly conducted by using Gaussian09 software.17 Some transition 

states were found by using GRRM program.18, 19 The ISC point was optimized by using the code 

developed in our group. 

 

4.1.3 Results and discussions 
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Calculated potential energy profile is shown in Fig. 2. The black line represents the energy 

surface of 𝑆0 state, the red and the purple lines represent 𝑇1 and 𝑆1 state, respectively. Initially, 

the molecule is excited from the ground state of 𝑆0 state to the first singlet excited state 𝑆1 by 

Xe lamp irradiation. 𝑆1  state is less stable than the ground state by 109.5 kcal/mol. At this 

structure, the energy of 𝑇1  state is in between the two singlet states. By slightly structure 

relaxation, the molecule reaches the local minima of 𝑆1 state. From 𝑆0 minima to 𝑆1 minima, 

the structure becomes different mainly because the single bond connection of the 9-position carbon 

around the -CH2- group is rotated. Next, only 14.0 kcal/mol energy is needed to across an energy 

barrier on the 𝑇1 surface. In this process, the same C-C single bond is rotated more and the bond 

length of C-O is enlarged, leading to the generation of an OH radical and a 9-fluorenylmethyl 

radical. This step is the rate-determining step in this reaction. Then, the position of OH radical is 

Figure 2 Proposed mechanism of the photo-induced 𝛽 -elimination of 9-fluorenylmethanol leading to 
dibenzofulvene. Numbers and 𝐸𝑎 denote relative potential energies and activation energy in kcal/mol, respectively. 
MEISCP stands for the minimum energy intersystem crossing point. 
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rearranged. We found there is interaction between the OH radical and the hydrogen at 1-position 

of the fluorene back bone in rearranged structures (T1-IM1 and T1-IM2). This kind of interaction 

was thought to be the weak hydrogen-bonding interaction. After the arrangement, through another 

transition state (T1-TS2) where the energy barrier is as small as 3.4 kcal/mol, the OH radical takes 

away the hydrogen at the 9-position, leading to the formation of product DBF (T1-IM3). At this 

time, the product is on the minima of triplet state which is more stable than the 𝑆0 state by 17.3 

kcal/mol and the methylene unit in DBF is perpendicular to the fluorene backbone in the triplet 

state. However, this is not the most stable minima. Along with the methylene unit rotating to the 

planar of fluorene backbone, one MEISCP was found and yields the most stable product in 𝑆0 

state. From the triplet local minima (T1-IM3) to the MEISCP, only 0.5 kcal/mol is needed. The 

singlet product is more stable than T1-IM3 by 49.6 kcal/mol. The product is a little less stable than 

the reactant by 5.1 kcal/mol. Thus, this is an endothermic reaction. 

Because there is a homolysis step of the C-O bond to generate OH radical and this radial 

finally takes away the hydrogen on the neighbor carbon, this reaction is considered occur through 

an E2 mechanism. However, it should be noticed that this reaction is different from the normal E2 

mechanism because usually strong base environment is required in the normal E2 mechanism, but 

in this reaction no base was used. It should be noted that, the generated OH radial takes the role of 

-OH. We don’t think it is the E1cb mechanism because not only there was no base but also no 

carbanion was generated in the reaction pathway. On the other hand, basing on the experiment 

affect that the appearance of radical scavenger did not influence the rate constant, the lifetime of 

the OH radical and 9-fluorenylmethyl radical may be too short in the concerted E2 reaction so that 

these two radicals have less chance to collide with the radical scavenger. 

As we mentioned before, in the solvent with larger dielectric constant the reaction rate is 



 

103 
 

smaller. This can be explained in terms of mobility of the reactive species. There is possibility that 

OH radical has interaction with MeOH or CH3CN or H2O through hydrogen-bonding and/or 

dipole-dipole interactions. Consequently, OH radical have lower mobility in the polar solvents, 

leading to the less efficiency in the rearrangements in formation of T1-IM1 and T1-IM2, as depicted 

in Fig. 2. 

Our results calculated by DFT mechanism is opposite to the expect of references where the 

fluorene derivatives20-25 and benzylalcohol derivatives are predicted to form an iron or radical on 

the carbon atom at the benzylic position which is stabilized by conjugation with aromatic system. 

In this calculation, however, the homolysis of the C-O bond of FM is confirmed. Considering DFT 

method have been used to successfully interpret radical reactions,26, 27 we believe the results are 

trustable. 

 

4.1.4 Conclusions 

In this work, a new approach to synthesize dibenzofulvene by using 9-fluorenylmethanol was 

proposed. Different from traditional E1cb mechanism in similar reactions, the photo-induced 𝛽-elimination 

of FM was found to go through E2 mechanism. Experimentally, this mechanism is supported by the effects 

of solvent and the observation of the reaction rate. Theoretically, the DFT calculation results also suggested 

the E2 mechanism because the OH radical take a role in the reaction and no carbanion was generated. 

Besides, the homolysis of C-O bond on the FM was predicted by DFT calculation. This is the opposite 

result as expected in the previous work. 

 

4.2 Nudged elastic band method development for multiple states reactions 

4.2.1 Introduction 

The configuration of the minimal energy conical intersection point is of great importance 
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because it opens an effective and efficient way for nonradiative transition.28 Spin-forbidden 

reactions, which are ubiquitous in transition metal compounds involved reactions, is subject to the 

conical intersection. MEISCPs in spin-forbidden reactions have attracted lots of scientific concern 

because of the key roles in the reaction pathways.29-35 Many researches have revealed that these 

spin-changes can either accelerate the reactions or induce the reaction barriers.36-38 The 

determinations of spin crossing geometries help to investigate the reaction mechanism, explain the 

experimental phenomenon, and sometimes estimate the reaction rate.29, 36, 39, 40 

Methods for locating the conical intersections can be classified into three, known as 

Lagrange multiplier method,30, 41, 42 gradient projection method,43 and penalty function method.44, 

45 These methods have their own advantages and disadvantages.46 Among the three, penalty 

function method is quite useful when the two state intersect coupling vectors are unavailable,46, 47 

for example when the computational model is large or the electronic method can’t calculate more 

than one electronic state simultaneously.28, 48 There are two typical penalty functions proposed by 

Ciminelli et al.44 and Martinez et al.,45 respectively. Maeda et al. also used a simpler form of 

Martinez type penalty function.49 When applying penalty function method, one needs to prepare 

an initial structure that is better to be close to the real MEISCP, not only to save the computational 

resources but also to improve the degree of accuracy. Actual ISCs constitute a multidimensional 

seam on the potential surface. The optimized structure depends largely on the initial guess. For a 

spin crossing reaction, it is not straightforward to prepare a proper starting point that leads to the 

MEISCP. 

A significant number of computational methods have been developed to calculate TS. The 

mostly used methods can be divided into three groups basing on the initial conditions. A class of 

methods such as Newton-Raphson and quasi-Newton method starts from a proper guess of TS.50, 
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51 Methods like isopotential searching method start from the reactant.52 The third class of methods 

begin with structures of reactant and product. Among the third type, nudged elastic band (NEB) 

method is one of the most widely used one.53 Since the original NEB method was developed, 

different variants were proposed to extend its applicable fields. Climbing image NEB (CI NEB) 

and improved tangent estimate NEB (IT NEB) were proposed in the same period.54 The former 

method made a small change to the image with highest energy. This climbing image doesn’t feel 

spring force but optimized towards TS. So that, CI NEB can yield TS while finding MEP without 

extra computational costs. IT NEB highlighted a new way to estimate tangent. New tangent was 

said to be more stable and can help to eliminate the problem with kinks. There were also methods 

developed for improving the accuracy near TS by maintaining the proper density of images. 

Adaptive NEB (ANEB) and free-end NEB (FENEB) method were proposed for this problem.55 

Recently, a combination of these two methods was published.56 Another direction for the 

improvement is to accelerate the NEB calculation. Peterson introduced the machine learning into 

NEB method while Koistinen and coworkers adopted the strategy to use gaussian process 

regression.57, 58 All the improvements of NEB method made until now were developed basing on 

a single spin surface MEP searching. 

As we have mentioned, the determination of ISC bares another serious problem in addition 

to those of TS. Although our chemical intuition can give an initial guess to the TS, it is hard to do 

so for the ISC. Maeda and coworkers have a strategy to find all of the available crossing points by 

combining a penalty function method and automated search methods such as global reaction route 

mapping (known as GRRM) and artificial force induced reaction (noted as AFIR).59 On the other 

hand, we are interested in finding crossing points in the course of reaction pathway. In this work, 

we will apply a penalty function method to NEB method so that ISC points can be automatically 
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located while optimizing the reaction pathway. In the next subsection, a simple review about 

traditional NEB method will be given. Then the algorithm about multiple states NEB (MS NEB) 

method will be discussed. The computational details about testing examples will be stated in the 

third subsection. The fourth subsections will show the results we tested.  

 

4.2.2 NEB method 

NEB method is a two-ending controlled method. By using optimized structure of reactant 

(�⃗� 0) and product (�⃗� 𝑁+1), a set of intermediate images {�⃗� 𝑖|𝑖 ∈ [1,𝑁]} can be generated as the 

initial guess, where �⃗� 𝑖 represents cartesian coordination of image 𝑖. Then, these images would 

be optimized iteratively under the influence of both electronic potential and spring potential. This 

spring force is applied to avoid the sliding into a minimum. 

Linear interpolation (LI) method or improved dependent pair potential method are available 

for initial guess.60 In this work, LI method was adopted. The coordinate of image 𝑖 is generated 

by  

𝑟𝛼
𝑖 = 𝑟𝛼

0 + (𝑟𝛼
𝑁+1 − 𝑟𝛼

0) × 𝑖/(𝑁 + 1), (1) 

where 𝑁  represents the total number of images.  𝑟𝛼
0 , 𝑟𝛼

𝑖 , and 𝑟𝛼
𝑁+1  (𝛼 = 𝑥, 𝑦,  or 𝑧 ) are the 

cartesian coordinates of reactant, image 𝑖, and product, respectively.  

The object function of NEB method, 𝑆({�⃗� 𝑖}), is consisted of potential energy and spring 

energy.

S(�⃗� 0, … , �⃗� 𝑁+1) = ∑ 𝑉(�⃗� 𝑖)
𝑁
𝑖=1 + ∑ 𝑘𝑖/2 × (�⃗� 𝑖 − �⃗� 𝑖−1)

2𝑁+1
𝑖=1 , (2)  

where 𝑘𝑖 is a spring constant. The first term represents for the accumulation of potential part and 

second term is the sum of spring energy. To avoid the corner cutting problem or sliding problem,61 

only the parallel component (or say, the component parallel to the reaction pathway which is 
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defined by tangent) of the true force and the perpendicular component of the spring force are 

adopted. 

𝐹 𝑖 = −∇𝑉(�⃗� 𝑖)|⊥ + 𝐹 𝑖
𝑆|∥ , (3) 

where ⊥ means perpendicular component and ∥ means parallel component. See Fig. 3 for the 

direction of the vectors. 

 

Climbing image (CI) NEB method is a good choice if we want to locate TS at the same time. 

The image energetically on the top of the reaction pathway is optimized towards TS by using force 

𝐹 𝐸𝑚𝑎𝑥 = −∇𝑉(�⃗�
 
𝐸𝑚𝑎𝑥

) + 2∇𝑉(�⃗� 𝐸𝑚𝑎𝑥)|∥ (4) 

Considering the benefits of IT NEB, we used this method as a good estimation of tangent in 

this work. For more details of the tangent, please refer to the reference.62 

 

4.2.3 Multiple spin states NEB method 

Our group had experience of calculating the reaction systems related to ISC.7, 63-67 ISC 

points were found crucial to explain the experimental phenomena. Inspired by CI-NEB method, 

MS NEB method is designed to locate ISC point together with normal NEB strategy. For 

simplicity, only two-state reactions will be discussed. This method, however, can be generalized 

for systems with more complicate multiple spin states. 

The initial setting-up is the same as normal NEB method. After the initial guesses are given, 

Figure 3 The direction of forces in equation (3). 
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images will be optimized on the more stable spin surface. Spin multiplicity for each image is 

determined by comparing the single point energy of each spin state. 

In MS NEB optimization, the force acts on the image with highest energy is same as CI 

NEB, shown in equation 4. If the spin multiplicity is changed between two images, one of the two 

can be optimized as ISC point. The object function for the ISC image is 

S(�⃗� 𝑖) = (𝑉𝐼(�⃗� 𝑖) + 𝑉𝐽(�⃗� 𝑖)) 2⁄ + 𝜎∆𝑉𝐼𝐽
2/(∆𝑉𝐼𝐽 + 𝛼), (5)  

where 𝐼 or 𝐽 refer to the higher and the lower spin state, respectively. ∆𝑉𝐼𝐽 is the positive energy 

difference between two states. The parameters σ and α are defined as in the previous work.45 

Consequently, the force is 

𝐹 𝐼𝑆𝐶 = −(∇𝑉𝐼 + ∇𝑉𝐽) 2⁄ + 𝜎(∆𝑉𝐼𝐽
2 + 2𝛼∆𝑉𝐼𝐽)/(∆𝑉𝐼𝐽 + 𝛼)

2 × (∇𝑉𝐼 − ∇𝑉𝐽), (6) 

where 𝛼 and 𝜎 are constant parameters. The mathematical roles of 𝛼 and 𝜎 are discussed in 

the original paper.45 

The major procedures of MS-NEB method can be summarized in a flow chart as shown in 

Fig. 4(a). In more details, the following steps were processed: 

1. Initial settings: input initial geometric information (the optimized reactant and product) and the 

convergence conditions. In the following iterations, the displacement of each atom will be 

calculated by using mass-weighted cartesian coordinates. The total distance is the sum of these 

displacements. One image is considered to be converged if the total distance is less than 0.0001 

Bohr.  

2. Generate images: generate coordinates of intermediate images by LI method. 

3. (Optional)Pre-optimization for several iterations (In this work, it is set as 5).  

3-1. First, carry out SCF calculation for each spin state of each image. 

3-2. Determine the multiplicity by comparing the energy. Use the force of the most stable spin 
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state to optimize the images, where the force was given by equation 3. 

3-3. Exit if the convergency conditions (same criteria as mentioned in step 1) are met or the max 

number of iterations is reached. Or, go back to step 3-1. 

4. (Optional)Redistribute images. If the energy difference of image 1 and reactant is smaller than 

the certain threshold (in this work, the threshold is 0.003 a.u.), then the image 1 will be discarded, 

and a new image will be generated in between the image of the highest energy and its former 

image as in the LI method (see Fig. 4(b)). The same process is done between image N and the 

product. This step is intended to improve the image density around TS. 

5. Main MS NEB optimization iterations. 

5-1.  SCF calculations are done as in step 3-1. 

5-2. The images are divided into three groups as illustrated in Fig. 5(b). The one with highest 

energy is optimized with CI-NEB method by using the force of the most stable spin state. 

The one chose as the candidate of ISC point is optimized with equation 6. The rest are 

optimized by equation 3. 

5-3. Check the converged image numbers. If all the images are converged, the NEB 

optimization is normally finished. Else, repeat step 5. 
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The pre-optimization is meant to give more reasonable initial structures for the special 

images. The step 4 helps to avoid the waste of efforts on the area near the flat minimums and 

increase the accuracy around TS. These two steps are, however, optional. In the main optimization 

step, selections of an image for ISC point should be very carefully done. 

 

4.2.4 Computational details 

We adopted density functional theory (DFT) for all the calculations. Exchange-correlation 

functionals and basis sets depend on the system. In the first example, C-C bond rotation of ethylene, 

the B3LYP functional with 6-31G* basis set was used for all the elements. In the second example, 

the ωB97XD functional was adopted. Stuttgart/Dresden basis set was used for In where 46 core 

Figure 4 (a) Flow chart of the algorithm of MS NEB method; (b) Classification of images. States 𝐽 and 𝐼 have 
different spin multiplicity. The purple image will be optimized towards ISC, the blue image will be optimized to TS 
while the black images will be nudged. If the energy difference (∆𝐸1) between image 1 and 0 is small enough, 
image 1 will be discarded and another image will be generated before TS. Same will be done to image N. 
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electrons were replaced by the effective core potentials (ECPs), and the 6-31G* sets for the others. 

Choice between a closed shell and an open shell calculation depends on the molecule’s spin state 

in two examples. The last example is a more complicated case where ISC happened twice in one 

reaction. Zhang and coworker studied the methane activation by MH+ (M = Fe, Co, and Ni) both 

experimentally and theoretically.68 According to their result, all the three cases went through ISC 

point twice. We tested CoH+ as the example. To keep consistency of the results, we adopted the 

same DFT functional and basis set as Zhang’s work. In their study, unrestricted B3LYP functional 

was used. As for the basis set, cc-pVTZ was applied for carbon and hydrogen. (14s9p5d)/[8s4p3d] 

Wachters basis with two diffuse p functions, one diffuse d function, and a (3f)[1f] polarization 

function was employed for cobalt. All the potential force was generated by Gaussian 09 program 

package.69 A quasi-Newton scheme, BFGS,70 was implemented for the NEB optimizer. The step 

size was evaluated by line search method. Except for the last example where the spring constant 

𝑘𝑖 is 0.5, the spring constant of 0.1 was used. We adopted 0.02 for the 𝛼 (Equation 5) in all the 

examples. The 𝜎 values, which controls the energy gap, were different depending on cases. It will 

be explained in each example 

 

4.2.5 Benchmark calculations 

A. C-C double bond rotation of ethylene 

For the first and simplest example, the rotation of C-C double bond of ethylene was tested. 

Initially, the four hydrogen atoms are planarly oriented as the equilibrium structure of ethylene. In 

this case a closed-shell singlet state is the ground state. Along with C-C double bond is rotated 

until one CH2 group becomes vertical to the other, two parallel 2p orbitals also become vertical in 

the final state, leading to the two 2p electrons unpaired. 
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According to the intrinsic reaction coordinate (IRC) calculation, as the dihedral angle 

increasing from 0 to 90 degrees, the energy of singlet state continuously grows up while the energy 

of triplet decreases. In MS NEB calculation, this tendency can be displayed in just one calculation 

as shown in Fig. 5. Image 9 (whose dihedral angle is 72.0°) was automatically appointed to find 

the minimum energy ISC point. With the 𝜎 value of 3.5 (see equation 5), calculated energy gap 

of two spin states was 5.7 kcal/mol. The energy gap dropped to 4.1 kcal/mol when a larger 𝜎 

value (𝜎 = 10) was used without much structural change of the other images. When 𝜎 value 

became even larger (𝜎 = 30), the degeneracy can be much improved within the gap of 0.1 kcal/mol. 

The dihedral values of ISC points calculated with 𝜎 = 3.5, 10, and 30 are 72.0, 72.3, and 72.3 

degrees, respectively. The bond lengths in the same order are 1.38, 1.39, and 1.45 Å, respectively. 

Obviously, the geometries optimized with smaller 𝜎 value are geometrically near to the refined 

ISC point (𝜎 = 30). The relatively energy of the three are 0.0, 0.5, and 2.5 kcal/mol, respectively, 

which also shows the similarity. 

 

Figure 5 Relative potential energy profile of ethylene C-C double bond rotation obtained by MS NEB method.H-C-C-
H dihedral angle changes are represented by the red line. 
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B. In-catalyzed C-H bond activation 

In our previous study, intersystem crossing was found in C-H bond activation of methane 

catalyzed by In2.
71 At the reactant side, methane and In2 were close to each other under 

intermolecular interaction. Because the ground state of In2 is in triplet state, the reactant state has 

triplet multiplicity. After In2 takes one hydrogen atom from the methane, homolytic dissociation 

of the C-H bond leads to two unpaired electrons which couple with those of In2. Thus, singlet state 

is more favorable in the product state. Different spin states of the reactant and product states 

indicate the existence of ISC point. 

MS NEB calculated reaction pathway with 9 intermediate images is presented in Fig. 6(a). 

Only image 4 was optimized as a transition state while other points were treated as normal nudged 

images. Image 4 had the highest energy in the singlet state. At the same time the spin change also 

happened in between image 3 and 4, and the energy gap at image 4 is smaller than that of other 

images. In a word, image 4 was found to be the nearest point to both TS and ISC point. In this case, 

we put a higher priority on TS optimization because TS should be in MEP. What is interesting in 

Fig. 6(a) is, although image 4 was only optimized as TS, the energy gap is still smallest at this 

point which is only 2.3 kcal/mol. That means the ISC can happen together with or at least near this 

TS. The structure information of important images can be found in Fig. 7 

As discussed, there was no image optimized towards ISC point in the last calculation 

because of its coupling with the saddle point. In order to have a more precise ISC point, we made 

a little change to the strategy of optimization. If one image meets the criterion of being both TS 

and ISC point, then it will be optimized as the TS while the neighbor will be optimized towards 

the ISC point. Because the energy change from image 3 to image 4 is large in Fig. 6(a), we also 

increased the number of images to 10. The resulting energy profile is presented as Fig. 6(b) which 
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keeps similar tendency to Fig. 6(a). Besides, one ISC structure was optimized with an acceptable 

energy gap (1.0 kcal/mol). In this calculation, the  value was set to 10.0. Because the degeneracy 

was already small enough, we didn’t try another ISC optimization for the refinement. In Fig. 6, 

two ISC points were energetically different by around 17 kcal/mol. For the former calculation, we 

Figure 6 (a)Relative potential energy profile of In2-catalyzed C-H bond activation with 9 intermediate images (No 
image was optimized as ISC point). (b) Relative potential energy profile of In2-catalyzed C-H bond activation with 10 
intermediate images (One image was optimized as ISC point). 
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can expect an ISC point around 44 kcal/mol but in the later calculation it is only 28 kcal/mol. This 

suggested that the singlet and the triplet energy surfaces are close to each other within a certain 

reaction coordinate range. 

 

There is the possibility that the ISC is not the minimum energy ISC, because the CI-NEB 

calculation with limited image density did not yield tightly converged TSs.54, 55, 72 An improved 

transition structure can drag other images nearer to the reaction pathway. Thus, if there is the 

demand for high precision of the ISC structures, the better TS geometries are required. Instead of 

optimizing TS and ISC points simultaneously, MS NEB can be revised into TS optimization and 

ISC points location two steps.  

There are different approaches to improve the TS. ANEB method or two climbing image 

NEB (C2-NEB) methods can be combined with MS NEB method to find more accurate saddle 

Figure 7 (a) Structural information of image 0, image 4, and image 10 in Figure 6(a). (b) Structural information of 
image 4 and image 5 in Figure 6(b). The unit is in angstrom. 
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points.55, 73 With a reliable TS, both reactant-TS and TS-product pathways are two two-ending 

pairs to run MS NEB without climbing. Obviously, a larger computational resource is needed to 

achieve this algorithm. Because we focused on applying NEB method in a spin-forbidden reaction, 

no extra effort was put on how to refine a better TS. We simply used Gaussian09 to re-optimize 

the TS structure. With fully optimized reactant, TS, and product, the reaction pathway was revised 

as Fig. 8. Image 5 was optimized as the ISC point with a gap of 1.7 kcal/mol. Image 4 was dragged 

to approach the crossing region by spring force thus the energy gap is as small as 1.9 kcal/mol. 

Comparing with Fig. 6(b), in Fig. 8 there is a small barrier before the transition state. This is 

because the images before the ISC points were optimized on the triplet surface. There are 

complicated multiple dimensional reaction coordinates such as the C-H bond distance, the In-In 

distance, the C-In distance, the H-In distance and so on. It is hard to draw a figure that display all 

the changes along all these directions. We chose two dimensions, the C-In2 and the H-In1 (see Fig. 

9) distances to show that the images in Fig. 6(b) and Figure 8 have different reaction coordination. 

Thus, there is a small energy barrier in Figure 5 singlet surface before the transition state which is 

Figure 8 The result of stepwise MS NEB. Image 5 was optimized as the ISC. 
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not found in Fig. 6(b). Fig. 9 shows that the reaction pathways in two figures were represented by 

the points with different reaction coordinates. In this case, ISC point located by stepwise MS NEB 

(30.2 kcal/mol) and normal MS NEB (28.0 kcal/mol) are energetically similar, suggesting the 

effectiveness of normal MS NEB. When the geometry predicted by normal MS NEB method is 

poor, then stepwise MS NEB is better choice to optimize ISC points. 

 

C. Activation of methane by CoH+ 

We also applied the MS NEB to a more complicated reaction  

CoH+ + CH4 → CoCH3
+ + H2. 

According to DFT calculations by Zhang and co-worker,68 a high spin state is the ground state at 

both reactant and product configuration, while the low spin state is more stable near TS region. 

Consequently, two ISC points are expected in the reaction pathway. 

For the cases where intersystem crossing may occur more than once along the reaction 

pathway, the images for optimization of ISC points should be chosen more carefully. In the last 

subsection, two-image-selection strategy was adopted. An image would be optimized as an ISC 

Figure 9 From the reactant to the transition state, two-dimensional reaction coordinates of images in Figure 6(b) and 
Figure 8. 

6b 
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point, if the neighbor image is the climbing image and has different multiplicity. An image is also 

a candidate for ISC point, if the nudged image has different spin states and also has a smaller 

energy gap. However, this two-image-selection strategy failed in this example because 

unnecessarily many special points could be located. These spring force-free images can lead to a 

reaction pathway far from the MEP.  

To limit the number of ISC images, we proposed a three-image-selection scheme as shown 

in Fig. 10. Two cases would be recognized as ISC points. In case 1 (Fig. 10(a)), spin change is 

happened in between image i and i-1 while spin states are the same for image i and i+1. In addition, 

the energy gap at image i should be smaller than that of image i-1. In case 2 (Fig. 10(b)), spin states 

are different between image i and i+1 but keep the same between image i and i-1. Besides, image 

i has a smaller energy gap than image i+1. On the other hand, there is the case where image i won’t 

be optimized as ISC point. As shown in Fig. 10(c), the spin states of image i-1 and i+1 are the 

same but different from image i. It is assumed that the step size is small enough that intersystem 

crossing is difficult to happen continuously. Of course, there could be the situation that two spin 

surfaces are crossing at a certain point like Fig. 10(d). However, this is the limited cased. On the 

other hand, because one spin surface is always lower except for the crossing point, the spin crossing 

Figure 10 Three-image-selection scheme for defining ISC points. In the case of (a) and (b), image i will be recognized 
as ISC point. In case of (c), image i will be nudged. 
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is less likely to happen. Thus, it is reasonable to omit such crossing point. In the final calculation, 

this stricter scheme limited exactly two images to be ISC points (image 3 and image 9 in Fig. 11). 

 

 

As a comparison, the reaction pathway calculated by the two-image selection scheme is 

shown in Fig. 12. In the early iterations, the spin crossings were found between image 4 and image 

5, image 9 and image 10. Although the energy gap of different spin states at image 5 was smaller 

than at image 4, the image 5 was optimized towards transition state. Instead, image 4 was chosen 

as the candidate as the ISC point. Thus, there were three spring-force-free images, one candidate 

of transition state (image 5) and two ISC candidates (image 4 and 9). In the later interactions, 

Figure 11 (a) Reaction pathway of CoH+ catalyzed methane activation (two images, I_3 and I_9, were optimized as 
ISC point). (b) Geometric information of important images. 
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image 3 was found more stable in the doublet state. Because of the small energy gap at image 3, 

according to the two-image-selection scheme, image 3 was also optimized as the ISC points. From 

Fig. 12 we can see, the image 2 and image 4 were more stable on the quartet state. In the three-

image-selection scheme, image 3 can be attributed to case (c) in Fig. 12, which won’t be optimized 

ISC point. In short, in the later iterations there were one image for transition state (image 5) and 

three images for ISC points (image 3, image 4, and image 9). The final energy gap at image 4 is 

large because the initial structure of image 4 is far from the spin crossing point thus after the 

maximum optimization steps reached it hadn’t been driven to the crossing point. 

 

Comparing the results of Fig. 11 and Fig. 12, the reaction pathways after image 7 are similar 

to a certain degree. Fig. 13 shows the comparison of structures after image 7. The images in two 

reaction pathways are alike structurally and energetically indicating that they attended to converge 

to the same reaction pathway. In this region, there is only one spring force-free image (image 9) 

which suggests that with the spring force helps to converge to ISC. On the other hand, before 

image 7, there are 3 spring force-free images and their structures in Fig. 11 and Fig. 12 are much 

different. 

Figure 12 Relative potential energy profile of CoH+-catalyzed methane activation. Calculated by using two-image-
selection scheme. 
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4.2.6 Conclusions 

In this work, we expanded the application of NEB method to multi-spin systems. Here we 

propose MS NEB method to solve the difficulty in defining an initial structure for optimization of 

ISC point. The MS NEB method can also automatically search out the MEISC points and saddle 

point while finding the MEP. This new method predicted reasonable results for the three 

benchmark calculations even in complicated case where more than one MEISC points were located. 

The second and third examples suggest that the image type definition should be especially careful. 

Whether two-image selection scheme or three-image scheme is used should depend on case. 

According to our experience, if there the intersystem crossing happens only once, two-image-

selection scheme performs better. If more than one ISC points are expected, a relatively stricter 

standard, three-image-selection scheme should be used. Besides, more precise ISC point and MEP 

can be obtained by optimizing TS and ISC point separately. In most cases, the normal MS NEB is 

enough to evaluate the geometry of ISC point and TS. However, if the program can’t yield a good 

Figure 13 Comparison structures from image 7 to 10 in Figure 11 and Figure 12. The unit is in angstrom. (a) 
Structures in Fig. 11. (b) Structures in Fig. 12. 



 

122 
 

structure of TS, the stepwise MS NEB is suggested. Correspondingly, stepwise MS NEB method 

usually requires more computational cost. On the other hand, although we applied the MS NEB 

only to the two-state system, it is possible to be expanded to more states system by modifying the 

penalty function. 
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Chapter 5 

 

 

 

General conclusion 
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In this thesis, first, a homogenous Rh-catalyzed hydrosilylation of ketone and alkene was 

theoretically studied to show the good performance of transition metal catalyt.Then, two cases of 

spin crossing reactions are introduced to show the theoretical method used in such reactions. One 

is a biochemical reaction and another one is the photochemical reaction.  The ISC points are 

indeed very important to explain the reaction mechanism. At the same time, from these practices I 

found the difficulty in ISC point optimization. Then, one step further, to overcome the difficulty a 

new approach named MS NEB method was proposed. Through this method, only the geometries 

of reactant and product are needed to locate both ISC point, TS and the reaction pathway. Thus, no 

special chemical knowledge or good sense is needed for an initial guess. 

In Chapter 2, reaction mechanisms of hydrosilylation of ketone and alkene with tertiary 

silane using Wilkinson-type catalyst were theoretically investigated on the basis of density 

functional calculations using ωB97XD functional. Not only traditional mechanisms, CH, mCH 

and outer sphere mechanism were investigated. We also proposed two new mechanisms, aCH and 

DH mechanism. In the aCH mechanism, a four-coordinate rhodium hydride complex formed 

through elimination of R3Si-Cl is a catalytically active species. In the DH mechanism, the active 

species is a six-coordinate complex with two Rh-H bonds. For the C=O double bond 

hydrosilylation, the rate-determining steps of the aCH and DH mechanisms are both acetone 

insertion into the Rh-H bond, and the order of the activation barriers is that DH < aCH ≈ CH < 

mCH. For the C=C double bond hydrosilylation, except for the mCH pathway whose rate-

determining step is the hydrosilane addition reaction, the rate-determining steps of the CH, aCH, 

and DH pathways are Si-C reductive elimination reaction. The order of the energy barrier is that 

DH ≈ mCH < aCH ≈ CH. In the outer-sphere mechanism, no stable intermediate or transition 

state was found. Consequently, we concluded that the DH mechanism is adopted as the mechanism 
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for the Rh-catalyzed hydrosilylation of carbonyl group while mCH or DH is adopted as that for 

alkenes under a condition where their active intermediates are formed. The present result revises 

a hypothesis that the hydrosilylation of carbonyl group is in general accomplished by the mCH 

mechanism. The active species in DH mechanism has one more extra Rh-H bond than that of the 

other pathways, and its interaction with silyl group, trans-influence, and small steric effect are the 

origin of the highly efficient catalytic activity, which was not reported before. 

In Chapter 3, a theoretical study of myoglobin catalyzed cyclopropanation was investigated 

with two models. In the experiment, iron porphycene substituted myoglobin was found to be much 

more active than the wild-type myoglobin in the styrene cyclopropanation with EDA. With small 

model, the DFT calculation results explained the reactivity difference by the different number of 

ISC points, the position of the ISC point, and the different total activation energy. These results 

indicate that for spin-forbidden reactions it is necessary to optimize the structure of ISC points. On 

the other hand, the results by using small model already well explained the import observations 

from the experiment, suggesting that when there is limited resource, for a biological system, only 

considering the active site can get reasonable results. Also, the DFT method is demonstrated to be 

a good tool to study hemoprotein system. The larger model simulated both protein environment 

and some solvent water molecules. The calculated potential energy surfaces are similar to that of 

small model. Thus, the basic conclusions remain same. However, the relative potential energy of 

some intermediates is changed. The reasons for the changes can be attributed to two aspects. First, 

the protein environment can change the electronic structure of the active site. Second, the solvent 

water can influence the complex stability through hydrogen-bonding. Finally, we first applied FEP 

method to the heme system to calculate the free energy surfaces. The simulation results of the ISC 

points indicated that the energy of the crossing point is majorly determined by the QM part. In 
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other words, if the QM structure is optimized to the ISC point, most of the trajectories from the 

simulation with this frozen QM structure are on the crossing seam. Our first trying to apply FEP 

method together with ONIOM method shows the possibility to evaluate the influence of the 

fluctuation of the protein and the solvent in an explicit way for such myoglobin system. It is worthy 

to mention that if enough computational resource is available, the solvent should be carefully 

considered not only in the simulation, but also in the single point energy evaluation. 

From the practice of ISC points optimization in Chapter 3 and a case study in the first part 

of Chapter 4, the difficulty of the optimization procedure is well understood. Thus, we proceeded 

to method development for intersystem crossing system, as described in Chapter 4. Inspired by the 

merits of traditional NEB method, we attempt to apply penalty function method to the NEB method 

to develop an applicable way of MEP optimization for multiple-states reaction. The benefit of our 

program is that it can give ISC points and TS at the same time even for complex cases like the 

third tested example in Chapter 4. There is one important point we should pay attention to, the 

scheme of determining the ISC point candidate. In the simple cases, like the ethylene C-C bond 

rotation and the In2 catalyzed C-H bond activation, two-image selection scheme performs better. 

However, when more ISC points are expected, we have to use a three-image selection scheme. In 

other words, the scheme to determine candidates for the ISC points is not unique. To sum up, the 

newly proposed MS NEB method can give reasonable results for calculating reaction pathway in 

spin crossing reactions, at least three tested examples were succeeded. Although we only tested 

two-state reactions, of course, this method can be generalized to more states reactions by 

modifying the form of the penalty function. 

From the mechanism calculations, we can see, sometimes ISC point would play a role in the 

reaction but it won’t significantly change the reaction rate like the first case study in Chapter 1. 
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But sometimes it will influence the reaction rate not because of its influence to the activation 

barrier but through the position and the number of the ISC points. There are other reports that the 

ISC points caused energy barrier. In general, for the spin-forbidden reactions, it is necessary to 

figure out the exact position of ISC points. In this thesis, the biological system was also calculated. 

The basic intrinsic mechanism of such reactions can be investigated by DFT method with only 

consideration of the active site. But this is not enough especially when we are meant to study the 

origin of stereoselectivity, the solvent effect, and the other protein effect. Such studies are quite 

important for the catalysts design, for example control mutation of protein. And, the calculation of 

free energy is of great meaning to the chemical reaction. FEP method is one widely used method. 

However, there are still a lot of difficulties in the free energy calculation for large systems. For 

example, there is no standard procedure to define the gradually geometrically changed 

intermediates. The configuration overlap conditions of these intermediates are crucial for the final 

results. How to find a way to select better intermediates or how to improve the efficiency of the 

sampling should be considered in the future. 
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