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Chapter 1.  General Introduction 

 

1.1.  Introduction 

Catalysts are essential for daily life though people rarely see directly when these are 

working, for example, production of the fiber, desulfurization of exhaust gas, fuel cells 

and so on.[1,2]  The noble example is Haber-Bosch process which produces ammonia 

using iron catalysts.[3,4]  When this reaction was developed, the technique of nitrogen 

fixation is needed to solve the food problem.  The Haber-Bosch process produces 

ammonia from nitrogen in the air.  Therefore, this process was evolutionally at that 

time and F. Haber was awarded the 1918 Nobel Prize in Chemistry.  In addition, 

Haber-Bosch process remains important processes today.[5]  Though catalysts are used 

in wide field, higher efficiency than current status is hoped.  It is because the part of 

high efficient catalysts is rare and expensive metals such as platinum or palladium.  

From the view of resource and industry, reducing the amount of such materials is 

demanded.   

The role of catalysts is to help the chemical reaction without changing itself before 

and after the reaction.  Catalysts not only promote the reaction but have selectivity of 

the product.  Therefore, it is important that to consider the rate of reaction and 

selectivity for designing the more effective catalysts.  In case of heterogeneous 

catalysts, the procedure of reaction is often described as the Langmuir-Hinshelwood 

(L-H) mechanism or Eley-Rideal (E-R) mechanism.[6-9]  In L-H mechanism, both 

reactants adsorb to the surface of catalysts at first.  Then they meet on surface and 

react.  Finally, products desorb from catalysts.  On the other hand, in E-R mechanism, 

one of the reactant adsorb to surface at first.  Then another reactant hits the adsorbed 

one and reacts.  Finally, products desorb from catalysts.  In both mechanisms, 

catalysts changed itself during the reaction and promote the reaction.  It was difficult 

to observe these processes directly a few decades ago though the mechanisms of 

catalytic reaction were described above.  The mechanisms of catalytic reaction have 

been observed directly with the development of measurement method. 

The surface science experiments such as Scanning Tunneling Microscope (STM), 

Low Energy Electron Diffraction (LEED) and so on have been developed in a few 

decades.  The catalytic reaction is carried out on the surface of catalysts.  Therefore, 

the characterizations of the surface on heterogeneous catalysts have been carried out.  



2 

 

These characterizations are carried out to the clean and single crystal surface under the 

Ultra High Vacuum (UHV) condition.[9,10]  The clean condition is important to 

characterize precisely.  The surface is easily contaminated and contaminations disturb 

the observation.  The UHV condition is needed to avoid the adsorption of 

contamination from surroundings.  Moreover, the interaction with support materials 

and catalysts are complex so that single crystal has been used as well defined system to 

make observation simply.  In the ambient condition, it is also difficult to achieve the 

high resolution of measurement such as High Resolution Transmission Electron 

Microscope (HRTEM) because the electrons interact with gases.  Therefore, the initial 

state of catalysts has been investigated under the UHV condition and characterized.  

Though such measurement is important to characterize the catalysts, the gaps which are 

called the “pressure gap” and the “material gap” remain between these ideal condition 

and real reactive conditions.  In addition, catalysts are changed its structure and 

electronic state during the reaction continuously and come back to the initial state after 

the whole reaction.  Thus it has been demanded that the new techniques to observe the 

surface with high quality in real reactive conditions.  There have been many 

developments in the measurement method.  The good examples are the papers from G. 

Ertl who was awarded the 2007 Nobel Prize in Chemistry.[4,11-14]  He has had a large 

contribute to reveal the mechanism of catalytic reaction.  He reported that the 

mechanism about the ammonia synthesis using iron catalysts and oxidation of carbon 

monoxide using platinum surface.  These measurements which were carried out under 

the reactive condition are called as in situ.  Since around 1990, the reports about in situ 

measurement has been increasing as shown in Figure 1-1.[15,17]  For example, the 

Transmission Electron Microscope (TEM) has also been developed and the 

environmental TEM for in situ measurement was reported.[19]  In addition, operando 

measurements are paid attention, recently.[20-22]  The operando measurements are the 

measurement not only under the reactive condition but evaluation for the catalytic 

activity or selectivity is carried out simultaneously.  The reports concerned with in situ 

or operando measurement also has been increasing with the development of 

measurement techniques as shown in Figure 1-1.   

X-ray Absorption Spectroscopy (XAS) is one of the powerful methods for in situ and 

operando measurement.[23-28]  It is because the incident X-ray for metal samples is 

high energy and goes through the gas or the solution phase.  In addition, XAS is 

element selective method.  Even though under the difficult condition such as high 

pressure or high temperature for TEM or Scanning Electron Microscope (SEM), the 

information of the catalysts under the reactive condition can be obtained using XAS.   
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1.2.  X-ray Absorption Fine Structure (XAFS) 

X-ray Absorption Spectroscopy (XAS) is measurement of the absorption coefficient 

of a sample.  This absorption coefficient is determined by the decay of incident X-ray 

intensity I0 with distance t.  According to the Beer-Lambert Law, the X-ray absorption 

coefficient μ is described using intensity I which is transmitted through the sample as 

following. 

𝐼 = 𝐼0e
−𝜇𝑡 

(1-1) 

When the absorption coefficient is plotted as a function of incident X-ray energy E, the 

spectrum shows the sharp rise called as absorption edges as shown in Figure 1-2.  Thus 

the energy of absorption edge is different depending on element.  Therefore, XAS is 

element selective method.  These absorption edges are named as K, L1, L2, L3, M1, and 

so on, depending on the initial orbital of electron.   

Figure 1-3 shows the sketch of correlation.  Around absorption edge, there is a fine 

oscillation structure and it is called as X-ray Absorption Fine Structure (XAFS).  The 

structure near the absorption edge is called as X-ray Absorption Near Edge Structure 

(XANES) and higher energy region from 50 eV to 1000 eV is called as Extended X-ray 

Absorption Fine Structure (EXAFS).  The information of electronic state and structure 

around X-ray absorbing atoms can be obtained from XAFS.  The detail of each region 

is described later. 

There are some advantages of XAFS compared with other methods.  1. In case of 

high energy X-ray for observing the metals, the allowed conditions around the sample is 

wide.  High energy X-ray can go through the air or the solution so that in situ or 

operando measurement can be carried out.  Thus XAFS can be applied to high 

temperature or high pressure condition.[29,30]  2. The sample is not need the single 

crystal.  Even though the powder or the solution sample, measurements can be carried 

out.  3. XAFS is element specific so that the information of aimed element is extracted.  

4. The information of the valence of X-ray absorbing atom and the structure around it 

can be obtained at the same time.  Thus the correlation of valence and structural 

change can be obtained.  On the other hand, there are some disadvantages, of course.  

1. The sample can be damaged by high energy X-ray.  2. It is very sensitive around 

X-ray absorbing atoms but it is difficult to obtain the information of far atoms.  3. 

Sometimes it is difficult to interpret the obtained data.     
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1.2.1.  X-ray Absorption Near Edge Structure (XANES) 

X-ray Absorption Near Edge Structure (XANES) is the structure around absorption 

edge of X-ray absorption spectrum.  The process of X-ray scattering is multiple 

scattering.  The main information which XANES tells is as following. 

1. Valence state of X-ray absorbing atom  

2. Structural symmetry around X-ray absorbing atom   

In XANES region, an X-ray absorption is the excitation from inner orbital to outer 

unoccupied orbital.  It means that the height or area of XANES is concerned with the 

number of outer unoccupied orbital.  The valence of atom is changed with electron 

transfer of outer orbital.  Therefore, the valence state of X-ray absorbing atom can be 

extracted from the height or area of XANES.  In addition, XANES spectrum can be 

shift to higher or lower energy depending on the sample at same absorption edge.  It 

can be indicator of valence change, too.  On the other hand, XANES can also be 

affected by the structural symmetry around X-ray absorbing atom.[31,32]  For 

example, in the case of W L1-edge XANES as reported by Yamazoe et al.[32], the 

pre-edge region which appears the lower energy of main peak changes depending on the 

symmetry around W atom.  The transition from inner orbital to outer orbital is mainly 

approximated by the dipole transition and the quadrupole transition.  W L1-edge 

XANES is mainly derived from electron transition from W 2s orbital to W 6p orbital in 

dipole transition approximation.  On the other hand, in the dipole transition 

approximation, electron transition from W 2s orbital to W 5d orbital is forbidden.  The 

quadrupole transition allows the electron transition from 2s orbital to 5d orbital though 

its effect is much weaker than dipole transition.  In case of distorted octahedral 

symmetry around W atoms, 6p orbital can be mixed to 5d orbital from the group theory.  

As the result of mixing, the pre-edge peak appears in the W L1-edge XANES spectrum 

affected by the quadrupole transition.  In addition, the height or area of pre-edge region 

has a correlation with the symmetry around W atom.  Therefore, the information of 

symmetry around X-ray absorbing atom can be extracted from XANES region.   

1.2.2.  Extended X-ray Absorption Fine Structure (EXAFS) 

Extended X-ray Absorption Fine Structure (EXAFS) refers to the oscillation 

appearing from 50 eV to 1000 eV above the X-ray absorption edge.  It provides a local 

structure around the X-ray absorbing atom.  The main information can be obtained 

from EXAFS is as following.   
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1. Bond lengths between X-ray absorbing atom and surrounding atoms 

2. Coordination number of X-ray absorbing atom 

3. The element of neighbor atom from X-ray absorbing atom 

The oscillation of EXAFS was quantitative parametrized by Sayers et al. at 1971[33] 

and it has been represented by following equation.  

𝜒(𝑘) = 𝑆0
2∑

𝑁𝑖 ∙ 𝐹𝑖(𝑘)

𝑘 ∙ 𝑟𝑖
2 exp(−2𝑘2 ∙ 𝜎𝑖

2) ∙ sin(2𝑘 ∙ 𝑟𝑖 + 𝜑𝑖(𝑘))

𝑖

 

𝑘 = √
2𝑚

ħ2
(𝐸 − 𝐸0)               

(1-2) 

Here, parameters are Ni is the coordination number, ri is the interatomic length, σi
2
 is the 

Debye Waller factor which is term for static disorder and thermal effect, and E0 is 

correction of the origin of kinetic energy zero.  In addition, 𝐹𝑖(𝑘)  is the 

backscattering amplitude, 𝜑𝑖(𝑘) is the phase shift of final state, and 𝑆0
2 is inelastic 

loss factor.  In the conventional analysis method (Curve fitting method), this Equation 

(1-2) is used to calculate the EXAFS oscillation.  The introduction of Equation (1-2) is 

described in Section 1.2.3.  

1.2.3.  Introduction of the equation of EXAFS 

Here, simple interpretation of EXAFS is described based on Ref.24,34-36.  The 

K-edge X-ray absorption process which an electron is excited from 𝑠1  orbital is 

considered to explain simply.  The detail of EXAFS interpretation needs the electron 

scattering theory of quantum physics and described some papers and textbooks.[37,38]   

The X-ray absorption process is excitation of electron from inner orbital.  When the 

Hamiltonian which doesn’t include the interaction from X-ray is written as ℋ , 

Schrödinger equation in the steady state is written using wave function Ψ and 

eigenenergy E as 

ℋ𝛹𝑗 = 𝐸𝑗𝛹𝑗  . 

(1-3) 
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When Born-Oppenheimer approximation is introduced, ℋ and Ψ are Hamiltonian and 

wave function for all electrons, respectively.  In Born-Oppenheimer approximation, the 

movement of nuclei is considered as enough slower than the movement of electron.  

When the Hamiltonian which doesn’t include the interaction from X-ray is written as 

ℋ′, the X-ray absorption coefficient μ is proportional function according to Fermi’s 

golden rule. 

𝜇 ∝∑|〈𝛹𝑓|ℋ
′|𝛹𝑖〉|

2
𝛿(𝐸𝑓 − 𝐸𝑖 − ℏ𝜔)

𝑓

 

(1-4) 

Here, Ψi and Ψf are the wave function of initial state and final state with their energy are 

Ei and Ef, respectively.  ℏ is Dirac’s constant and δ is Dirac’s delta function.  When 

the one-electron approximation is introduced, the Hamiltonian ℋ′ is written as  

ℋ′ = −
𝑒

𝑚𝑐
𝐴(𝒓) ∙ 𝒑 . 

(1-5) 

Here, p is the momentum operator, A(r)=�̂�A0e
ik∙r

 is the vector potential of the incident 

electromagnetic field, m is mass of an electron, c is a velocity of light, e is an 

elementary charge.  r and �̂� are positional vector of photoelectron and unit vector of 

electronic field of X-ray.  X-ray absorption process is deep-core excitation process so 

that dipole approximation can be applied.  In dipole approximation, the spatial 

dependence of the electromagnetic field can be neglected because the wavelength of 

X-ray can be considered that it is larger than the expansion of wave function of 

electrons which lies inner shell.  Therefore, e
ik∙r

 is approximated to 1.  In addition, 

commutation relation [r, ℋ] is approximate to (iℏ/m)p.  Equation (1-4) becomes as     

𝜇 ∝∑|〈𝛹𝑓|�̂� ∙ 𝒓|𝛹𝑖〉|
2
𝛿(𝐸𝑓 − 𝐸𝑖 − ℏ𝜔) 

𝑓

 . 

(1-6) 

The wave function of initial state Ψi and final state Ψf is necessary to describe the 

EXAFS oscillation.  Ψf  is described mainly two wave functions, wave function of 

photoelectron Ψc which comes from X-ray absorbing atom and wave function of 

scattered electron Ψsc which comes from neighboring atoms.   

𝛹𝑓 = 𝛹𝑐 +𝛹𝑠𝑐 

(1-7) 
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Here, two atoms which are X-ray absorbing atom (atom A: O(0,0,0)) and neighbor 

X-ray scattering atom (atom B: (0,0,R)) is considered as a simple model.  A 

photoelectron which comes from atom A is scattered only one time at atom B.  In polar 

coordinate system, wave function of photoelectron in the initial state is written as 

𝛹𝑖(𝒓) = 𝑅𝑙0(𝑟)𝛺𝑙0(�̂�) 

(1-8) 

Here, 𝑅𝑙0(𝑟) and 𝛺𝑙0(�̂�) are radial coordinate and angular coordinate, respectively, 

and �̂� is unit vector.  In K-edge absorption process, 𝑙0=0 and 𝛺𝑙0(�̂�)=1/√4𝜋.  The 

term �̂� ∙ 𝒓 in Equation (1-6) is written using spherical harmonics function Yl,m(�̂�) as 

�̂� ∙ 𝒓 = 𝑟 [√
2𝜋

3
sin𝜃0{𝑌1,−1(�̂�) − 𝑌1,1(�̂�)} + √

4𝜋

3
cos𝜃0𝑌1,0(�̂�)]  , 

and 

𝑌1,0 = √
3

4𝜋
cos𝛩         

𝑌1,1 = −√
3

8𝜋
sin𝛩e𝑖𝛷

𝑌1,−1 = √
3

8𝜋
sin𝛩e−𝑖𝛷

 

(1-9) 

Here, Θ and Φ are angular coordinate of �̂�. 

As the potential energy of atom A and B, Muffin-tin approximation is introduced.  

Muffin-tin approximation consider that potential energy around the atom is spherical 

symmetry within the radius rmt,A and rmt,B region, on the other hand the potential energy 

is constant out of radius rmt,A and rmt,B region as shown in Figure 1-4.  When the 

spherical potential energy around atom A is written as vA(r), the Schrödinger equation 

for photoelectron from X-ray absorbing atom is described as  

{−
ℏ2

2𝑚
∇2 + 𝑣𝐴(𝑟)}𝛹𝑐 = 𝐸𝛹𝑐 . 

(1-10) 
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The X-ray absorbing atom A within the radius rmt,A, potential energy is spherical 

symmetry so that the wave function 𝛹𝑐
𝑖𝑛 is written using radial coordinate and angular 

coordinate like Equation (1-11). 

𝛹𝑐
𝑖𝑛(𝒓) = 𝑅𝑙(𝑟)𝛺𝑙(�̂�)   

(1-11) 

In case of K-edge X-ray absorption, the azimuthal quantum number is only l=1 because 

the l=1 is allowed in dipole approximation but l=0 is forbidden.  The potential vA(r) is 

spherical symmetry so that 𝜇 = |〈𝛹𝑓|�̂� ∙ 𝒓|𝛹𝑖〉|
2

 should be independent from �̂� .  

From the comparison of Equation (1-9), angular coordinate is written using spherical 

harmonics function Yl,m(�̂�).   

𝛺𝑙(�̂�) =
𝑖

2
{𝑌1,−1(�̂�) − 𝑌1,1(�̂�)} +

1

√2
𝑌1,0(�̂�) 

(1-12) 

𝛹𝑐 in Equation (1-7) is this 𝛹𝑐
𝑖𝑛.    

To introduce the wave function of scattered photoelectron Ψsc, the processes; (1) 

𝛹𝑐
𝑜𝑢𝑡 which is photoelectron goes to neighbor atom B from X-ray absorbing atom A, 

(2) 𝜓𝑖𝑛 which is photoelectron goes to neighbor atom B, (3) 𝜓𝑆𝐶  which is electron 

scattering at neighbor atom B, (4) 𝜓𝑠𝑐 which is scattered electron comes to X-ray 

absorbing atom A, have to be considered.  The wave function of photoelectron out of 

radius rmt,A region, 𝛹𝑐
𝑜𝑢𝑡, can be described from 𝛹𝑐

𝑖𝑛.  It is because the wave function 

have to be continuous at the r=rmt,A.  When the travelling wave goes to neighbor atom 

B with 𝛿𝑙
𝐴 phase advance and comes back to X-ray absorbing atom A with 𝛿𝑙

𝐴 phase 

delay, the wave function out of rmt,A is written as   

𝛹𝑐
𝑜𝑢𝑡 = 𝐶 {ℎ𝑙(𝑘𝑟)e

𝑖𝛿𝑙
𝐴
+ ℎ𝑙

∗(𝑘𝑟)e−𝑖𝛿𝑙
𝐴
} 𝛺𝑙(�̂�)  . 

(1-13) 

Here, C is a factor for normalization, ℎ𝑙(𝑘𝑟) and ℎ𝑙
∗(𝑘𝑟) are Hankel function.  From 

this 𝛹𝑐
𝑜𝑢𝑡, the wave function of process (2) photoelectron goes to neighbor atom B can 

be written.  The ℎ𝑙(𝑘𝑟) term shows the wave which go out to neighbor atom B, on 

the other hand, ℎ𝑙
∗(𝑘𝑟) term shows the wave which comes back to X-ray absorbing 

atom A.  Thus, the component which goes to neighbor atom B in 𝛹𝑐
𝑜𝑢𝑡 is  
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𝜓𝑖𝑛(𝒓) = 𝐶ℎ𝑙(𝑘𝑟)e
𝑖𝛿𝑙
𝐴
𝛺𝑙(�̂�) 

(1-14) 

In addition, Hankel equation is approximate as following under the kr≫1 

ℎ𝑙(𝑘𝑟)~(−𝑖)
𝑙+1
e𝑖𝑘𝑟

𝑘𝑟
 

(1-15) 

From this approximation, wave function can be approximated to plane wave.  When 

Θ=0 and Φ=0, 𝛺𝑙(�̂�) is calculated from Equation (1-12) as  

𝛺𝑙(�̂�) =
𝑖

2
{0 − 0} +

1

√2
√
3

4𝜋
= √

3

8𝜋
 

(1-16) 

Then, the wave function of photoelectron which reached to the neighbor atom B which 

is at R is calculated from Equation (1-14). 

𝜓𝑖𝑛(𝒓~𝑹) = √
3

8𝜋
𝐶ℎ𝑙(𝑘𝑅)e

𝑖𝛿𝑙
𝐴
e𝑖𝒌∙𝒓B 

(1-17) 

Here, origin of positional vector is atom B and r-R is represented as rB.  In Equation 

(1-17), e𝑖𝒌∙𝒓B term shows the plane wave and expanded as 

e𝑖𝒌∙𝒓B =∑(2𝑙′′ + 1)𝑖𝑙
′′
𝑗𝑙′′(𝑘𝑟𝐵)𝑃𝑙′′(cos𝜃)

∞

𝑙′′

  . 

(1-18) 

Here, 𝑗𝑙′′(𝑘𝑟𝐵) is spherical Bessel function, 𝑃𝑙′′(cos𝜃) is Legendre polynominal, θ is 

scattering angle and |rB| is represented as rB.  This spherical Bessel function is 

𝑗𝑙′′(𝑘𝑟𝐵) =
1

2
{ℎ𝑙′′(𝑘𝑟𝐵) + ℎ𝑙′′

∗ (𝑘𝑟𝐵)} . 

(1-19) 

The photoelectron geos to neighbor atom B with its wave function 𝜓𝑖𝑛 and scattered.  

𝜓𝑠𝑐  is the wave function of scattered photoelectron at atom B under the vB(r-R) 
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potential energy.  The travelling wave goes to neighbor atom B with 𝛿𝑙′′
𝐵  phase 

advance and comes back to X-ray absorbing atom A with 𝛿𝑙′′
𝐵  phase delay so that the 

wave function of scattered photoelectron 𝜓𝑠𝑐 is 2𝛿𝑙′′
𝐵  phase advance compared with 

𝜓𝑖𝑛 .  Interference of 𝜓𝑖𝑛  and 𝜓𝑠𝑐  is considered and spherical Bessel function 

becomes 

𝑗𝑙′′(𝑘𝑟𝐵) =
1

2
ℎ𝑙′′(𝑘𝑟𝐵) (e

2𝑖𝛿
𝑙′′
𝐵

− 1)  . 

(1-20) 

Then, 𝜓𝑠𝑐 is written as,  

𝜓𝑠𝑐(𝒓) = √
3

8𝜋
𝐶ℎ𝑙(𝑘𝑅)e

𝑖𝛿𝑙
𝐴
∑(2𝑙′′ + 1)𝑖𝑙

′′
𝑗𝑙′′(𝑘𝑟𝐵)𝑃𝑙′′(cos𝜃)

∞

𝑙′′

 

= √
3

8𝜋
𝐶ℎ𝑙(𝑘𝑅)e

𝑖𝛿𝑙
𝐴
∑(2𝑙′′ + 1)𝑡𝑙′′

�̃� 𝑃𝑙′′(cos𝜃)

∞

𝑙′′

ℎ𝑙′′(𝑘𝑟𝐵)  . 

(1-21) 

Here, 

𝑡𝑙′′
�̃� =

1

2𝑖
(e2𝑖𝛿𝑙′′

𝐵

− 1) = e𝑖𝛿𝑙′′
𝐵

sin𝛿𝑙′′
𝐵   . 

(1-22) 

𝜓𝑠𝑐 is described superposition of waves which have azimuthal quantum number 𝑙′′.  

𝑡𝑙′′
�̃�  term describes the photoelectron scattering for each azimuthal quantum number 𝑙′′.   

𝜓𝑠𝑐 represents the plane wave of scattered photoelectron which comes from atom B 

to atom A.  The term reached to X-ray absorbing atom A is important in 𝜓𝑠𝑐.  In this 

case, the scattered angle θ is π.  Around the X-ray absorbing atom A is k𝑟𝐵≫1 

condition so that ℎ𝑙′′(𝑘𝑟𝐵)~e
𝑖𝑘𝑟𝐵/𝑟𝐵.  The wave function 𝜓𝑠𝑐 around atom A (0,0,0) 

is approximated as,  

𝜓𝑠𝑐(𝒓~𝑶) = √
3

8𝜋
𝐶ℎ𝑙(𝑘𝑅)e

𝑖𝛿𝑙
𝐴 e𝑖𝑘𝑟𝐵

𝑟𝐵
𝑓𝐵(𝜋)  . 

(1-23) 
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Here, 𝑓𝐵(𝜋) is backscattering amplitude.   

𝑓𝐵(𝜋) =
1

𝑘
∑(2𝑙′′ + 1)𝑡𝑙′′

�̃� 𝑃𝑙′′(cos𝜃)

∞

𝑙′′

 

=
1

2𝑖𝑘
∑(2𝑙′′ + 1)

∞

𝑙′′

(e2𝑖𝛿𝑙′′
𝐵

− 1)(−1)𝑙
′′

 

(1-24) 

𝜓𝑠𝑐 is needed to considered from X-ray absorbing atom A not neighbor atom B.  The 

origin of position vector and azimuthal quantum number are replaced as   

𝜓𝑠𝑐(𝒓) =∑ ∑ 𝛼𝑙′,𝑚′2𝑗𝑙′(𝑘𝑟)𝑌𝑙′,𝑚′(�̂�)

𝑙′

𝑚′=−𝑙′𝑙′

   . 

(1-25) 

Equation (1-23) is also written using expansion of plane wave function.  

𝜓𝑠𝑐(𝒓~𝑶)~√
3

8𝜋
𝐶ℎ𝑙(𝑘𝑅)e

𝑖𝛿𝑙
𝐴
𝑓𝐵(𝜋) ∙ 4𝜋𝑖𝑘∑ ∑ 𝑗𝑙′(𝑘𝑟)ℎ𝑙′(𝑘𝑅)𝑌𝑙′,𝑚′(�̂�)𝑌𝑙′,𝑚′

∗ (�̂�)

𝑙′

𝑚′=−𝑙′𝑙′

 

(1-26) 

From the comparison of Equation (1-25) and (1-26), 

𝛼𝑙′,𝑚′ = √
3𝜋

2
𝑖𝑘𝐶{ℎ𝑙(𝑘𝑅)}

2e𝑖𝛿𝑙
𝐴
𝑓𝐵(𝜋) ∙ 𝑌𝑙′,𝑚′

∗ (�̂�) 

(1-27) 

The azimuthal quantum number 𝑙′ is 1 when K-edge X-ray absorption.  Therefore, 

𝑌𝑙′,𝑚′
∗ (�̂�) is calculated only for 𝑙′=1 and 𝑚′=-1,0,1 at atom A (0,0,0) (Θ=π and Φ=0).  
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𝑌1,0
∗ (�̂�) = √

3

4𝜋
cos𝛩 = √

3

4𝜋
   

𝑌1,1
∗ (�̂�) = −√

3

8𝜋
sin𝛩e𝑖𝛷 = 0

𝑌1,−1
∗ (�̂�) = √

3

8𝜋
sin𝛩e−𝑖𝛷 = 0

 

(1-28) 

Then, 

𝛼1,1 = 𝛼1,−1 = 0 

𝛼1,0 =
3

2√2
𝑖𝑘𝐶{ℎ𝑙(𝑘𝑅)}

2e𝑖𝛿𝑙
𝐴
𝑓𝐵(𝜋) 

(1-29) 

When the travelling wave goes to X-ray absorbing atom A with 𝛿𝑙′
𝐴 phase advance and 

comes back to neighbor atom B with 𝛿𝑙′
𝐴 phase delay, the wave function out of rmt,A is 

written as   

𝛹𝑠𝑐
𝑜𝑢𝑡(𝒓) = 𝛼1,0 {ℎ𝑙′(𝑘𝑟)e

2𝑖𝛿
𝑙′
𝐴

+ ℎ𝑙′
∗ (𝑘𝑟)} 𝑌1,0(�̂�)  .  

(1-30) 

Therefore, within rmt,A, the wave function of scattered electron is written as 

𝛹𝑠𝑐
𝑖𝑛(𝒓) = 𝛼1,0e

𝑖𝛿
𝑙′
𝐴

𝑅𝑙′(𝑟)𝑌1,0(�̂�)   . 

(1-31) 

Finally, wave function of scattered electron Ψsc which comes from neighboring atom is 

described as following using Equation (1-11) and (1-31). 

𝛹𝑓 = 𝛹𝑐 +𝛹𝑠𝑐 = 𝛹𝑐
𝑖𝑛 +𝛹𝑠𝑐

𝑖𝑛 

= 𝑅𝑙′(𝑟){𝛺𝑙(�̂�) + 𝑋𝑌1,0(�̂�)} 

(1-32) 

here, 
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𝑋 = 𝛼1,0e
𝑖𝛿
𝑙′
𝐴 𝑘𝑅≫1
→   

3

2√2
𝑖(−1)𝑙

′+1
e2𝑖𝑘𝑅

𝑘𝑅2
𝑓𝐵(𝜋)e

𝑖(𝛿𝑙
𝐴+𝛿

𝑙′
𝐴)

 

(1-33) 

From these calculations, the Fermi’s Golden rule which is described as Equation (1-4) 

becomes, 

𝜇 = 𝜇0{1 + 2√2cos
2𝜃0Re(𝑋)}  

𝜇0 ∝ |〈𝛹𝑐|�̂� ∙ 𝒓|𝛹𝑖〉|
2  

= |∫ 𝑅𝑙
∗(𝑘𝑟)𝑅𝑙0(𝑘𝑟)𝑟

3𝑑𝑟
∞

0
∫ ∫ 𝛺𝑙

∗(�̂�)
𝜋

0

2𝜋

0
�̂� ∙ �̂�𝛺𝑙0

∗ (�̂�)sin𝜃𝑑𝜃𝑑𝜙|
2

  

=
1

6
|∫ 𝑅𝑙

∗(𝑘𝑟)𝑅𝑙0(𝑘𝑟)𝑟
3𝑑𝑟

∞

0
|
2
  

(1-34) 

Here, 𝜇0 is the absorption coefficient of isolated atom.  In equation of μ, term of X
2
 is 

ignored because one scattering process is discussed here.  EXAFS oscillation 𝜒(𝑘) is 

calculated from (𝜇−𝜇0)/ 𝜇0 as,  

𝜒(𝑘) = 2√2cos2𝜃0Re(𝑋) = −
3cos2𝜃0
𝑘𝑅2

Im {e2𝑖𝑘𝑅+2𝑖𝛿𝑙
𝐴
𝑓𝐵(𝜋)} . 

(1-35) 

The EXAFS equation for K-edge X-ray absorption was introduced to consider the two 

atoms and one scattering process.  In reality, electrons interact with one another.  

Thus, effects as following have to be considered.     

 Intrinsic loss factor : 𝑆0
2 

 Mean free path : λ 

 Thermal vibration (Debye Waller factor) : σ2
  

The effect of other coordinated atom around X-ray absorbing atom can be considered to 

sum up 𝜒(𝑘) for each bond.      

Intrinsic loss factor : 𝑆0
2 

This factor originates from multielectron excitation.  This is many-body effect.  

The kinetic energy of photoelectron becomes smaller than simple one electron 

excitation.  This process occurs when the inner electron is excited before the 

photoelectron is scattered.  𝑆0
2 affects the amplitude of EXAFS oscillation 𝜒(𝑘).  Its 
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value is typically around 0.7-1.0.  In EXAFS analysis, this factor is assumed from 

reference sample and used for aimed sample.   

Mean free path : λ 

This factor originates from inelastic scattering of photoelectron.  This effect is 

described as mean free path of photoelectron, λ, and e
-2R/λ(k) term.  The wave number 

of photoelectron is reduced due to the inelastic scattering.  Thus e
-2R/λ(k) term affects 

the amplitude of EXAFS oscillation 𝜒(𝑘).  In EXAFS analysis, this factor calculated 

in FEFF code.  This factor is called as extrinsic loss factor compared with intrinsic loss 

factor.   

Thermal vibration (Debye-Waller factor) : σ2
  

Thermal vibration of atoms is also considered.  This factor is called as Debye Waller 

factor.  Thermal vibration makes fluctuation of bond length.  When the distribution of 

fluctuation ρ(r) is approximated to Gaussian function, Debye Waller factor, σ2, is 

written as,   

𝜌(𝑟) =
1

√2𝜋𝜎
e
−
(𝑟−𝑅)2

2𝜎2   . 

(1-36) 

Here, Debye Waller factor is deviation of Gaussian distribution.  From the 

deconvolution of Equation (1-35) and (1-36), the thermal average of 𝜒(𝑘) is written as,  

〈𝜒(𝑘)〉 = −
3cos2𝜃0
𝑘𝑅2

Im {e2𝑖𝛿𝑙
𝐴
𝑓𝐵(𝜋)〈e

2𝑖𝑘𝑅〉} 

and 

〈e2𝑖𝑘𝑅〉 =
1

√2𝜋𝜎
∫ e

2𝑖𝑘𝑅−
(𝑟−𝑅)2

2𝜎2 𝑑𝑟
∞

0

≅ e2𝑖𝑘𝑅e−2𝜎
2𝑘2 

(1-37) 

From this equation, the fluctuation of bond length affects the amplitude of EXAFS 

oscillation as a e−2𝜎
2𝑘2 term.  Debye Waller factor is introduced as a fluctuation due 

to the thermal vibration, here.  In addition to thermal vibration, Debye Waller factor 

also includes the static disorder of bond length.  In practical, a more accurate 

expansion is needed including asymmetric system for real system such as surface atoms 

compared with bulk.  This factor is considered using cumulant expansion.[39]  In this 
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thesis, Debye Waller factor is considered from Gaussian distribution.   

Finally, including these factors, equation of EXAFS is written as, 

𝜒(𝑘) = −𝑆0
2∑

𝑁𝑗

𝑘𝑅𝑗
2

𝑗

𝐹𝑗(𝑘)e
−2𝜎𝑗

2𝑘2 sin{2𝑘𝑅𝑗 + 𝜑𝑖(𝑘)}     . 

(1-38) 

Here, j means the shell.  When there is the same element in the same bond length, it 

can be treated as one shell.  Though the same bond length, different element is treated 

as different shell.  The term of back scattering amplitude 𝑓𝐵(𝜋) in Equation (1-35) is 

written as 𝐹𝑗(𝑘)e
𝑖𝜙𝑗(𝑘).  The term of phase shifts are summed up as 𝜑𝑖(𝑘) = 2𝛿1

𝐴 +

𝜙𝑗(𝑘) for simplicity.  Mean free path of photoelectron λ is included to back scattering 

amplitude 𝐹𝑗(𝑘) and phase shift 𝜑𝑖(𝑘).  Equation (1-38) is for the unoriented sample.  

In case of oriented sample, coordination number Nj is written by effective coordination 

number.  

In case of L-edge X-ray absorption 

The K-edge X-ray absorption is assumed above.  In case of L-edge X-ray absorption, 

the initial state of electron is p orbital.  Thus, the azimuthal quantum number l0=1.  In 

dipole approximation for 𝛹𝑐  and 𝛹𝑠𝑐 , allowed excitation is l=0, 2 and l’=0, 2, 

respectively.  Though the details are omitted here, finally the EXAFS equation is 

written as,   

𝜒(𝑘) = 𝑆0
2∑

𝑁𝑗

𝑘𝑅𝑗
2

𝑗

𝐹𝑗(𝑘)e
−2𝜎𝑗

2𝑘2 sin{2𝑘𝑅𝑗 + 𝜑𝑖(𝑘)}  . 

(1-39) 

 

1.3.  In situ or operando time-resolved XAFS measurement 

XAFS can be applied to time-resolved measurement.  The standard measurement 

system is called as step scan mode, the energy of incident X-ray is changed step by step 

and the signal is accumulated certain seconds.  The technique to obtain time-resolved 

spectra and its time resolution are different in each method.  The systems of 

measurement and features are introduced below.   
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1.3.1.  Quick XAFS (QXAFS) 

In Quick XAFS (QXAFS) method, monochromator which monochromatizes the 

incident X-ray is moved continuously and the spectra are obtained.  Thus the loss of 

time is less than step scan mode.  QXAFS method is proposed by Frahm in 1988.[40]  

QXAFS measurement is carried out by synchronize between the continuous move of 

monochromator and the signal processing.  The special equipment is not necessary and 

many beamlines which can carry out the step scan mode can adopt the QXAFS 

measurement.  Thus QXAFS measurement can be carried out for dilute sample with 

fluorescence mode.  The time resolution is second to minute order as usual when the 

system for step scan mode is used.  The time resolution is decided by mechanical part 

which is the continuous move of monochromator or time resolution of detector.  In 

Japan, Nonaka et al. reported the 10 ms time resolution at beamline BL33XU on 

SPring-8 in 2012.[41]  In addition, Sekizawa et al. reported the improvement and 800 

μs time resolution was achieved at beamline BL36XU on SPring-8 in 2013.[42]   

1.3.2.  Dispersive XAFS (DXAFS) 

In Dispersive XAFS (DXAFS) method, XFFS spectrum is obtained in one shot of 

X-ray.[43]  DXAFS method is proposed by Matsushita in 1981.[44]  DXAFS 

measurement is carried out using white X-ray which focused by polychromator and 2D 

detector which has the position resolution.  The incident X-ray is focused on sample 

then dispersed by polychromator.  The transmitted X-ray is detected by 2D detector so 

that the position of detection is corresponding to the energy of X-ray.  Spectrum is 

obtained in one shot so that DXAFS is appropriate to trace the irreversible process and 

fragile sample which broken by X-ray.  Optical arrangement of DXAFS gives the 

stability of the energy scale and focal spot position during the measurement.  However, 

the measurement is limited to transmission mode so that dilute sample is hard to 

measure.  The measurable range of EXAFS is limited by the energy width of 

polychromator.  Intensity of incident X-ray is measured the same optics without the 

sample.  The energy resolution is decided by precision of polychromator and positional 

resolution of detector.  The time resolution is mainly decided by the speed of detection 

on the detector and data processing.  The nanosecond order time resolution was 

reported at European Synchrotron Radiation Facility (ESRF), in France.[45] 

1.3.3.  Pump-probe XAFS 

Pump-probe method is used for IR or UV time resolved measurement.[46-48]  The 

pump laser is irradiated to the sample for excitation and then the probe laser is irradiated 
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to observe the excited state of sample with some delay.  In case of pump-probe XAFS 

method, probe is X-ray and XAFS spectrum for the excited state of sample is 

obtained.[49-52]  Time resolution is decided by the pulse width of laser or X-ray, 

mechanical part, or speed of data processing.  When synchrotron radiation is used as 

X-ray source, the pulse width is scale of picosecond so that the time resolution is often 

picosecond order.  Recently, new X-ray source called as X-ray Free Electron Laser 

(XFEL) has been available, for example, SACLA at SPring-8 in Japan.[53-56]  The 

pulse width of X-ray obtained from XFEL is less than femtosecond order so that the 

femtosecond or shorter than femtosecond timeresolved measurement is expected from 

the view of X-ray pulse width.  However, the time resolution is a few femtosecond 

because of the limitation of other parts.   

1.3.4.  In situ or operando time resolved XAFS measurement 

The mechanism of reaction can be observed to combine in situ or operando 

measurement with time resolved measurement system.[57]  For example, Tada et al. 

reported the operando QXAFS measurement for Polymer Electrolyte Fuel Cell (PEFC) 

catalysts.[58]  They traced the change of Pt based cathode catalysts (Pt/C, Pt3Co/C and 

Pt3Ni/C) during the voltage cycling from Pt L3-edge XAFS.  The time resolution was 

100 ms for XANES and 500 ms for EXAFS, respectively.  The change of valence was 

obtained from the white line height of XANES.  At the same time, the change of 

coordination number and bond length from Pt were obtained from the curve fitting 

analysis of EXAFS.  In addition, they combined operando QXAFS technique with CT 

imaging technique and investigate the chemical kinetics and dynamics of Pt based 

cathode catalysts, recently.[59]   

Time resolved XAFS methods are selected depending on the change of sample.  At 

first, the scale of time which can observe the change of sample has to be considered.  

For example, QXAFS is the best way for millisecond to minute range measurement.  

Second is how to change the sample.  When the trigger for changing is temperature, 

pump-probe measurement can be carried out using the pump laser for temperature 

increasing.  However, precise control of temperature is difficult and the equipment to 

release the heat during the repetition of pump-probe measurement is needed.  Third is 

concentration of sample.  Though QXAFS and pump-probe XAFS can be applied for 

fluorescence mode, DXAFS can be carried out only the transmission mode.  Therefore, 

it is difficult to carry out DXAFS method for diluted sample.    
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1.4.  Analysis method for EXAFS 

As mentioned above, EXAFS provides the information of structure around X-ray 

absorbing atom.  To obtain the information, curve fitting (CF) method is generally 

used after the data processing such as background removal, normalization, Fourier 

transformation, and inversely Fourier transformation.  In this section, I would like to 

introduce the detail of CF method and point out its problems.  In addition, I would like 

to introduce other analysis method such as ratio method, grid search method and 

(micro) Reverse Monte Carlo ((m-)RMC) method.   

1.4.1.  Curve fitting (CF) method 

EXAFS is usually analyzed using non-linear least square fitting method.[60,61]  

This method is often called as curve fitting (CF) method.  Equation (1-2) is used to fit 

the observed data so that parameters are coordination numbers(N), correction of the 

origin of kinetic energy zero(∆E0), bond lengths(r) and Debye Waller factors(σ
2
).  The 

flowchart of CF method is as shown in Figure 1-5.  The backscattering amplitude and 

phase shift in Equation (1-2) is calculated by FEFF code.[38]  The residual of EXAFS 

oscillation between the experimental data and calculated one is minimized in the CF 

method.  The degree of fitting is evaluated by R-factor as shown in Equation (1-40). 

𝑅 − factor =
∑ {𝑘𝑛 ∙ 𝜒𝑑𝑎𝑡𝑎,𝑖(𝑘) − 𝑘

𝑛 ∙ 𝜒𝑐𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒𝑑,𝑖(𝑘)}
2

𝑖

∑ {𝑘𝑛 ∙ 𝜒𝑑𝑎𝑡𝑎,𝑖(𝑘)}
2

𝑖

 

(1-40) 

Here, 𝜒𝑑𝑎𝑡𝑎  and 𝜒𝑐𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒𝑑  were EXAFS oscillation of experimental data and 

calculated one, respectively, 𝑘𝑛 was weighted value and n=0, 1, 2, or 3.  The region 

of R-factor calculation was the k-range which used for Fourier transformation.  These 

definitions were the same as REX2000 program (RIGAKU).[62,63]  In conventional 

analysis program, REX2000 and Artemis [64] applied the Levenberg-Marquardt method 

for least square method.  Though CF analysis is widely used for EXAFS analysis, 

there are some problems especially in case of the complex molecule.   

Problem 1.  Limitation of parameters 

The degree of freedom, M, for fitting parameters is determined by Nyquist 

theory.[65]   
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𝑀 =
2∆𝑘∆𝑟

𝜋
+ 𝛼     (𝛼 = 0,1,2) 

(1-41) 

Here, ∆k and ∆r are the region when the observed data is Fourier and inversely Fourier 

transformed.  When the CF analysis is carried out in r space, ∆r is the range of CF 

analysis.  Equation (1-41) is introduced from consideration of the finite Fourier 

transformation.  Degree of freedom is a fundamental limitation to the amount of 

information that how many parameters can be determined by an EXAFS spectrum.  

Thus the number of searching parameters on CF analysis must not exceed this degree of 

freedom to obtain reliable results.  From Equation (1-41), it is expected that the way to 

increase the degree of freedom is to measure as large a k range as possible at EXAFS 

measurement.  The EXAFS oscillation damps at high k region because 1: the scattering 

ability of the surrounding atom for the electron with high k wave numbers (or large 

momenta) becomes small, 2: the reduction factors of 1/k term in the Equation (1-2), and 

3: Debye Waller factor due to the thermal and static disorder.  The thermal disorder can 

be reduced by the low temperature measurement.  The EXAFS measurement at low 

temperature is recommended to obtain the high k-region data with a good quality.  

However, the limitation of degrees of freedom can be problem for complex system.  

For example, MoO3 or WO3 which has 6 metal-oxygen bonds demands 24 parameters to 

analyze each bond separately.  Even though the 3-20 Å-1
 k-region can obtained from 

low temperature measurement, the degrees of freedom is around 18.  Therefore, the 

limitation of degrees of freedom becomes problem for complex system.  In addition, if 

the number of parameters can be increased enough, another problem, or the correlation 

of parameters, becomes conspicuous.   

Problem 2.  Correlation of parameters 

As mentioned above, 4 parameters such as coordination numbers, correction of the 

origin of kinetic energy zero, bond lengths and Debye Waller factors are mainly 

searched in CF analysis.  There are correlations among the structural 

parameters.[66-68]  CF analysis is carried out to find the minimum of R-factor.  Here, 

n dimensional parameter vector,  𝒑, is defined whose components are fitting parameters 

(𝑝1, 𝑝2, 𝑝3, ⋯ 𝑝𝑛)  where the number of fitting parameters is n.  The function of 

R-factor is written as R(𝒑) and the residual 𝛿휀𝑟(𝑘𝑖) is defined as 

χ𝑐𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒𝑑(𝑘𝑖, 𝒑) − χ𝑑𝑎𝑡𝑎(𝑘𝑖) = 𝛿휀𝑟(𝑘𝑖) 
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∑𝛿휀𝑟(𝑘𝑖)
2 =∑|χ𝑐𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒𝑑(𝑘𝑖, 𝒑) − χ𝑑𝑎𝑡𝑎(𝑘𝑖)|

2

= 𝑅2(𝒑)∑|χ𝑑𝑎𝑡𝑎(𝑘𝑖)|
2 = 𝑅2(𝒑) ∙ 𝐶𝑜𝑛𝑠𝑡 = 𝑅′2 (𝒑) 

(1-42) 

After the CF analysis, the optimal parameters are determined as 𝒑𝒇.  Around the 𝒑𝒇, 

  𝑅’2(𝒑) can be expanded in a Talyor series.  Since the 

∂𝑅′2(𝒑𝒇)

𝜕𝑝𝑖
= 0  (𝑖 = 1,2,3,⋯ , 𝑛)  , 

𝑅′2(𝒑) = 𝑅′2(𝒑𝒇) +∑
∂2𝑅′2(𝒑𝒇)

𝜕𝑝𝑖 𝜕𝑝𝑗
Δ𝑝iΔ𝑝𝑗

𝑛

𝑖,𝑗

 

(1-43) 

and,  

𝑅′2(𝒑) = 𝑅′2(𝒑𝒇) +∑𝐵𝑖𝑗Δ𝑝iΔ𝑝𝑗

𝑛

𝑖,𝑗

 

(1-44) 

If the non-diagonal term, 𝐵𝑖𝑗 = 0, (𝑖 ≠ 𝑗), there is no correlation between the fitting 

parameters.  In contrast, when 𝐵𝑖𝑗 ≠ 0, (𝑖 ≠ 𝑗) , there is a correlation.  The 

correlations of parameters can be considered from Equation (1-2) when a single shell 

analysis.  For amplitude of χ(k), coordination number and Debye Waller factor are 

mainly related.  And inelastic loss factor (𝑆0
2) is also related to the amplitude of χ(k).  

For phase of χ(k), on the other hand, the correction of the origin of kinetic energy zero 

and bond length are mainly related.  In addition, from the definition, Debye Waller 

factor correlates with bond length.  Therefore, all parameters can correlate with each 

other.  Correlation of parameters sometimes makes CF analysis unstable or prevents 

from converging to physically meaningful results.  Even if the results of CF analysis 

give a reasonably low R-factor, it would be hard to exclude the other structural 

parameters.  Teo et al. suggested one of the solutions that predetermine the values from 

analysing model compound as FABM (Fine Adjustment Based on Model Compounds) 

approach.[66]  However, it cannot be applied to the unknown sample which its 

neighbour atoms’ elements cannot be estimated exactly.  In addition, even though the 

parameters are reduced by reference compound, the complex systems demands many 
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shells and sometimes make it hard to obtain reasonable results.   

Problem 3.  Dependence of initial parameters 

The CF analysis requires the initial parameters, from which the algorism is started to 

reduce the R-factor efficiently.  In case of complex molecules, dimension of structural 

parameters are increased.  Thus the region which gives low R-factor can be also 

increased and local minima of R-factor are produced in the parameter space.  In CF 

analysis, parameters are searched non-liner least square method, or using the steep of 

parameter space.  If a local minimum has enough depth to trap the parameter searching, 

the parameters can converge to the local minimum not global minimum and difficult to 

escape.[69]  When the fitting result is trapped at the wrong or meaningless local 

minimum, it is necessary to change the initial parameters to confirm the obtained 

minimum is not due to the local minimum but the global one or to search for the other 

possible structures.  It is not the serious problem in a simple system with one 

coordination shell present with a symmetric distribution.  The fitting result often gives 

the global minimum because the R-factor doesn’t have local minima.  The problem 

becomes serious in the complicated system where multi-shell fitting is necessary.  In 

this case, the parameter dependence of the R-factor becomes small or 𝐵𝑖𝑗  in Equation 

(1-44) is small so that the shape of R-factor becomes dull and a tiny perturbation 

changes the R-factor minimum position easily.  Moreover, the correlation between the 

parameters may give the physically unreasonable minimum.  For example, in case of 

Mo/SiO2 catalyst, Kikutani[70] pointed out that the possibility of local minimum of CF 

analysis about the bond length between the two molybdenum atoms which Iwasawa et 

al.[71] reported.  It is difficult to decide the appropriate structural model only from the 

EXAFS in this case because both results reproduced experimental data well.  Such 

differences of the results in CF analysis are often depending on initial parameter.  It 

means if CF analysis starts certain parameter near a local minimum, the result is 

different from the case which the CF analysis starts near the global minimum.  In 

addition, there is no guarantee that the obtained result is global minimum or not.   

1.4.2.  Ratio method 

In the ratio method, the amplitude component and phase component are separated 

using Fourier transformation.[24,72-75]  Then, these component compared with 

standard such as the result from the reference sample or theoretical calculation.  The 

equation is described as following. 
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ln(𝐴) = ln
𝐴𝑖(𝑘)

𝐴𝑠(𝑘)
= ln

𝑁𝑖
𝑁𝑠
+ ln

𝑟𝑠
2

𝑟𝑖2
− 2(𝜎𝑖

2 − 𝜎𝑠
2) ∙ 𝑘2 

𝛷 = 𝛷𝑖(𝑘) − 𝛷𝑠(𝑘) = 2𝑘(𝑟𝑖 − 𝑟𝑠) 

(1-45) 

Here, A and Φ were amplitude and phase shift, respectively.  The index i and s were 

experimental data of unknown sample and standard sample.  From the Φ vs k plot, the 

bond length is obtained and the correction of the origin of kinetic energy zero can be 

calculated.  From the ln(A) vs k
2
 plot, coordination number and Debye Waller factor 

were obtained.  When these plots don’t show the linearity, third and fourth cumulant 

component is added to Φ and A, respectively.  Thus the ratio method can treat 

asymmetric distributions of radial distribution function.  The advantage of the ratio 

method is to treat the correlation of parameters easier than the CF method.  And to 

obtain the parameters which reproduce the experimental data within a specified error 

bar from the entire volume of parameter space.  However, the ratio method can be 

applied only when the simple structure which the first shell consists of the same element 

and bond length.  Therefore, the ratio method cannot be applied to the complex 

samples.   

1.4.3.  Grid search method 

In grid search method, the parameters are surveyed step by step.[76]  In the CF 

method, elegant method, or equations such as Levenberg-Marquardt method is used to 

search the parameters which reproduce the experimental data better than the initial 

parameter.  The CF method shows the result quickly.  On the other hand, in grid 

search method, parameter space is divided step by step and each point is compared one 

by one to search better parameter sets.  This is time consuming and brute force method 

compared with CF method.  However, it can obtain the existence of local minima in 

the survey region.  Moreover, if large survey region is searched, it can avoid the 

dependence of initial parameter selection problem as mentioned Section 1.4.1.  M. J. 

Schalken and C. T. Chantler carried out the grid search method for EXAFS analysis.[77]  

They analyzed Nickel coordination complexes successfully.    

1.4.4.  Reverse Monte Carlo method 

Monte Carlo simulation is named after the town name Monte Carlo in Monaco 

famous for Casino.  Monte Carlo simulation is based on the random walk to obtain the 

stable complex structures which all parts of the structures depend on each other.  The 

energy, 𝐸0 is calculated with one structure.  Then the atomic positions are randomly 
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moved and the energy, 𝐸1 of new structure is calculated.  When the energy becomes 

smaller than the previous one, the new structure is accepted and then the structure is 

moved again from the new structure.  On the other hand, when the energy becomes 

larger than the previous one, the new structure is accepted with the probability 

proportional to exp(−(𝐸1 − 𝐸0)𝛽).  β is inverse proportional to the temperature or 

β = 1/𝑘𝐵𝑇(𝑘𝐵 is Boltzmann constant).  If the new structure is rejected, the atom 

positions are returned to the previous one which is the starting point for the other new 

random walk.  The system will reached stable state or no further change will occur in 

the energy, after all.  This corresponds to the equilibrium at β.  The structure at this 

equilibrium corresponds to the stable structure of the given system.    

Reverse Monte Carlo (RMC) simulation uses the degree of fitting, R-factor, instead 

of energy, E. [78-86]  RMC has been used for the analysis of X-ray and neutron 

scatterings where the medium range interaction is important.  First the large number of 

atoms is prepared in a large box (called as cell) and then R-factor0 is calculated for the 

initial atom positions in the large cell.  The number of atoms in the box is more than 

10
2
-10

3
.  After the random walk, the new R-factor1  is calculated for the new model.  

If R-factor1<R-factor0, the new model is accepted for the next trial.  Even if 

R-factor1>R-factor0, the new model is accepted in the probability of the 

exp(−(R-factor1−R-factor0)/β).  Then the next calculation starts.  The system reaches 

the equilibrium where no further improvement in R-factor after many cycles.  The 

structure at the equilibrium is the final structure for this system.  Thus the large 

number of atoms are contained in the large cell where the atoms move with the 

calculation of X-ray or neutron scattering intensity and the comparison with the 

experimental data by arrows shown in Figure 1-6(a).  Revers Monte Carlo method has 

been applied to EXAFS analysis.  In case of the EXAFS analysis, the nearest 

neighbour interaction is the most important so that it is not necessary to calculate the 

whole atomic pair in the large cell.  Fujikawa et al. proposed a micro RMC (m-RMC) 

method.[87]  In principle, the m-RMC method follows the conventional RMC 

procedure.  In m-RMC, a large cell is divided into independent replica files each of 

which includes a small chemical species such as a molecule, a metal complex or a metal 

cluster as shown in Figure 1-6(b).  The initial model structure in each replica file is 

assumed, and then m-RMC method is carried out using the set of replica files.  Each 

replica file contains one molecule, one metal complex or one metal cluster as shown in 

Figure 1-6(b).  A plenty number of replica files are prepared.  Based on the structure 

in each replica file,  𝜒𝑐𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒𝑑
𝑖 (𝑘) of the i th file is calculated.  For the molecule, the 

central atom is regarded as X-ray absorbing atom and the others are treated as scattering 
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atoms.  In the metal cluster which have several absorbing atoms.  For example, in Au 

cluster, all Au atoms in Au nanoclusters are all absorbers and at the same time scatterers.  

The 𝜒𝑐𝑎𝑙
𝑖 (𝑘) in the replica file is obtained from the initial configuration using the 

Equation (1-2).  The 𝜒𝑐𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒𝑑
𝑖 (𝑘)’s are averaged up over all absorbing atoms in 

replica files to obtain the averaged 𝜒𝑐𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒𝑑(𝑘).  The averaged 𝜒𝑐𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒𝑑(𝑘) is 

then compared with χ𝑑𝑎𝑡𝑎(𝑘) to estimate the degree of fitting, R-factor.  In order to 

avoid being trapped at the local minimum and to decrease the calculation time, 𝛽 is set 

at a large value of approximately 10
2
 at first.  Then 𝛽 is gradually decreased to obtain 

an accept/reject ratio nearly unity.  After 10
4
–10

5
 steps of cycles, the R-factor reaches 

the equilibrium.  Finally, the radial distribution function is calculated using all replica 

files.  The flowchart of m-RMC is as shown in Figure 1-7.  The cumulant coefficients 

from the final configurations are given by the following equations: 

𝐶1 = 𝑅 = 〈𝑟〉 

𝐶2 = 〈(𝑟 − 𝑅)
2〉 

𝐶3 = 〈(𝑟 − 𝑅)
3〉  . 

(1-46) 

Here, symbol 〈 〉  means the thermal average.  The m-RMC can include the 

asymmetric distribution.  Regulations of multi-edge analysis are automatically 

included.  For example, the bond length of A-B must be the same when it is observed 

from the edge A or from the edge B since the same cluster structure is used for the 

analysis of both edges and hence the A-B bond length is always the same.  The 

m-RMC method is the promising analysis technique even if the resolution is not so 

good as CF method. 

   

1.4.5.  Problem remaining in EXAFS analysis  

The main problems in the CF analysis are 1. The limitation of degree of freedom, 2. 

The correlation of parameters, and 3. The dependence of initial parameter, as mentioned 

Section 1.4.1.  The other problem remains for EXAFS analysis even though the other 

methods such as m-RMC method have the possibility to solve these problems.  These 

analysis methods mainly aim to avoid the local minima and to obtain the global 

minimum as the result of EXAFS analysis.  The best fit model looks the appropriate 

model from the EXAFS data.  However, there is no insurance that the best fit model is 

consistent with other results, especially in case of complex systems such as aimed 

element has the 6 different bond lengths or it is surrounded by some elements.  Main 4 
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parameters for EXAFS analysis have the correlations.  The problems of local minima 

and initial parameter become remarkable in complex structure.  In addition, there is a 

possibility that the local minima show the result which consistent with other results.  

Thus, the researchers should consider the whole parameter sets which reproduce the 

EXAFS in certain significance level.  It is difficult to evaluate multidimensional 

parameter space.  However, this problem becomes serious when the other experiment 

is difficult.   

The estimation of error for each parameter also can be the problem.  Ideally, the 

error of each data point, εi, should be estimated.  The εi does not only include the 

probability(statistical) error which can be estimated from the statistical treatment of the 

data but also it contains the systematic (non-statistical) errors.  Systematic errors arise 

from many uncontrollable origins so that the correct estimations are difficult.  If the 

probability errors were larger than systematic errors, I could represent the errors εi
2 by 

the probability error.  But the standard data quality obtained in synchrotron facilities in 

a transmission mode is very good and the probability errors can be neglected.  The 

Hamilton test can be applied for error estimation using R-factor.[88]  In Hamilton 

method, significance tests are allowed by R-factor ratio, ℜ=R1/R0, where R0 and R1 are 

R-factor of a refinement model and another refinement model with additional 

constrained condition on some parameters, respectively.  The ratio of R-factor is 

approximated to the ratio of two χ
2
-distribution functions.  Thus the ratio of R-factor is 

approximated to F-distribution as,  

ℜ𝑏,𝑀−𝑛,𝛼 =
𝑅1
𝑅0
=

𝑏

𝑀 − 𝑛
𝐹𝑏,𝑀−𝑛,𝛼 + 1   . 

(1-47) 

Here, M is the degrees of freedom, n is the number of parameters which used to obtain 

the refinement model, b is the number of restrained parameters which used to obtain the 

refinement model with restraints on some parameters and 𝐹𝑏,𝑀−𝑛,𝛼 is F-distribution 

function for significance level α.  For EXAFS analysis, the degree of freedom M is 

defined from Nyquist theory.[65]  The null hypothesis for significance test is “the 

degree of fitting between experimental data and calculated spectrum is the same as that 

of the best fit one”.  Hamilton method is based on F-test.  Therefore, statistical 

treatment for error estimation and comparison of two results are allowed.  However, 

Hamilton method has two weak points especially for complex structure.  1: The 

obtained statistical significance is relative value between the best model and the other.  

When R-factor of the best model is large, worse models can be picked up.  2: When the 
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parameters are used as much as the degrees of freedom, 𝐹𝑏,𝑀−𝑛,𝛼 becomes larger and 

meaningless models which don’t reproduce the experimental data can be picked up.  

Thus the large error can be obtained from such problems.   

Another problem is asymmetry of distribution.  The CF method is assumed that the 

radial distribution function is Gaussian or symmetric distribution as mentioned above.  

Therefore, the asymmetric distributed system with a large static disorder cannot be 

analyzed by the CF method, using the Equation (1-2). [89]  In order to include the 

effect of asymmetry, one way is to use the asymmetric distribution function.  The term 

Ne−2σ
2𝑘2  in Equation (1-2) can be replaced by asymmetric distribution function.  

However, it is not useful to introduce the asymmetric distribution function for the 

analysis.  Therefore, if the asymmetry was not so large, cumulant expansion method is 

applied.[90]  Though the number of fitting parameter is increased, the asymmetric 

distribution is well considered by cumulant expansion.  As mentioned in Section 1.4.2 

and 1.4.4, ratio method and (m-)RMC method can consider the asymmetric distribution 

using cumulant expansion for calculation.   

 

1.5.  Purpose of this thesis 

XAFS is suitable technique to characterize the catalysts not only the initial state but 

during the reaction.  XAFS gives the information about electronic state of X-ray 

absorbing atom and surrounding local structure.  In addition, it can be applied to 

in-situ or operando measurement easier than other characterization method.  High 

time-resolved measurements enable to trace the change of catalysts during the reaction.  

However, the conventional analysis of EXAFS, or curve fitting (CF) method, has three 

difficulties, 1. Limitation of parameters, 2. Correlation of parameters, 3.Dependence of 

initial parameter.  The degrees of freedom for analysis are the limitation of information 

which one can obtain from an EXAFS spectrum in problem 1.  Especially in the CF 

analysis, degrees of freedom limit the number of free parameters.  This limitation 

cannot be overcome in the analysis phase.  It can be improved only in the experimental 

phase.  The quality of raw data decides the degrees of freedom mainly.  On the other 

hand, problem 2 and 3 occur mainly in analysis phase and these become remarkable in 

case of complex system which demands many shells for analysis.  In addition, another 

problem is remaining in EXAFS analysis method.  The problems, most of analysis 

method aim to obtain the global minimum and gave up evaluating the whole parameter 

space, the estimation of error, and the treatment of asymmetric distribution remain.  In 
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this thesis, I would like to propose the new analysis method, “Constrained thorough 

search (CTS)” method.  The way of searching parameters is grid search method but 

challenge the treatment of multidimensional parameter space.  CTS method is brute 

force method and takes long time to analyze spectra comparing with CF method even 

though it takes lower cost than m-RMC.  However, CTS method gives fruitful results 

especially for complex systems.  CTS method has a potential to make correlations of 

parameters visible, to avoid the dependence of initial parameter for analysis, and to pick 

up the all candidates which reproduce the experimental data well in the searched 

parameter space.  The errors of each parameters are also shown with new criterion.  

In Chapter 2, I introduce the experimental setup for conventional XAFS measurement 

and fundamental treatment of observed data.  In Chapter 3, I show the overview of 

CTS method and comparison with other analysis method through the analysis of Pt 

L3-edge EXAFS of Pt foil and Mo K-edge EXAFS of MoO3 as examples of simple 

structure and complex structure, respectively.  From these results, the advantages and 

the disadvantages of CTS method is mentioned.  In Chapter 4, I reveal the structural 

change of WO3 photocatalyst in the photoexcited state from picosecond timeresolved W 

L3-edge EXAFS spectra using CTS method.  In Chapter 5, CTS method is applied to 

the analysis of PtRu bimetallic nanoparticles.  In the EXAFS analysis of bimetallic 

materials, additional constrained conditions have two be considered among the 

parameters of two absorption edges.  The general R-factor to combine the results 

obtained from each spectrum gave the meaningful results.  In Chapter 6, I discuss the 

general conclusion of this thesis.   
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Figure 1-1.  Number of publications when the words “catalyst” with “in-situ”(a) or 

“operando”(b) are searched as “topic” in Web of Science.  The survey range of years 

was 1985-2018.  This search was carried out at November 13th in 2019.  
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Figure 1-2.  The correlation between energy of incident X-ray and absorption 

coefficient.  The axis of energy is a logarithmic scale.  This spectrum was calculated 

for Mo from database of X-ray absorption edges. 

(URL:http://skuld.bmsc.washington.edu/scatter/AS_periodic.html) 
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Figure 1-3.  The sketch of X-ray absorption edge. 
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Figure 1-4.  Muffin-tin approximation. 
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Figure 1-5.  The flowchart for curve fitting (CF) analysis. 
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Figure 1-6.  Caluculated cells in reverse Monte Carlo(RMC) (a) and micro reverse 

Monte Carlo(m-RMC)(b). 
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Figure 1-7.  The flowchart for (micro-) reverse Monte Carlo analysis. 
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Chapter 2.  Conventional experimental and analytical method 

 

2.1.  Introduction 

Methodology of XAFS measurement has been well established in these last few 

decades.[1-3]  Synchrotron radiation is widely used as the X-ray source.  Synchrotron 

radiation gives high intensity X-ray and contributes to the development of XAFS 

measurement.  In this chapter, the general part in method of XAFS measurement is 

introduced.  Thus, the methods of conventional XAFS measurement, or the overview 

of transmission mode and fluorescence mode measurement, are introduced.  

Methodology of XAFS data processing has also been established.[1,2,4-33]  

Background removal and normalization are carried out to extract EXAFS oscillation 

from observed data.  EXAFS oscillation is Fourier transformed then analyzed.  In 

addition, inverse Fourier transform is carried out in some cases.  In the latter half of 

section, general procedure of data processing is introduced.  In addition, the 

environment and packages for analysis or program in this thesis are introduced because 

I carried out new analytical method using home-made program.  The details of the 

setup for measurement are described in each chapter.   

 

2.2.  Conventional XAFS measurement 

General XAFS measurement is carried out in transmission mode.  The arrangement 

of transmission mode is as shown in Figure 2-1(a), in case of the X-ray source is 

synchrotron radiation.  A particular energy of X-ray is selected by monochromator.  

The X-ray comes from synchrotron radiation is white X-ray or consists of wide range of 

energy so that the aimed X-ray energy is need to extract.  The monochromator is 

composed by single crystal and can diffract the certain energy of X-ray.  X-ray is 

focused by mirror.  There is no lens to focus the X-ray and the mirror using single 

crystal is generally applied.  Incident X-ray goes through the ion chamber which is 

arranged before the sample to measure the intensity, 𝐼0.  Then, X-ray goes through or 

absorbed at the sample.  Finally, the intensity I of transmitted X-ray is measured ion 

chamber.  As mentioned chapter 1, absorption coefficient μ is described using 

absorbed distance t by the Beer-Lambert Law as following.   

𝐼 = 𝐼0e
−𝜇𝑡 

(2-1) 
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The fluorescence mode is applied technique from transmission mode.  The 

arrangement of fluorescence mode is as shown in Figure 2-1(b).  The X-ray is 

transferred, monochromatized and focused by the same method as transmission mode 

from synchrotron radiation.  Incident X-ray also goes through the ion chamber which 

is arranged before the sample to measure the intensity, 𝐼0.  Then, X-ray goes through 

or absorbed at the sample.  Finally, intensity of fluorescence X-ray which comes from 

sample is measured as 𝐼𝑓.  The absorption coefficient is approximated to  

𝜇𝑡 =
𝐼𝑓

𝐼0
  . 

(2-2) 

This approximation can be applied when the sample is diluted one such as nanoparticles 

on the substrate.  Therefore, if the sample has enough concentration to measure the 

transmission mode, fluorescence mode shouldn’t be applied.  The intensity of 

fluorescence X-ray is detected by the scintillation counter or the semiconductor detector 

such as Solid State Detector (SSD) and Silicon Drift Detector (SDD).  When the 

signals are weak and the back ground signals are high, the filter and solar slit to cut the 

low energy X-ray and scattered X-ray.  In case of semiconductor detector, scattered 

X-rays can be cut by itself using ROI.  X-ray which comes from synchrotron radiation 

is polarized.  It means the inelastic scattered X-ray is suppressed at perpendicular 

position to the incident X-ray.  Thus the position of detector is often placed 

perpendicular to the direction of incident X-ray.   

 

2.3.  Equipments 

Here, the conventional equipment for XAFS measurement is introduced.  Recently, 

synchrotron radiation is mostly used as the X-ray source.  The X-ray is focused by 

mirror and a particular energy is selected by monochromator.  An example of 

arrangement is shown in Figure 2-2.   

2.3.1.  Synchrotron radiation source 

When the electron is accelerated by electromagnetic field, electromagnetic wave is 

generated.  In case of synchrotron radiation, electrons are accelerated to near the 

velocity of light.  This high energy electron is stored in the electron storage ring and 

X-ray is generated when the electron is bended by bending magnet.  In the storage ring, 

insertion device is also applied to the straight part.  In the undulator, for example, 
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electrons wiggle in sinusoidal manner by the periodic magnetic field.  Thus the X-rays 

are generated with the same direction of electron in the ring.  The X-rays interfere each 

other.  As the result, short width of energy and high flux X-ray is generated.  The 

important features of synchrotron radiation are as following. 

 The pulsed X-ray is obtained. 

 Brightness of X-ray is very high comparing with X-ray tube. 

 High energy X-ray can be available. 

 Polarized X-ray is obtained. 

Representative synchrotron radiation source in Japan are Photon Factory (High Energy 

Accelerator Research Organization, Tsukuba) and SPring-8 (Harima).   

2.3.2.  X-ray optics 

The X-ray has to be transported from the electron storage ring to the experimental 

station.  During the transportation, X-ray is monochromatized and focused.  The 

optics for X-ray is introduced here.     

2.3.2.1.  Monochromator 

The X-ray which generated by synchrotron radiation is white X-ray which has wide 

distribution of energy.  In conventional XAFS measurement, energy of incident X-ray 

has to be monochromatized.  The selected energy X-ray is obtained by the X-ray 

diffraction by single crystal.  According to the Bragg’s low, the inclination angle θB is 

decided by  

2𝑑sin𝜃𝐵 = 𝑛𝜆  . 

(2-3) 

Here, d (Å) is the lattice spacing, λ(Å) is the wave length of X-ray.  The wave length is 

written as following using Planck constant h, velocity of light c, and energy of X-ray E 

(eV). 

𝜆 =
ℎ𝑐

𝐸
=
12398.52

𝐸
 

(2-4) 

Finally, from Equation (2-3) and (2-4),  
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2𝑑sin𝜃𝐵 =
12398.52

𝐸
 

(2-5) 

Silicon single crystal is often applied to the monochromator.  In case of Si(111) and 

Si(311), the lattice spacing are d=3.1356 Å and d=1.6375 Å, respectively.  The energy 

resolution is related with the characteristics of monochromator.  Si(111) has enough 

energy resolution for usual measurement.  If higher energy resolution is needed, higher 

order reflection such as Si(220) or Si(311) are applied.  Though the energy resolution 

is improved by such monochromators, intensity of incident X-ray becomes low.  In 

practical, double crystal monochromator which uses the two monochromators in parallel 

arrangement is widely applied.  The advantages of double crystal monochromator are 

as following. 

 The position of monochromatized X-ray becomes stable. 

 The higher harmonic wave can be removed to detune the parallelism of crystals. 

2.3.2.2.  Mirror 

The reflectance factor of X-ray is less than 1.  X-ray is focused using mirror not the 

lens.  The critical angle of total reflection is given by   

𝜃𝐶 = (
𝑟0𝑁𝐴𝑍𝜌

𝜋𝐴
)

1
2
𝜆  . 

(2-6) 

Here, r0 is the radius of an electron, NA is the Avogadro’s constant, Z is the number of 

element of material on mirror, ρ is the density of material, and A is the molar mass.  

The critical angle is mrad order.  As the result of total reflection on the mirror, high 

energy X-ray which cannot satisfy Equation (2-6) is removed.  Thus the mirror also 

can remove the higher harmonic wave of X-ray.     

 

2.3.3.  Detectors 

2.3.3.1.  Ionization chamber 

Ionization chamber is widely used to detect the intensity of incident X-ray, I0.  In the 

transmission mode measurement, intensity of transmitted X-ray, I, is also detected by 

ionization chamber.  The principle of ionization chamber is as following.  When an 
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X-rays goes through the ionization chamber, gases with which fill the ionization 

chamber are ionized.  There is a strong electronic field in the ionization chamber 

between the electrodes by high voltage so that ionized gases and electrons are captured 

by the electrodes each other.  Thus the X-rays are counted as the current at electrodes.  

The current is amplified by amplifier and outputted as voltage, then converted to pulses 

by Voltage-to-Frequency (V/F) converter, finally counted by counter.  The component 

of gases is selected depending on the energy of X-ray.  The detection efficiency should 

be adjusted 10-25% for I0 detection and slightly lower than 100% for I detection, 

respectively.  The feature of ionization chamber is its linearity.  If high voltage is not 

enough, this linearity is lost.  Thus the high voltage is important for ionization chamber.  

The noises of signal can be caused by leakage of current and transport line to the 

counter.  The surface of insulator in the ionization chamber has to be kept clean to 

suppress the leakage of current.  The transport line has to be designed short and 

grounded well to suppress the noise during the signal transportation.  

2.3.3.2.  Scintillation counter 

Scintillation counter is used to detect the intensity of fluorescence X-ray, If, in the 

fluorescence mode measurement.  Scintillator emits the sparks or scintillations when 

the ionizing radiation goes through the scintillator.  These scintillations are very weak 

intensity.  Thus the scintillations are amplified by the photomultiplier or the phototube 

and counted as pulses.  The photomultiplier is the tube which is equipped the 

photocathode at inlet and dynodes inside under vacuumed condition.  An electron is 

emitted when the scintillation hit the photocathode.  This electron is goes to dynode by 

the electric field and hit the dynodes.  When an electron hits the dynode, secondary 

electrons are emitted.  These secondary electrons hit the dynode one by one and the 

electrons are increased, finally.  Scintillation counter doesn’t have the energy 

resolution.  It means that scintillation counter cannot remove the background from 

scattered X-ray in itself.  Thus filter and solar slit is equipped between the sample and 

the scintillation counter.  Filter is low energy X-ray pass filter.  The X-ray which has 

higher energy than aimed fluorescence X-ray such as inelastic scattering X-ray is 

absorbed at filter.  However, filter also emits the fluorescence X-ray.  Thus solar slit 

is equipped between filter and detector.  Solar slit cut only the fluorescence X-ray and 

scattered X-ray from the filter.  Finally, background of signal is reduced.   
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2.4.  Data processing 

Generally, experimental data is treated as shown in Figure 2-3 before the analytical 

method is carried out.[5]  Decide the absorption edge (E0) from the spectrum and 

convert loaded data from energy (E) to wavenumber (k) using Equation (2-7). 

𝑘 = √
2𝑚

ℏ2
(𝐸 − 𝐸0) 

(2-7) 

At the same time, normalize the spectrum to consider the effect of only one X-ray 

absorbing atom.  And remove the background to extract EXAFS oscillation 𝜒(𝑘) 

from the spectrum.  Multiplying k
n
 (n=0, 1, 2, or 3) weight by 𝜒(𝑘) to consider the 

damping of EXAFS oscillation in the high wavenumber region.  k
n
∙ 𝜒(𝑘) is Fourier 

transformed.  This Fourier transformed spectrum looks like a radial distribution 

function.  However, it includes phase shift so that different from real radial distribution 

function of sample.  This phase shift is calculated theoretically or referred to the 

reference sample during analysis and then real parameters are searched.  General curve 

fitting (CF) analysis is performed to Fourier transformed k
n
∙ 𝜒(𝑘) or inversly Fourier 

transformed one with selecting peak of EXAFS oscillation.  The detail of each process 

is as following.   

2.4.1.  Background removal and Normalization 

Background removal was performed using REX2000 (RIGAKU).[62,63]  In 

REX2000, inflection point of second derivative is defined as absorption edge, E0.  

Decide the pre-edge region (μpre) and post-edge region (μpost) like Figure 2-4 for 

normalizing the spectrum.  Spectrum was normalized and background was removed as 

following, 

𝜒(𝑘) =
𝜇 − 𝜇s
𝜇0

=
(𝜇 − 𝜇pre) − 𝜇post

𝜇0
 

𝜇s = 𝜇pre + 𝜇post 

(2-8) 

Background of pre-edge region is calculated least-square approximation using Victoreen 

equation. 

𝜇pre(𝜆) = 𝐴 + 𝐶𝜆
3 − 𝐷𝜆4 

(2-9) 
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Here, A, C, and D are constant.  This equation includes the correction term.  When 

the measurement is carried out using synchrotron radiation, the detectors for incident 

X-ray and transmitted one so that Equation (2-9) includes constant A as a correction 

term.  This background is extrapolated to higher energy than absorption edge.   

On the other hand, the center of oscillation is estimated using cubic spline smoothing 

method in the post-edge region.  When sum of absolute value in differential coefficient 

of second derivative for 𝜇0 and EXAFS oscillation are described as B’’ and D’’, 

respectively, 𝜇0 is searched to satisfy following equation. 

𝐵" <  0.002𝐷" 

(2-10) 

This equation means spline function is almost linear function.  However, this equation 

sometimes cannot estimate 𝜇0 because of noise effect to 𝐷".  Therefore Cook-Sayers 

evaluation is used.[10]  They introduce three parameters from the Fourier 

transformation of experimental data as following, 

HR : the average value of transform magnitude between 0 and 0.25 Å 

HM : the maximum value in the transform magnitude between 1 and 5 Å 

HN : the average value of transform magnitude between 9 and 10 Å 

and the termination conditions are  

HR – HN ≥ 0.05HM 

or if HN > 0.1HM then HR ≥ 0.1HM 

(2-11) 

The condition of HN > 0.1HM indicates that the experimental data has much noise.  

These indicators are useful to check the background removal was appropriate or not.  

The spline smoothing can follow the experimental data well depending on the 

parameters.  Most important point is not only to use these indicators but check one by 

one visually.    

The spectrum which its background was removed is normalized by edge jump 𝜇0.  

This normalization is important to consider the EXAFS oscillation for the one X-ray 

absorbing atom.  To consider only one atom’s EXAFS oscillation, EXAFS spectrum 

can be analyzed.   
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2.4.2.  Fourier transformation  

After background removal, k
n
 weight is multiplied to 𝜒(𝑘) .  This treatment 

considers the damping effect in high wavenumber region caused by Debye Waller factor 

and so on.[11]  This treatment makes peak separation clearly and emphasizes the 

heavy elements’ signals.  However, noise is also emphasized so that it is important to 

check the spectrum visually.   

The peaks that related with bond lengths between X-ray absorbing atom and neighbor 

atoms are observed from Fourier transform of 𝜒(𝑘).  Experimental EXAFS data is 

finite so that finite Fourier transformation as following is used. 

FT = ∫ 𝑘𝑛 ∙ 𝜒(𝑘)𝑤(𝑘)e2𝑖𝑘𝑟𝑑𝑘
𝑘𝑚𝑎𝑥

𝑘𝑚𝑖𝑛

 

(2-12) 

The minimum domain, kmin, is selected between 2.0-3.0 Å
-1

 to avoid the effect of 

multiple scattering around absorption edge.  The maximum domain, kmax, should be 

selected as large as possible.  However, k becomes higher the noise also becomes 

higher because the intensity of oscillation becomes smaller in high k region.  kmax have 

to be selected with considering the S/N ratio in experimental spectrum. 

Window function is used for finite Fourier transform to avoid the effect of truncation 

though the some peaks can become broad.  In this thesis, Hunning function defined as 

following equation is used for all spectra. 

w = [1 −
cos{π(𝑘 − 𝑘𝑚𝑖𝑛)}

2𝑑
]   𝑘𝑚𝑖𝑛 < 𝑘 < 𝑘𝑚𝑖𝑛 + 𝑑 

= 1             𝑘𝑚𝑖𝑛 + 𝑑 < 𝑘 < 𝑘𝑚𝑎𝑥 − 𝑑 

= [1 −
cos{π(𝑘𝑚𝑎𝑥 − 𝑘)}

2𝑑
] ,     𝑘𝑚𝑎𝑥 − 𝑑 < 𝑘 < 𝑘𝑚𝑎𝑥 

(2-13) 

where d is recommended about 5-10 % of Fourier transformation range.  I choose 

10 % of the range in this thesis.  Note that though the Fourier transformed spectrum 

almost looks like a radial distribution function of the sample, this is not as mentioned.  

REX2000 was used to calculate the Fourier and inversely Fourier transformed data for 

CF analysis using REX2000.  On the other hand, Larch package was used to calculate 

such transformation for CF analysis and constrained thorough search (CTS) analysis 

using the self-written codes.[12]  Note that the definition of the window function is 
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different between REX2000 and Larch.  Therefore, the scripts using Larch has 

correction part for parameters to the definition of REX2000.   

In many analyses, the inversely Fourier transformed spectra are used to select the 

particular r range and transformed to k space.  This can be filtering out the EXAFS 

signal of aimed peak and then represent as 𝜒(𝑘).  It is helpful and carried out from 

early analyses.  Though this approach is effective for simple system such as the foil 

sample, it becomes complicated for complex system.  It is because the effect from 

another shell can be combined even though the r region is limited.  The careful 

treatment is needed for complex system.   

 

2.5.  Environment for analysis 

In this thesis, background removal and CF analysis were carried out using REX2000.  

CF analysis was also carried out using the hand-made program.  Thorough search 

analysis was carried out using the hand-made program.  For CF and TS analysis, 

backscattering amplitude and phase shift are calculated using FEFF code.[13,14]  The 

scripts of hand-made program were written in “Python 3.7.3”. and operation system 

(OS) of computers were “Windows 10 pro”.  The details of the environment for 

analysis are shown in Table 2-1.  The packages of Python which were used mainly in 

this thesis were Anaconda 3 [15] and Larch package[12].  Python gives many useful 

packages.  The packages which were mainly used in this thesis are shown in Table 2-2. 

2.5.1.  FEFF code 

The backscattering amplitude and phase shift are calculated using FEFF code.  

FEFF code was developed by J. J. Rehr, et al.[13,14]  In FEFF code, the ab initio 

multiple scattering calculations of XAFS are carried out and yields scattering amplitude 

and phases for each path.  In this thesis, FEFF8.2 code was used.  FEFF has the many 

modules corresponding to procedure of calculation.  In this thesis, the scattering 

amplitude and phase shift for each path was calculated and the feff000N.dat (N=1,2, ⋯) 

files were generated for carrying out CF analysis and CTS analysis using the program 

which was made by myself.  Equation of Motion (EM) method was also carried out to 

estimate the Debye Waller factor.[16]   

Equation of Motion method for Debye Waller factor is proposed by A. V. Poiaarkova, 

and J. J. Rehr.[16]  The Debye Waller factor is estimated from the vibration between 

X-ray absorbing atom and its neighbor using force constant of its bond in EM method.  
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Force constant of each bond can be obtained by Raman spectroscopy.   

In FEFF code, EM method is controlled by “DEBYE” card.  In addition to the input 

file for FEFF main calculation, “spring.inp” file is also needed to input the force 

constant of each bond.  The result is outputted as “s2_em.dat” file.  In FEFF 

calculation for 𝜒(𝑘), this Debye Waller factor is used in “ff2chi” process.   

2.5.2.  Larch 

Larch is a package of Python for XAFS calculation developed by M Newville.[12]  

The functions of general analysis program, Athena and Artemis [17] are included in 

Larch.  In this thesis, “ff2chi” function which calculates 𝜒(𝑘)  using calculated 

scattering amplitude and phase shift refer to ‘feff000N.dat’ files which were calculated 

by FEFF code was used.  In addition, Fourier transformation and inversely Fourier 

transformation was carried out using “xftf” and “xftr” function, respectively.  Note that 

the definition of the range of window function is deferent from REX2000.  Thus these 

parameters are adjusted to definition of REX2000 in self-written codes.  The details of 

package and equipped functions are sited on the Web site.[18]  In this thesis, Larch 

9.43 was used. 

 

  



52 

 

 

Table 2-1.  The details of environment for analysis. 

 OS Windows 10 Pro 

Chapter 3 

Processor Intel(R) Core(TM) i7-2600 CPU @ 3.40GHz 

Memory 8.00 GB 

Storage 256 GB (SSD: Solid State Drive) 

Chapter 4, 5 

Processor Intel(R) Xeon(R) Bronze 3204 CPU @1.90 GHz 

Memory 32.0GB 

Storage 256 GB (SSD: Solid State Drive) 

FEFF 8.2 

Python 3.7.3 
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Table 2-2.  The Python libraries which used for EXAFS analysis program. 

Package name Purpose 

 Argparse 
Receive the argument when the script starts running at 

command line. 

 glob Search the pathnames which matched to a specific pattern. 

 xraylarch 
Package which includes the function for XAFS analysis.   

The functions which used in this thesis are shown in Table 2-3. 

 multiprocessing 
Enable to carry out calculation with multi threads at the same 

time. 

 natsort Sort the files for feff calculation. 

 Numpy Package which treat array and calculate faster. 

 os Give paths to the files easily. 

 time Measure the time how long takes for calculation. 

 yaml 
Enable to treat YAML file.  YAML file is used as input file in 

hand-made program. 

 

  



54 

 

 

Table 2-3.  The functions which used for analysis program from larch library. 

Function name Description 

group 
Data (arrays) and parameters (scalars) are preserved in 

a set as group. 

larch_plugins.io  

read_ascii Read the experimental data as a group. 

larch_plugins.feffdat  

feffpath 
Read the “feff000N.dat” file and preserve the 

parameters for the path. 

ff2chi 
Calculate the EXAFS oscillation χ(k) using feffpath 

group. 

larch_plugins.xafs  

xftf Fourier transform the EXAFS oscillation χ(k). 

xftr 
Inversely Fourier transform the EXAFS oscillation 

χ(k). 

feffit Perform the curve fitting analysis. 

larch_plugins.fiting  

param Define a parameter for path and set some of its attribute 

guess 
Define a variable parameter for path and set some of its 

attribute. 

larch_plugins.feffit  

feffit_transform 

Preserve the parameters for Fourier and inversely 

Fourier transformation and range of comparison 

between the data and sum of paths as a Transform 

group. 

feffit_dataset 
Preserve the group of experimental data, a list of feff 

paths, and a Transform group. 

feffit_report Return a printable report from a feffit function.  
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Figure 2-1.  Arrangement of conventional XAFS measurement of (a) transmission 

mode and (b) fluorescence mode.    

 

 

 

Figure 2-2  Arrangement of beamline. 
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Figure 2-3.  Flow diagram for analyzing the experimental 

EXAFS data using curve fitting method. 
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Figure 2-4.  EXAFS spectrum and extrapolation or interpolation line for back ground 

removal.  The Green line shows the pre-edge region (μpre) and the red line shows 

post-edge region (μpost). 
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Chapter 3.  Development of constrained thorough search analysis for 

extended X-ray absorption fine structure  

 

3.1.  Introduction 

Extended X-ray absorption fine structure (EXAFS) spectroscopy refers to the 

oscillation appearing from 50 to 1000 eV above an X-ray absorption edge.  EXAFS is 

an element-specific spectroscopy and provides information about the local structure 

around the X-ray absorbing atoms of materials without long-range order such as 

surfaces, nanomaterials and catalysts [1].  EXAFS spectra are usually analyzed with 

background removal and Fourier transformation (FT) into r-space, followed by 

non-linear least square curve fitting (CF) analysis to search for the lowest R-factor 

(defined by Equation (3-3) shown below) in k- or r-space [2].  The CF analysis 

provides structural parameters such as the coordination number (N), correction of the 

zero kinetic energy (ΔE0), the bond length (r), and the Debye Waller factor (σ
2
) for each 

coordination shell.   

When an EXAFS spectrum of a complex system where several shells are present in 

an inseparably small range is analyzed by the CF method, the following three problems 

arise.  

1. The strong correlation between structural parameters makes the CF analysis 

unstable and prevents it from converging to give physically meaningful results [3, 4].  

Even if the CF results give a reasonably low R-factor, it would be hard to exclude 

the other structural parameters.  

2. The fitting results were dependent on the choice of the initial structural parameters.  

3. The number of total parameters for CF analysis is limited by the finite degree of 

freedom determined by the Nyquist theory [5].   

2Δ𝑘 ∙ Δ𝑟

𝜋
+ 𝛼, 𝛼 = 0,1,2 

(3-1) 

Here, Δk is the fitting k-range and Δr is the FT r-range.  Because typical Δk and Δr 

are 12 Å
−1

 and 1 Å, respectively, the degrees of freedom are eight to ten.  Thus, the 

maximum number of coordination shells is two or three for every 1-Å interval.  

The α-molybdenum oxide (α-MoO3) has a distorted octahedral structure with five 

different bond lengths, as shown in Figure 3-1 [6].  Chun et al. [7] reported the CF 

analysis of EXAFS data for α-MoO3 powder.  It is still quite difficult to obtain the 
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bond lengths of MoO3 correctly by the conventional CF method.  In their chapter, they 

measured polarization dependent and temperature dependent XAFS of α-MoO3 single 

crystal and carefully chose the initial parameters.  They fixed several parameters using 

the relationships between the bond length and the Debye Waller factor to decrease the 

total number of fitting parameters.  Finally, they obtained good results.  However, the 

above mentioned careful and particular experiments and analyses were necessary.  

To overcome the problems associated with the CF analysis, Fujikawa et al. [8] 

developed the micro reverse Monte Carlo (m-RMC) method and successfully 

determined the structure of α-MoO3 without any assumptions of initial structural 

parameters.  The m-RMC is a kind of reverse Monte Carlo approach [9−14].  The 

reverse Monte Carlo approach tries to find the structure with the random walk of atoms 

in a large ensemble to seek the low R-factor using the Metropolis method.  The 

m-RMC method uses a large number of ensembles of clusters, for which the EXAFS 

oscillations are calculated and determines the local structure [8].  

Here, I propose a new analysis procedure for EXAFS data, which is called 

constrained thorough search (CTS) analysis.  In CTS analysis, EXAFS spectra and 

their R-factors are calculated thoroughly over a certain range of structural parameters.  

Although CTS analysis is a time-consuming and inefficient method, the appropriate 

choice of constraints for fitting parameters makes it feasible to determine the local 

structures of materials, even those with complex structures like α-MoO3.  In this 

chapter, the CTS analysis is applied to two systems.  The first is platinum (Pt) foil as a 

simple example to illustrate details of CTS analysis.  The second is α-MoO3 as a more 

complex case.  The advantages and disadvantages of the CTS analysis are discussed 

through comparison with the CF analysis [7] and the m-RMC method [8]. 

 

3.2.  Experimental 

3.2.1.  XAFS measurement 

A Pt L3-edge EXAFS spectrum of the Pt foil was measured at the BL-12C beam line 

of the Photon Factory, Institute of Materials Structure Science, High Energy Accelerator 

Research Organization (KEK-IMSS-PF) using a Si(111) double-crystal monochromator.  

The higher harmonics were rejected by a bent cylindrical focusing mirror.  The Mo 

K-edge EXAFS spectrum of the α-MoO3 powder was accumulated in a transmission 

mode at the BL-10B beam line of the Photon Factory using a channel cut Si(311) 

monochromator [7].  Both data can be downloaded from the XAFS database of the 

Institute for Catalysis, Hokkaido University (https://www.cat.hokudai.ac.jp/catdb/index. 
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php?action=xafs_login_form&opnid=2), where the data for the Pt foil and α-MoO3 have 

been uploaded as JXAFS- 1203210001 and JXAFS-1206270007, respectively.  

3.2.2.  Data processing 

Background removals were carried out using REX2000 [2, 15].  EXAFS oscillations 

(χ(k)) of the Pt foil and the α-MoO3 powder were Fourier transformed in the range of 

3.0−16.0 and 3.0−13.0 Å
−1

, respectively, with a Hanning window function.  The 

inverse FT data were analyzed by the CF and TS methods, independently.  The inverse 

FT ranges were 2.0−3.0 and 1.0−2.0 Å for the Pt foil and the α-MoO3 powder, 

respectively.  Only the first neighboring atoms were considered for both cases.  The 

CF analysis was carried out in the REX2000 and Larch programs using the following 

equation [1, 2, 15, 16],    

𝜒(𝑘) =∑
𝑆0
2𝑁𝑖𝐹𝑖(𝑘)

𝑘𝑟𝑖2
exp(−2𝑟𝑖/λ)exp(−2𝜎𝑖

2𝑘2) sin(2𝑘𝑟𝑖 +𝜙𝑖(𝑘))

𝑀

𝑖

 

𝑘 = √
2𝑚

ℏ2
(ℎ𝜐 − (𝐸0 + Δ𝐸0))  , 

(3-2)  

where S0
2
, Fi(k), ϕi(k), λ, m, hυ and E0 are the inelastic energy loss, backscattering 

amplitude and phase shift functions, inelastic mean free path, mass of an electron, X-ray 

energy, and absorption edge energy, respectively.  The subscript i indicates the shell 

number and M is the total number of shells to be analyzed.  Fi(k) and ϕi(k) for the ith 

shell in Equation (3-2) were calculated using FEFF8.2 program(Table 3-1).[17]  

Goodness of fitting was evaluated using the R-factor for all results. 

𝑅 − factor =
∑[𝑘𝑛 ∙ 𝜒𝑑𝑎𝑡𝑎(𝑘) − 𝑘

𝑛 ∙ 𝜒𝑐𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒𝑑(𝑘)]
2

∑[𝑘𝑛 ∙ 𝜒𝑑𝑎𝑡𝑎(𝑘)]2
 

(3-3) 

Here, 𝜒𝑑𝑎𝑡𝑎(𝑘) and 𝜒𝑐𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒𝑑(𝑘) were the observed EXAFS data and calculated 

values, respectively.  The error for CF analysis was estimated by the Hamilton’s 

method.[18]  The degree of freedom was calculated using Equation (3-1) with the α=2.   
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3.3.  Overview of constrained thorough search (CTS) analysis 

I considered the structural parameter space in the Thorough search (TS) and CF 

analyses.  This parameter space was a multidimensional metric space consisting of 

structural parameters such as N, ΔE0, r, and σ
2
, each of which corresponded to one axis 

in the parameter space.  In other words, the dimensionality of the structural parameter 

space was equal to the number of structural parameters.  A set of the structural 

parameters was represented by a point 𝒫 with components of (N, ΔE0, r, σ
2
).  The point 

𝒫 provided the EXAFS oscillation χ(k, 𝒫) and its R-factor.  This parameter space had a 

function mapping from 𝒫 onto the R-factor axis expressed as 𝑅=f (𝒫), as depicted in 

Figure 3-2 in two-dimensional (2D) parameter space as an example.  In the CF method, 

the initial point 𝒫0 was provided first and then 𝒫 moved in the parameter space to 

follow the steepest (highest gradient) direction to search for the point 𝒫′ with the lowest 

R-factor as shown in Figure 3-2(a).  The curve fitting routine in the Larch program and 

the REX2000 were equipped with the Levenberg-Marquardt algorithm to find 𝒫′ 

effectively and efficiently [19].  The CF method might reach local minima such as 𝒫′′ 

and 𝒫′′′ shown in Figure 3-2(a) instead of the global minimum 𝒫′.  As the number of 

structural parameters increased, the shape of function f became broader with several 

dips that might trap point 𝒫 at a local minimum.  In this case, even though the CF 

analysis gave the converged value, it did not necessarily guarantee the obtained result 

was the unique and accurate solution.   

In contrast, in TS analysis, all points 𝒫 were thoroughly surveyed to produce the 

whole R-factor map, as shown in Figure 3-2(b).  In other words, the overall picture of 

function f was obtained first.  When the R-factor was less than a certain value (as 

shown by the black line in Figure 3-2(b), all 𝒫 are accepted as candidate parameter 

points.  Each candidate parameter point 𝒫 was not an isolated point but instead formed 

an n-dimensional domain with other candidate points 𝒫.  Histograms of each 

parameter were obtained, as illustrated in Figure 3-2(b).  The average of each 

parameter in the domain was the representative structural parameter of the domain of 

interest, as indicated by arrows in Figure 3-2(b).  The width of the histogram 

corresponded to the error or precision of the corresponding structural parameter. In 

more complex systems, several domains were obtained that include points 𝒫 that were 

below the R-factor threshold.  The TS analysis gave all possible structures.  The 

domains with the R-factor less than certain value were then explored more precisely or 

by other methods.  The TS analysis was supposed to involve higher cost (time and 

machine power) than the CF analysis.  However, the real costs were not so high as I 
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anticipated and the TS analysis provided more information than the CF analysis.  In 

addition, I applied the constrained condition to avoid the calculation of meaningless 

parameter space.  The physically meaningful parameter space can be limited by 

theoretical assumption.  Therefore, the calculation time is also saved using constrained 

condition and it can be called as constrained thorough search (CTS) method.   

 

3.4.  Results 

3.4.1.  CTS analysis of EXAFS data for Pt foil 

The strategy of the CTS analysis is to survey a selected area in the structural 

parameter space thoroughly and then calculate the EXAFS oscillation and the R-factor 

of each point 𝒫.  The CTS analysis was carried out using a customized Python 

program borrowing many functions from the Larch library [16].  Figure 3-3 shows a 

flow chart of the CTS analysis procedure including data processing.  The survey range 

and step for EXAFS analysis of Pt foil are shown in Table 3-2.  A total of 33,201 

points 𝒫 were calculated.  A domain was created that consisted of 𝒫 satisfying 

R-factor < 0.0052.  The maximum R-factor (0.0052) was determined by the criterion 

that the null hypothesis “calculated spectrum is equivalent to that of the best fit one” 

could not be rejected at a significance level of 0.05.  The domain was composed of 

eight points 𝒫 of the structural parameters.  Next, the fine CTS analysis was carried 

out for the confined survey area, as shown in Table 3-2.  In this case, 1,814 points 𝒫 

satisfied R-factor < 0.0052.  The average values of the structural parameters in the fine 

CTS analysis were 𝑆0
2
=0.99±0.09, Δ𝐸0=9.6±1.3eV, 𝑟=2.76±0.004Å, and 

𝜎2
=0.0052±0.0003 Å

2
, respectively.  Figure 3-4(a) shows the EXAFS oscillation 

provided by the average structural parameters together with the observed one.  Both 

oscillations agreed well with an R-factor of 0.0018.  These parameters determined by 

the CTS analysis corresponded well with those of the CF results within errors and those 

obtained from m-RMC results, as shown in Table 3-3[8].  Figure 3-4(b−e) presents 

histograms of the structural parameters S0
2
, ΔE0, r, and σ

2
.  In Figure 3-4(b−e), the 

width of each histograms corresponded to the error assessed from the related Gaussian 

distribution fit (shown as dashed curves).   

3.4.2.  CTS analysis of EXAFS data for α-MoO3  

α-MoO3 has an orthorhombic-type crystal structure with lattice constants a=3.96 Å, 

b=13.86 Å, and c=3.70 Å.[6]  α-MoO3 has six Mo-O bonds.  Crystallographic data 

revealed the presence of five different bond lengths in α-MoO3 (1.67, 1.73, 2×1.95, 2.25, 
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and 2.33 Å), as shown in Figure 3-1.  The short bonds of 1.67 and 1.73 Å correspond 

to M=O double bonds, while the bond with a length of 1.95 Å are M-O single bonds.  

The question is “Six bond lengths can be determined by EXAFS?”.  Figure 3-5 shows 

the FT of the observed α-MoO3 EXAFS oscillation.  Peaks appeared around 1.5 and 

3.2 Å.  The strong peak at 3.2 Å was assigned to Mo-Mo bonds and not considered in 

this paper.  The peak around 1.5 Å was assigned to Mo-O bonds.  This peak was split 

into two because of the interference of the EXAFS oscillations of several Mo-O bonds 

with different lengths.   

The CTS analysis of α-MoO3 powder was carried out as follows.  It was assumed 

that α-MoO3 possessed an octahedral structure so that the surveyed parameter space had 

dimensionality of 24 (=6×4).  The number of parameters was greater than the degrees 

of freedom.  Therefore, it was necessary to decrease the number of survey parameters.  

Thus, S0
2
 and ∆E0 were fixed to those of Na2MoO4 because these two parameters 

mainly depended on the bonding pair and valence state.  Their transferability from the 

reference compound was often assumed and confirmed in the literature [7].  When S0
2
 

and ΔE0 were roughly adjusted, those were obtained from the reference compound 

provide the least R-factor as shown in Figure 3-6.   

The σ
2
 values were calculated from the spring constants derived from Raman 

spectroscopy [7, 20] using an Equation of Motion (EM) method[21].  Because spring 

constants are related to bond lengths, the Debye Waller factor can be estimated as a 

function of bond length.  I assumed the linear relation described by Equation (3-4), as 

shown in Figure 3-7.   

𝜎2 = 0.0082𝑟– 0.0124 

(3-4) 

This process decreased the dimensionality from 24 to six.  Next, the CTS analysis was 

carried out in this subspace.  The analysis was performed under the condition of 

r1≤r2≤r3≤r4≤r5≤r6 to avoid the calculation of duplicated structures.  I carried out the 

CTS analysis in two steps.  The first step was a rough CTS analysis with low 

resolution, which was followed by a fine CTS analysis limited to the candidate 

parameter domains derived from the rough analysis.  The rough CTS analysis was 

performed with a survey step of 0.05 Å for each 𝒫 in the range of 1.60–2.40 Å.  Table 

3-2 shows detail range of each parameter.  The number of surveyed points 𝒫 was 

7×10
4
 (74,614).  From these, 40 𝒫 satisfied R-factor < 0.10.  Figure 3-8 shows the 

distributions for the Mo-O bond lengths ri (i=1–6).  r1, r3, and r6 were determined 
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independently of the other bond lengths.  r1 appeared around 1.70 Å as a single sharp 

peak.  r3 and r6 also consisted of single peaks around 1.95 and 2.35 Å, respectively.  

The peak widths of r3 and r6 were larger than that of r1.  Thus, r1 could be determined 

with less error than r3 and r6.  This meant that the shortest bond (r1) was the most 

influential structural parameter that determined the EXAFS oscillation.  When the CF 

analysis was carried out with one shell, N, ∆E0, r, and σ
2
 as fitting parameters, r=1.68 Å 

was obtained, as shown in Table 3-4.  The shortest bond was a leading factor in 

determining the EXAFS oscillation for following three reasons.  1) The EXAFS 

amplitude decreases with r according to 1/𝑟2 and the inelastic mean free path term 

described as exp(−2𝑟/λ)  in Equation (3-2).  2) There is a positive correlation 

between the Debye Waller factor and bond length in Equation (3-4).  3) The rapidly 

rising part around the shortest bond in a radial distribution function affects the EXAFS 

oscillation more strongly than the gently decreasing part on the longer side because of 

the low k-region cut-off effect.[22, 23]  

The histograms of r2, r4, and r5 had two split peaks because of the effect of the large 

correlations between the parameters.  Figure 3-9(a) shows the three-dimensional (3D) 

color mapping for the frequency of the points with an R-factor of less than 0.10.  The 

size and color of each plot indicate the frequency of each point 𝒫.  Three domains 

were easily identified.  Table 3-5 gives the bond lengths for each structure by 

averaging over the domains.  The first domain was composed of r2≈1.75 Å, r4≈1.97 Å, 

and r5≈2.30 Å.  The second domain appeared around r2≈1.96 Å, r4≈2.25 Å, and 

r5≈2.30 Å and the third around r2≈1.70 Å, r4≈1.95 Å, and r5≈1.98 Å.  In other words, 

two or three bonds always appeared around 2.00 Å.   

Figure 3-9(b) shows the positive correlation between r2 and r4.  When r2 was shorter 

than 1.80 Å, r4 appeared at 2.00 Å, while when r2 was around 1.95 Å, r4 became longer 

than 2.25 Å.  Weak positive correlations were also found between r2 and r5 or r4 and r5.  

These domains corresponded to the three candidate structures named Structure 1, 

Structure 2, and Structure 3.  Structure 1 was composed of r1 and r2 with a range of 

1.60 to 1.75 Å, which corresponded to Mo=O double bonds, while r3 and r4 appeared 

around 1.95 Å, corresponding to Mo-O single bonds.  Meanwhile, r5 and r6 were 

located around 2.20–2.40 Å.  Similarly, Structure 2 had one Mo=O double bond and 

two M-O single bonds.  Structure 3 had two Mo=O double bonds and three Mo-O 

single bonds. 

Next, the fine CTS analysis was carried out in each domain using smaller survey 

ranges and finer steps, as shown in Table 3-6.  The numbers of accepted 𝒫 that 
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satisfied R-factor < 0.10 were 5089, 2013, and 4114 out of about 3.5×10
5
, 1.4×10

5
, and 

2.0×10
5
 searching processes, respectively, in domains 1, 2, and 3, respectively.  Figure 

3-10 shows the histograms of bond lengths obtained from the fine CTS analysis of the 

three domains.  Figure 3-11 displays the 3D frequency plots for r2, r4, and r5.  The 

colors of the dots corresponded to the frequencies.  Table 3-7 lists the averaged bond 

lengths over each domain.  The error of each parameter was estimated from the width 

of each histogram.  Figure 3-12 compares the EXAFS oscillations obtained 

experimentally with the results of the CTS analysis results shown in Table 3-7.  The 

bond lengths of Structure 1 had the structure corresponding to crystallographic data 

within the error bars, although the differences in the R-factors between the three 

structures were not large enough to claim the superiority of Structure 1 over the other 

structures based on the R-factor. 

I then performed the CF analysis with six Mo-O bonds as fitting parameters.  As 

expected, the results strongly depended on the initial structural parameters.  When the 

CF analysis started with all bond lengths at 1.95 Å, it converged to 1.69, 1.98, 1.98, 

2.27, 2.27, and 2.32 Å, corresponding to Structure 2.  When the CF analysis started 

with six bond lengths of 1.69 Å, it converged to 1.16, 1.23, 1.34, 1.64, 1.99, and 2.27 Å 

with an R-factor of 0.13.  Only when the CF analysis was started with bond lengths of 

2×1.70 Å, 2×2.00 Å, and 2×2.20 Å it converged as reported in the literature.[6]  

Therefore, the appropriate choice of the initial value was crucial to obtain accurate 

parameters using the CF analysis.  For reference, two-shell fitting was carried out and 

it provided two different bond lengths of 1.71 and 1.98 Å, as shown in Table 3-4. 

 

3.5.  Discussion 

3.5.1.  Features of CTS analysis 

I could find the methods similar to the CTS analysis in the paper, which were called 

as brute force approach [24−28] or grid search method [29].  These methods were 

adjunctive estimation or the refinement of fitted parameters after curve fitting analyses.  

I used the CTS analysis from the first without the CF analysis.  Namely, I carried out 

the rough survey in the wide range and the fine survey in the limited range.  In my 

CTS analysis the structural parameters were surveyed thoroughly throughout a certain 

region in the n-dimensional space, as shown in Figure 3-2(b), where the sets of 

structural parameters were denoted as points 𝒫.  The dimensions of parameters in the 

CTS analysis are limited by the degrees of freedom.  In the analysis of the Pt foil, each 
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𝒫 consisted of four parameters (S0
2
, ΔE0, r, and σ

2
).  The average values of the 

structural parameters were reported.  These parameters obtained from the CTS analysis 

corresponded well with those determined from the CF analysis.  The number of 

structural parameters in the CF analysis of the Pt foil was much lower than the degrees 

of freedom.  To evaluate the correlation of the degrees of freedom and reliability of the 

CTS analysis, the CTS analysis of Pt foil was carried out using the EXAFS data in the 

limited k-range of 3.0–6.0 Å
−1

 with the four structural parameters, as shown in Table 3-8.  

There were three degrees of freedom, which was less than the number of fitting 

parameters (4).  The CTS analysis determined the three parameters S0
2
, ∆E0, and r with 

large errors, as illustrated in Figure 3-13 and Table 3-9, and I found that the frequency 

of σ
2
 increased with σ

2
, as shown in Figure 3-13.  The function R=f(𝒫) appeared to be 

a flat function around the minimum for these parameters.  When the survey region was 

increased to that summarized in Table 3-10, the two parameters N and σ
2
 could not be 

determined by the CTS method, as shown in Figure 3-14.  Consequently, I concluded 

that the number of degree of freedom was also important in the CTS analysis.  In other 

words, I cannot obtain the candidates parameters domain when the number of survey 

parameters are more than degrees of freedom.  The CTS automatically prevents the 

excess of survey parameters over the degrees of freedom.   

In the analysis of α-MoO3, the values of S0
2
 and ∆E0 were estimated using those of 

the reference compound Na2MoO4.  In addition, the relationship between the Debye 

Waller factor and the bond length was used to decrease the number of structural 

parameters to six.  I now consider the results if the Debye Waller factor are varied as 

free parameters.  It cannot be evaluated directly based on the six independent bond 

length models because of the limitation of degree of freedom.  However, the 

three-shell CTS analysis with coordination numbers 2+ 2+ 2 for each shell was carried 

out with three bond lengths and three Debye Waller factors as survey parameters.  As 

the results, the structure corresponding to the Structure 1 was obtained as shown in 

Table 3-11 and Figure 3-15.  Other coordination number combination of three-shell 

analysis provided the Structures 2 (1+2+3) and 3 (2+3+1).  The survey range was 

limited to 1.60−2.40 Å, which corresponded to the Mo−O bond lengths usually found in 

Mo oxide compounds [30].  As a result of parameter estimation, the CTS analysis 

revealed three possible domains.  It is an important feature of the CTS that the 

domains were visualized in the 3D graph such as Figure 3-9.  The structural 

parameters were surveyed more precisely by limiting the survey ranges for the 

candidate domains (the fine survey process), as shown in Figure 3-10.  In α-MoO3, it 

was difficult to conclude which structure was superior to the others only from the 
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EXAFS results or R-factor because these structures could not be distinguished only by 

the R-factor.  Therefore, the combination of the CTS analysis results with other 

experimental evidence or theoretical calculations is necessary.  In the theoretical 

approach, molecular dynamics (MD) and density functional theory (DFT) calculations 

would be good choices to help select the appropriate candidate [31−42].  But, here, I 

applied the bond valence theory [43] to the three structure candidates identified by the 

CTS analysis.  The bond valence sums obtained for Structures 1, 2, and 3 were 6.00, 

4.48, and 6.62, respectively.  Because the Mo valence in α-MoO3 is 6+, Structure 1 

was the most relevant structure.  Structure 1 was the same structure as that of the 

crystallographic data for α-MoO3.  Thus, the CTS analysis can provide the several 

possible structure candidates with the determined six different bonds.   

Next the maximum value of R-factor for acceptance/rejection conditions is discussed.  

The maximum value of the R-factor was 0.10 in the case of α-MoO3.  This value 

corresponded to the Hamilton test criterion with the null hypothesis that “the candidate 

calculated spectrum is equivalent to that of the best fit one” could not be rejected at a 

significance level of 0.05.[18]  In this study, all the parameter points 𝒫 that satisfied 

the condition R-factor < 0.10 were treated equally.  If χ
2
 -test could be used, where χ

2
 is 

defined as  

𝜒2 =
𝑁𝑑𝑜𝑓

(𝑁𝑑𝑜𝑓 − 𝑁𝑡𝑠𝑝)

1

𝑁
∑
[𝜒𝑑𝑎𝑡𝑎(𝑘) − 𝜒𝑐𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒𝑑(𝑘, 𝓟)]

2

[𝜖(𝑘)]2
 

𝑘

  , 

(3-5) 

the occurrence probability of each point 𝒫 can be decided exactly by the χ
2
-distribution.  

In Equation (3-5), 𝑁𝑑𝑜𝑓 , 𝑁𝑡𝑠𝑝 , N, 𝜒𝑑𝑎𝑡𝑎(𝑘), 𝜒𝑐𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒𝑑(𝑘, 𝒫) , and 𝜖(𝑘)  are the 

degrees of freedom, number of CTS analysis parameters, number of data points, 

observed and calculated EXAFS oscillations, and error, respectively.  The calculation 

of χ
2
 requires errors 𝜖(𝑘), but it was difficult to determine the systematic error exactly.  

Thus, in this study, R-factor was used instead of χ
2
 value.  Although this assumption 

decreased the precision of the determined structural parameters, it decreased the risk of 

reporting the wrong values. 

Finally, I should discuss the meaning of the histograms.  Each histogram is 

proportional to the occurrence frequency of each structural parameter.  Consequently, 

the average is the most probable value of the structural parameter and the width of the 

histogram corresponds to the error or reliability of the structural parameter.  In the 

present study, the structural parameters were six bond lengths.  The histograms looked 
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like the radial distribution curve, as shown in Figure 3-8(g).  The peak areas were 1.65, 

2.15, and 2.25, which corresponded well to the coordination numbers of 1.60, 2.20, and 

2.24 determined from the three-shell CF analysis, as shown in Table 3-12.  However, 

the histograms of the CTS analysis are not the same as the radial distribution curve.  

That is, the histogram of the CTS analysis is just the frequency of the structural 

parameter and not the real radial distribution curve. 

3.5.2.  Comparison of CTS analysis with CF and m-RMC analyses 

Because α-MoO3 has already been analyzed by the CF analysis [7] and the m-RMC 

method [8], the three analysis methods can be compared directly in the case of MoO3.  

It is difficult to obtain meaningful results using the CF analysis for materials with 

complex local structures like α-MoO3 if the initial structural parameters are not 

appropriate.  As mentioned in Section 3.4.2., when the CF analysis started with all 

bond lengths at 1.95 Å, it converged to the Structure 2.  In addition, when the CF 

analysis started with the results of rough CTS, each initial structure converges to the 

structures which correspond to the results of fine CTS as shown in Table 3-13 and 

Figure 3-16.  Only when the CF analysis starts with the correct structural parameters, 

does it give an answer that corresponds well to the crystallographic data.  This means 

that the results derived from the CF analysis are not necessarily accurate structures even 

if rather good R-factors are obtained in the case of complex structures.  If the number 

of the fitting shells is decreased, the most influential structural parameters are obtained 

in the CF analysis as shown in Tables 3-4 and Table 3-12.  Note that the value is not 

equal to the average of all Mo−O bonds but the most influential shortest one.  In the 

two-shell fitting, the CF analysis provided values of 1.72 and 2.09 Å with coordination 

numbers of 1.5 and 2.1, respectively.  The result corresponded to two bond lengths, 

which mostly explained the EXAFS oscillation.  Two-shell fitting was carried out in 

the analysis of Mo oxide catalysts, which thus corresponded to the shells with the 

largest and second largest contributions [44].  

Unlike CF analysis, the CTS and m-RMC methods do not require the exact initial 

structures, although the CTS analysis requires the number of survey parameters or the 

dimensionality of the parameter space to be less than the degrees of freedom.  What I 

assumed are the following three items: 1) The Mo oxide in 6+ has mainly distorted 

octahedral and sometimes tetrahedral.  2) The Mo−O bond lengths are present in the 

range of 1.6−2.4 Å.  3) The Mo−O bond length and spring constants have relations.  

The CTS analysis provides several possible candidates structural parameters that 

reproduce the observed spectra well.  This seems to be a disadvantage of the CTS 
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analysis because the CF analysis gives a unique solution with a low R-factor.  However, 

the unique solution of the CF analysis is not always reliable for complex systems.  In 

this chapter, three possible structure candidates were identified by the CTS analysis.  

This is beneficial to those who are not so familiar with the EXAFS analysis and may 

consider the obtained CF result as a unique solution.  In addition, these candidates are 

visually shown like Figure 3-9.  Of course, such visualization is allowed only when the 

correlation of parameters is less than 3 because it is impossible to show the 

six-dimensional graph.  Even though there is a limitation in visualization, I can 

definitively say that there is no other possibility based on the EXAFS data.  The final 

structure can be selected from the candidates by other experimental or theoretical 

methods.  In this study, bond valence analysis of the three candidate structures allowed 

us to select the correct one consistent with crystallographic data.  As mentioned above 

the histograms of the CTS analysis provides the error of each parameter though the 

m-RMC method gives the radial distribution of bond lengths as shown in Figure 3-17.  

A disadvantage of the CTS analysis compared to the CF analysis is that it requires 

more costs.  Therefore, the CF analysis should be carried out for simple systems.  The 

increased cost of the CTS analysis compared to that of the CF analysis is within a 

tolerable range.  The m-RMC method requires more resources than the CF and CTS 

analyses because the longer calculation time increases the reliability of the m-RMC 

approach.  

I compare the precision of the three types of analyses.  The precision of the CF and 

CTS analyses are at the same level if the system is simple.  In a complex system, the 

CF analysis may converge to an inaccurate local minimum.  Generally, m-RMC 

analysis gives a worse R-factor than those obtained from the CF and CTS analyses 

because the EXAFS oscillation is calculated based on the ensemble of a large number of 

model structures, which may happen to include inappropriate model structures [8].  

Finally, the advantages and disadvantages of the CTS analysis compared with the CF 

analysis are summarized.  The important advantages are 1) to search the whole 

parameter space, or independent of the selection of initial parameters, 2) to visualize the 

distribution of the parameter space and their correlation, 3) to pick up the local minima 

to confirm that the obtained structure is unique or not in the parameter space, and 4) to 

automatically consider the limitation of degree of freedom.  These advantages 

overcome the problems of the CF analysis, or parameter correlation and dependence of 

initial parameter, as mentioned in Section 3.1. On the other hand, disadvantages are 1) 

to take much time to search the whole parameter space, and 2) to treat huge data.  
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However, a recent development of computer hardware has lessened these disadvantages 

and may not be the practical problems.  Although the CF analysis is useful for the 

simple system, the CTS analysis especially shows its large ability for analyzing 

complex systems on surface and in nanomaterials. 

3.5.3.  Possibility of the practical application of CTS analysis 

The CTS analysis can be effectively applied to nanoparticle structure analysis during 

reaction processes because the structure change occurs continuously during the reaction 

so that the survey range can be effectively narrowed.  I am now analyzing WO3 

nanoparticle, which has also a complex structure, during the photoexcitation 

process.[45−47]  Some of the parameters can be estimated from the structure in the 

ground state.  Consequently, the excited-state structure can be revealed by the CTS 

analysis.  Alloy nanoparticle system is another application direction of the CTS 

analysis.  Nano-particles of a binary alloy (MM’) have two bonds (M−M and M−M’) 

at similar positions.  The eight parameters for two different bonds should be optimized 

for each edge at the same time.  The correlation between M−M and M−M’ deteriorates 

the accuracy of the fitting results.[48−56]  The CTS analysis will provide possible 

candidate domains for the MM’ alloys.  The final application is metal species 

deposited on the single crystal surfaces where I can study the polarization dependent 

EXAFS.[57−59]  The 3D surface structures of single atom site or nanoparticles can be 

exactly determined with definite error bars.[60−63]  

I anticipate that the CTS analysis will become a standard analysis method for 

complex systems.  The CTS analysis is still under development and I hope that this 

paper will invoke discussion about the scope of the CTS analysis and spur the EXAFS 

investigation of complex systems using the CTS analysis. 

 

3.6.  Conclusion 

In this chapter, I proposed the CTS method for analysis of EXAFS spectral data.  

The CTS analyses of the Pt L3-edge EXAFS data for the Pt foil and the Mo K-edge 

EXAFS data for the α-MoO3 powder were presented as a simple case and an example of 

a complex structure, respectively.  The CTS analysis provided possible structural 

candidates that reproduced the experimental data well without the selection of accurate 

initial parameters.  Two step CTS analyses save the time and provide enough 

precisions in the results.  In the case of α-MoO3, three candidate structures were 
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obtained and visualized in the 3D figure.  My results reveal that the CTS analysis is a 

powerful tool to analyze EXAFS data obtained for complex systems on surfaces and in 

nanomaterials. 
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Table 3-1.  The result of FEFF calculation, “feff0001.dat”.  Since the backscattering 

amplitude Fi(k) and the phase shift ϕi(k) were not so strongly dependent on the bond 

distance, they were calculated by FEFF 8.2 code with Mo-O distance =0.195 nm.[17] 

 

MoO3                                                             Feff 8.20 

 POT  Non-SCF, core-hole, AFOLP (folp(0)= 1.150) 

 Abs   Z=42 Rmt= 1.222 Rnm= 1.422 K  shell 

 Pot 1 Z= 8 Rmt= 1.020 Rnm= 1.187 

 Gam_ch=5.613E+00 H-L exch 

 Mu= 3.115E+00 kf=2.024E+00 Vint=-1.249E+01 Rs_int= 1.792 

 PATH  Rmax= 1.969,  Keep_limit= 0.00, Heap_limit 0.00  Pwcrit= 2.50% 

 Path    1      icalc       2 

 ----------------------------------------------------------------------- 

   2   6.000   1.9500    2.3175    3.11508 nleg, deg, reff, rnrmav(bohr), edge 

        x         y         z   pot at# 

     0.0000    0.0000    0.0000  0  42 Mo       absorbing atom 

     0.0000    0.0000    1.9500  1   8 O      

    k   real[2*phc]   mag[feff]  phase[feff] red factor   lambda     real[p]@# 

  0.000  8.8834E+00  8.1927E-05 -9.9949E+00  1.086E+00  5.5156E+00  2.0316E+00 

  0.100  8.8823E+00  5.5998E-02 -1.0379E+01  1.086E+00  5.5220E+00  2.0340E+00 

  0.200  8.8791E+00  1.1123E-01 -1.0748E+01  1.086E+00  5.5408E+00  2.0410E+00 

  0.300  8.8738E+00  1.6500E-01 -1.1103E+01  1.085E+00  5.5716E+00  2.0526E+00 

  0.400  8.8664E+00  2.1665E-01 -1.1445E+01  1.085E+00  5.6135E+00  2.0688E+00 

  0.500  8.8569E+00  2.6570E-01 -1.1773E+01  1.085E+00  5.6652E+00  2.0894E+00 

  0.600  8.8452E+00  3.1175E-01 -1.2087E+01  1.085E+00  5.7252E+00  2.1144E+00 

  0.700  8.8315E+00  3.5459E-01 -1.2388E+01  1.085E+00  5.7918E+00  2.1436E+00 

  0.800  8.8157E+00  3.9405E-01 -1.2676E+01  1.085E+00  5.8630E+00  2.1769E+00 

  0.900  8.7977E+00  4.3016E-01 -1.2951E+01  1.086E+00  5.9365E+00  2.2141E+00 

  1.000  8.7775E+00  4.6299E-01 -1.3212E+01  1.087E+00  6.0103E+00  2.2551E+00 

  1.100  8.7550E+00  4.9270E-01 -1.3460E+01  1.088E+00  6.0822E+00  2.2999E+00 

  1.200  8.7299E+00  5.1946E-01 -1.3695E+01  1.090E+00  6.1501E+00  2.3482E+00 

  1.300  8.7021E+00  5.4348E-01 -1.3917E+01  1.093E+00  6.2122E+00  2.4000E+00 

  1.400  8.6714E+00  5.6496E-01 -1.4126E+01  1.097E+00  6.2671E+00  2.4552E+00 

  1.500  8.6375E+00  5.8410E-01 -1.4322E+01  1.101E+00  6.3138E+00  2.5137E+00 

  1.600  8.5999E+00  6.0105E-01 -1.4505E+01  1.105E+00  6.3521E+00  2.5755E+00 

  1.700  8.5582E+00  6.1593E-01 -1.4674E+01  1.111E+00  6.3822E+00  2.6406E+00 

  1.800  8.5121E+00  6.2881E-01 -1.4829E+01  1.116E+00  6.4056E+00  2.7089E+00 

  1.900  8.4609E+00  6.3969E-01 -1.4972E+01  1.122E+00  6.4243E+00  2.7806E+00 

  2.000  8.4040E+00  6.4852E-01 -1.5100E+01  1.129E+00  6.4417E+00  2.8556E+00 

  2.200  8.2707E+00  6.5947E-01 -1.5315E+01  1.140E+00  6.4907E+00  3.0164E+00 

  2.400  8.0745E+00  6.4983E-01 -1.5447E+01  1.146E+00  6.6137E+00  3.2048E+00 

  2.600  7.9285E+00  7.2131E-01 -1.5645E+01  1.340E+00  4.8315E+00  3.3779E+00 

  2.800  7.9030E+00  7.5395E-01 -1.5880E+01  1.418E+00  4.3852E+00  3.5105E+00 

  3.000  7.8535E+00  7.6700E-01 -1.6095E+01  1.438E+00  4.1741E+00  3.6482E+00 

  3.200  7.7665E+00  7.6116E-01 -1.6280E+01  1.437E+00  4.0921E+00  3.7943E+00 

  3.400  7.6606E+00  7.4018E-01 -1.6452E+01  1.419E+00  4.0837E+00  3.9460E+00 

  3.600  7.5406E+00  7.0860E-01 -1.6609E+01  1.397E+00  4.1232E+00  4.1027E+00 

  3.800  7.4112E+00  6.7047E-01 -1.6761E+01  1.371E+00  4.1964E+00  4.2641E+00 

  4.000  7.2744E+00  6.2941E-01 -1.6903E+01  1.342E+00  4.2950E+00  4.4295E+00 

  4.200  7.1338E+00  5.8568E-01 -1.7044E+01  1.314E+00  4.4136E+00  4.5985E+00 
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  4.400  6.9911E+00  5.4313E-01 -1.7178E+01  1.283E+00  4.5485E+00  4.7707E+00 

  4.600  6.8489E+00  5.0253E-01 -1.7308E+01  1.256E+00  4.6970E+00  4.9457E+00 

  4.800  6.7087E+00  4.6410E-01 -1.7433E+01  1.228E+00  4.8572E+00  5.1232E+00 

  5.000  6.5720E+00  4.2833E-01 -1.7553E+01  1.203E+00  5.0275E+00  5.3030E+00 

  5.200  6.4400E+00  3.9535E-01 -1.7666E+01  1.179E+00  5.2068E+00  5.4846E+00 

  5.400  6.3132E+00  3.6483E-01 -1.7774E+01  1.157E+00  5.3942E+00  5.6680E+00 

  5.600  6.1921E+00  3.3661E-01 -1.7877E+01  1.137E+00  5.5888E+00  5.8529E+00 

  5.800  6.0761E+00  3.1065E-01 -1.7977E+01  1.119E+00  5.7901E+00  6.0392E+00 

  6.000  5.9641E+00  2.8710E-01 -1.8074E+01  1.102E+00  5.9975E+00  6.2266E+00 

  6.500  5.6907E+00  2.3797E-01 -1.8306E+01  1.065E+00  6.5399E+00  6.6996E+00 

  7.000  5.4123E+00  2.0134E-01 -1.8526E+01  1.039E+00  7.1124E+00  7.1776E+00 

  7.500  5.1257E+00  1.7404E-01 -1.8734E+01  1.021E+00  7.7112E+00  7.6595E+00 

  8.000  4.8388E+00  1.5234E-01 -1.8927E+01  1.005E+00  8.3332E+00  8.1444E+00 

  8.500  4.5639E+00  1.3335E-01 -1.9097E+01  9.887E-01  8.9762E+00  8.6317E+00 

  9.000  4.3108E+00  1.1633E-01 -1.9251E+01  9.738E-01  9.6383E+00  9.1208E+00 

  9.500  4.0789E+00  1.0212E-01 -1.9398E+01  9.622E-01  1.0318E+01  9.6114E+00 

 10.000  3.8591E+00  9.1239E-02 -1.9544E+01  9.553E-01  1.1015E+01  1.0103E+01 

 11.000  3.4249E+00  7.5683E-02 -1.9816E+01  9.495E-01  1.2453E+01  1.1090E+01 

 12.000  3.0142E+00  6.0921E-02 -2.0045E+01  9.424E-01  1.3946E+01  1.2079E+01 

 13.000  2.6559E+00  5.0571E-02 -2.0265E+01  9.371E-01  1.5488E+01  1.3071E+01 

 14.000  2.3141E+00  4.4143E-02 -2.0488E+01  9.371E-01  1.7075E+01  1.4064E+01 

 15.000  1.9897E+00  3.4942E-02 -2.0726E+01  9.350E-01  1.8704E+01  1.5058E+01 

 16.000  1.7002E+00  2.5537E-02 -2.0934E+01  9.319E-01  2.0370E+01  1.6054E+01 

 17.000  1.4201E+00  1.7631E-02 -2.1000E+01  9.310E-01  2.2072E+01  1.7049E+01 

 18.000  1.1530E+00  1.1289E-02 -2.0835E+01  9.293E-01  2.3807E+01  1.8046E+01 

 19.000  9.0982E-01  1.0198E-02 -2.0456E+01  9.286E-01  2.5572E+01  1.9043E+01 

 20.000  6.7283E-01  1.2838E-02 -2.0227E+01  9.296E-01  2.7367E+01  2.0040E+01 
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Table 3-2.  Searching range and step for parameters when CTS analysis was performed 

for each spectrum of Pt foil (coarse search and fine search) and α-MoO3. 

 
Parameter Survey range Survey step 

Pt 

(Coarse) 

S0
2
 0.60–1.40 0.02 

∆E0 / eV 0–30 1 

r / Å 2.50–3.00 0.01 

σ
2
 / Å

2
 0.004–0.007 0.0001 

Pt 

(Fine) 

S0
2
 0.60–1.40 0.02 

∆E0 / eV 5.0–15.0 0.5 

r / Å 2.75–2.79 0.001 

σ
2
 / Å

2
 0.0040–0.0070 0.0001 

α-MoO3 

S0
2
 1.00 - 

∆E0 / eV 0 - 

r1–r6 / Å 
1.60–2.40 0.05 

r1≤r2≤r3≤r4≤r5≤r6 

σ
2
 / Å

2
 0.0082r–0.0124 

 

 

 

Table 3-3.  Results of CTS analysis for Pt L3-edge EXAFS data for Pt foil.  Results of 

CF analysis gave more digits, but they were neglected to take the error into account. 

Parameter CTS Curve fitting m-RMC [8] 

S0
2
 0.99 ± 0.09 0.99 ± 0.09 (1.0) 

ΔE0 / eV 9.6 ± 1.3 9.6 ± 1.3 (10.0) 

r / Å 2.76 ± 0.01 2.76 ± 0.01 2.77 ± 0.01 

σ
2
 /Å

2
 0.0052 ± 0.0003 0.0052 ± 0.0003 0.0048 ± 0.001 

C3 / Å
3
 - - 0.0001 ± 0.0001 
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Table 3-4.  Results of one- and two-shell CF analyses for α-MoO3 using REX2000. 

Parameter One shell Two shells 

N1 0.77 1.36 

N2 - 1.09 

∆E0 1 / eV 19.9 28.8 

∆E0 2 / eV - 30.0 

r1 / Å 1.68 1.71 

r2 / Å - 1.98 

σ
2

1 / Å
2
 0.0040 0.0035 

σ
2

2 / Å
2
 - 0.0016 

R-factor 0.3215 0.0127 

 

 

 

Table 3-5.  Results of CTS analysis for Mo K-edge EXAFS data for α-MoO3.  The 

average of the structural parameters satisfied R-factor < 0.10 under the condition of 

r1≤r2≤r3≤r4≤r5≤r6. 

Parameter Structure 1 Structure 2 Structure 3 

r1 / Å 1.65 1.70 1.70 

r2 / Å 1.75 1.96 1.70 

r3 / Å 1.94 2.00 1.91 

r4 / Å 1.97 2.25 1.95 

r5 / Å 2.30 2.30 1.98 

r6 / Å 2.34 2.34 2.23 
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Table 3-6.  Parameters of the fine CTS analysis for α-MoO3.  Each domain is shown 

in Table 3-5.  All bond lengths were searched in the searched range and searched steps. 

Parameter Structure 1 Structure 2 Structure 3 

S0
2
 1.00 1.00 1.00 

∆E0 / eV 0 0 0 

r1 / Å 1.60–1.70 / 0.01 1.65–1.75 / 0.01 1.65–1.75 / 0.01 

r2 / Å 1.70–1.80 / 0.01 1.90–2.04 / 0.02 1.65–1.75 / 0.01 

r3 / Å 1.90–2.06 / 0.02 1.90–2.04 / 0.02 1.85–2.05 / 0.02 

r4 / Å 1.90–2.06 / 0.02 2.15–2.45 / 0.03 1.85–2.05 / 0.02 

r5 / Å 2.15–2.45 / 0.03 2.15–2.45 / 0.03 1.85–2.05 / 0.02 

r6 / Å 2.15–2.45 / 0.03 2.15–2.45 / 0.03 2.15–2.45 / 0.03 

σ
2
 / Å

2
 0.0082r–0.0124 

 

 

 

Table 3-7.  Results of the CTS analysis of α-MoO3.  The average of each bond from 

the models that satisfied R-factor < 0.10 under the condition r1≤r2≤r3≤r4≤r5≤r6 are 

shown.  The result of curve fitting analysis [7] and m-RMC analysis [8] are also shown 

for comparison. 

Parameter Structure 1 Structure 2 Structure 3 CF analysis [7] m-RMC [8] 

r1 / Å 1.66 ± 0.01 1.69 ± 0.01 1.67 ± 0.01 1.65± 0.02 
1.70 

r2 / Å 1.73 ± 0.02 1.96 ± 0.02 1.72 ± 0.02 1.75± 0.02 

r3 / Å 1.94 ± 0.02 2.00 ± 0.02 1.90 ± 0.03 
1.95± 0.02 1.97 

r4 / Å 1.97 ± 0.02 2.25 ± 0.03 1.95 ± 0.02 

r5 / Å 2.28 ± 0.04 2.30 ± 0.03 2.00 ± 0.03 2.26± 0.02 
2.37 

r6 / Å 2.36 ± 0.06 2.36 ± 0.04 2.27 ± 0.04 2.35± 0.02 

R-factor 0.0292 0.0369 0.0401 - - 
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Table 3-8.  Searching range and step for parameters for Pt foil in the k-range of 3.0–6.0 

Å
−1

 

 

 

 

 

 

 

 

 

Table 3-9.  Results of CTS analysis using the parameters shown in Table 3-8.  The 

averages of parameters were calculated from the points that satisfied R-factor < 0.0053. 

Parameter Criterion R <0.0053 

Accepted number of points 144 

S0
2
 0.76 

∆E0 / eV 7.4 

r / Å 2.74 

σ
2
 / Å

2
 0.0061 

 

 

 

 

Table 3-10.  Survey range and step for parameters for Pt foil in the k-range of 3.0–6.0 

Å
−1

 with a larger survey region. 

Parameter Searching range Searching step 

S0
2
 0.30–3.90 0.10 

∆E0 / eV 0–15.0 0.5 

r / Å 2.62–2.92 0.01 

σ
2
 / Å

2
 0.001–0.0800 0.001 

 

 

Parameter Searching range Searching step 

S0
2
 0.60–1.20 0.10 

∆E0 / eV 0–15.0 0.5 

r / Å 2.62–2.92 0.01 

σ
2
 / Å

2
 0.001–0.010 0.001 
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Table 3-11.  The results of three shells CTS analysis for Mo K-edge EXAFS of 

α-MoO3.  Coordination number was fixed at 2+2+2.  Six parameters, or three bond 

lengths and three Debye Waller factors were searched.   

 

Shell r / Å σ
2
 / Å

2
 

r1 1.70 0.0044 

r2 1.96 0.0030 

r3 2.29 0.0088 

*R-factor:0.0110 

 

 

 

 

 

Table 3-12. Results of CF analysis with three parameter shells for α-MoO3.     

 

 

 

 

 

 

 

*R-factor= 0.0004 

  

 
N r / Å σ

2
 / Å

2
 

r1 1.60 1.70 0.0024 

r2 2.20 1.96 0.0037 

r3 2.44 2.28 0.0079 
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Table 3-13.  Results of 6 shells CF analyses for α-MoO3 with different initial 

parameters.   

Parameter 
Structure 2 Structure 3 

Initial Result Initial Result 

r1 / Å 1.70 1.69 1.70 1.67 

r2 / Å 1.96 1.98 1.70 1.72 

r3 / Å 2.00 1.98 1.91 1.88 

r4 / Å 2.25 2.27 1.96 1.98 

r5 / Å 2.30 2.27 1.98 1.98 

r6 / Å 2.34 2.32 2.23 2.27 

R-factor  0.0278  0.0330 
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Figure 3-1.  Structure of α-MoO3.[6] 
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Figure 3-2.  Schematic of R=f (𝓟) in (a) CF and (b) TS analyses in 2D parameter space.  

The xy plane is the parameter space and R is the R-factor.  In (a), the black dot 

represents the initial or searching parameter point and the red dot represents the 

converged parameter point.  In (b), the projected area is the group of points that 

satisfied a certain R-factor.  The distributions show the frequency of each parameter in 

the projected area. 
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Figure 3-3.  Flow chart of CTS analysis. 
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Figure 3-4.  (a) Pt L3-edge inverse Fourier-transformed EXAFS data (black line) and 

the calculated spectrum based on the CTS analysis result (red line).  Frequency 

distributions for (b) S0
2
, (c) ∆E0, (d) r, and (e) σ

2
.  Dashed lines is the Gaussian fits of 

the distributions. 
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Figure 3-5.  Experimental Mo K-edge EXAFS data for α-MoO3 after Fourier 

transformation. 

 

 

 

Figure 3-6.  The R–factor dependence on S0
2
 and ΔE0 values.  (The other structure 

parameters were fixed at the optimized ones in the CTS analysis.) 
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Figure 3-7.  Results of the EM method for the Mo-O bonds of α-MoO3.  The dashed 

line shows the linear fitted result of Debye Waller factor (σ
2
) versus bond distance (r). 

 

 

 

 

Figure 3-8.  (a)–(f) Distribution of each bond from models that satisfied R-factor < 

0.10.  (g) Compiled distributions.  Searched parameters had a step of 0.05 Å and 

range of 1.60–2.40 Å under r1≤r2≤r3≤r4≤r5≤r6 conditions. 
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Figure 3-9.  (a) 3D mapping of R-factor distribution.  Size and color indicate the 

frequency of the points (r2, r4, and r5) including different parameters (r1, r3, and r6).  

Three domains projected to three planes were found (shown in gray).  Projections of 

the three planes for (b) r2-r4, (c) r2-r5, and (d) r4-r5.  Color indicates frequency. 
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Figure 3-10.  Distribution of bond lengths from significance models that satisfied 

R-factor < 0.10 for around Structures1, 2, and 3.  Numbers indicate structures and 

letters indicate r1 to r6.  Dashed lines show the fitting results using a Gaussian 

function.  
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Figure 3-11.  3D distributions of r2, r4, and r5 obtained from models that satisfied 

R-factor<0.10.  Dots at r2-r4, r2-r5, and r4-r5 surfaces show the projection of each 

bubble. 

 

 

 

 

Figure 3-12.  Comparison of experimental data with fine CTS analysis results for Mo 

K-edge EXAFS data shown in Table 3-7.  Results for Structure 1, 2, and 3 are shown 

in (a), (b) and (c), respectively. 
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Figure 3-13.  Histograms of (a) S0
2
, (b) ∆E0, (c) r, and (d) σ

2
. 

 

Figure 3-14.  Histograms of (a) S0
2
, (b) ∆E0, (c) r, and (d) σ

2
 determined using the 

larger survey region. 

  



92 

 

 

Figure 3-15.   Comparison of experimental data with CTS analysis results with three 

shells for Mo K-edge EXAFS data shown in Table 3-11. 

 

 

Figure 3-16.  Comparison of experimental data with CF analysis results for Mo K-edge 

EXAFS of α-MoO3 as shown in Table 3-13.  Results for Structure 2 and 3 are shown in 

(a) and (b), respectively. 
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Figure 3-17.  Results of m-RMC analysis of Mo K-edge EXAFS data of α-MoO3.[8]  
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Chapter 4.  Application of constrained thorough search method for 

structural change of tungsten trioxide using ultrafast EXAFS  

 

4.1.  Introduction 

X-ray absorption spectroscopy (XAS) is one of the essential analytical methods for 

characterizing materials.  XAS can be applied to various kinds of conditions such as 

liquids or solids.  XAS can address the electronic states and structures of a specific 

element in a material under investigation.  In particular, extended X-ray absorption 

fine structure (EXAFS), which is small oscillation features in XAS and appears from 50 

eV to 1000 eV above an X-ray absorption edge, have been widely accepted as an 

analytical tool to determine the local structure of a specific element.[1]  EXAFS is 

useful in order to know the local structures of materials composed by several elements 

or lacking a long-range order.  It is known that EXAFS oscillations can be reproduced 

by using an equation,  

𝜒(𝑘) =∑
𝑆0
2𝑁𝑖𝐹𝑖(𝑘)

𝑘𝑟𝑖2
exp (−

2𝑟𝑖
λ
) exp(−2𝜎𝑖

2𝑘2) sin(2𝑘𝑟𝑖 + 𝜙𝑖(𝑘))

𝑖

 

𝑘 = √
2𝑚

ℏ2
(ℎ𝜐 − (𝐸0 + Δ𝐸0)) 

(4-1) 

where S0
2
, Fi(k), ϕi(k), λ, m, hυ, and E0 are the inelastic energy loss, backscattering 

amplitude and phase shift functions, inelastic mean free path, mass of an electron, X-ray 

energy, and absorption edge energy, respectively.  And N, ΔE0, r, and σ2
 are parameters 

such as coordination number, correction of the origin of kinetic energy zero, bond 

length, and Debye Waller factor, respectively.  Although EXAFS oscillations can be 

calculated and analyzed by the conventional analysis method i.e. curve fitting (CF) 

method, there is a problem when CF method is applied to a complex system such as 

MoO3.[2]  If the bond length between a target atom and each surrounding atom is 

different from each other, the number of parameters to be examined should become 

large.  In case of MoO3, a Mo ion is bonded to 6 oxygen ions and Mo-O bonds are 5 

different length.  If we tried to elucidate the local structure of MoO3 by reproducing 

the EXAFS oscillations without any boundary conditions or constraints for the 

parameters, 24 different parameters have to be optimized.  When the number of 

parameters increases, it should be difficult to find out an optimal parameter set.  The 
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solutions proposed by the CF method easily converge to local minima because of the 

dependence of initial guess for the parameter set and the correlations of parameters.  In 

order to overcome this classical problems in the CF analysis, I have proposed 

constrained thorough search (CTS) EXAFS analysis method.[2]  In the CTS method, 

each parameter in EXAFS equation mentioned above (N, ΔE0, r, and σ2
) is searched 

step by step in a parameter space.  It is possible to pick up all candidates which 

reproduce the experimental data well.  In addition, the other structures are rejected 

because they cannot reproduce the experimental data.  Although it takes longer time to 

explore all the optimal parameter sets than the CF method, the local minima and initial 

guess problems can be avoided.  By employing the CTS method, the local structure of 

MoO3 was successfully determined and there were 3 candidates which can reproduce 

the EXAFS oscillations of MoO3. 

There are advantages of the CTS method including mentioned above. 

1. It is possible to pick up all candidate structures which reproduce the experimental 

data well and to reject the other structures. 

2. The dependence of the initial parameter for analysis is removed. 

3. Structural constraints are easily combined with searching parameters. 

4. Error estimations are performed based on the distributions of parameters.  

5. The parallel computing can be employed to explore the whole parameter space in 

shorter time.   

6. It is expected that the CTS method is applicable to analyzing the change of 

EXAFS during a chemical reaction, photoexcitation, and so on because the search 

of structural parameters can start from the initial state. 

7. A combination of rough and fine search can be employed if a large parameter 

space should be searched, which makes it possible to walk through the entire 

parameter space quickly.   

8. Visualizing the correlation of parameters helps to set proper boundary conditions 

or constraints.  

Therefore, the CTS method is an alternative approach to analyze EXAFS data which is 

hardly analyzed by the conventional CF framework.  

One of the most challenging issues in EXAFS analysis is to elucidate photoexcited 

state of materials measured by a time-resolved XAFS method.  Since EXAFS 

oscillations are weak signals and the ratio of the photoexcited state of a material is 

usually not large, it is difficult to obtain a good EXAFS signal over a wide energy range.  

Therefore, the number of available parameters is limited because of the low degrees of 



102 

 

freedom.  In general, it is hard to determine a local structure of the photoexcited state 

of materials only from the conventional EXAFS analysis approach.  Despite such 

difficulties, there are some examples to determine the structures of the photoexcited 

state of materials using pump-probe EXAFS[3-10].  For example, organometallic 

compounds with a high symmetrical structure around the central metal ions were 

investigated or supplemental information was provided by DFT calculations.  To the 

best of my knowledge, there have been no studies on investigating ultrafast structural 

change of complex materials such as oxides only based on EXAFS analysis.  

In this chapter, I demonstrate that the W L3-edge EXAFS of photoexcited WO3 

measured by the time-resolved XAFS was analyzed by the CTS method.  The 

photoexcitation processes of WO3 have been studied using ultrafast time-resolved 

XAFS measurement.[11-13]  Picosecond and femtosecond time-resolved W L3-edge 

X-ray absorption near edge structure (XANES) studies elucidated a fast photoexcitation 

process and following relaxation steps.  The photoexcitation induced the electron 

transfer from oxygen ion to W
6+

 to create the W
5+

 (< 1ps) followed by geometrical 

structural change within 200 ps after the photoexcitation keeping the valence state to 

attain the metastable state.  The W L1-edge XANES study was also conducted and 

from the result of the W L1–edge XANES analysis, it was suggested that the anisotropic 

structural change should occur in the metastable state.  However, I have not yet figured 

out the details of the structural change in the metastable state, i.e., the structural 

parameters of the metastable WO3 have been not determined precisely.  Since the CTS 

method can collect as many candidates as possible which can reproduce the 

experimental data well and visualize the correlation of parameters, it is possible to 

determine the details of the structural changes of the photoexcited WO3.  I will propose 

the detailed structure of the metastable WO3 at a delay time of 150 ps after 

photoexcitation. 

 

4.2.  Experimental 

4.2.1.  Material 

WO3 was purchased from Wako Chemicals.  WO3 nanoparticles (diameter was 

50-200 nm) were prepared according to Ref. 14 and the concentration of WO3 was 

about 2.5 mmolL
-1

 in the W base.  The WO3 suspension was pumped up to nozzle 

(diameter of the nozzle was 500 μm) using magnetic gear pump.   

4.2.2.  Experimental method 

The pump-probe XAFS measurement was carried out at beamline NW14A in Photon 
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Factory Advanced Ring (PF-AR) of Institute of Materials Structure Science (IMSS), 

High Energy Accelerator Organization (KEK-IMSS), Tsukuba, Japan.[15]  The pulse 

width and the repetition rate of X-ray from the PF-AR were 100 ps and 794 kHz, 

respectively.  X-ray was monochromatized by a Si(111) double crystal monochrometer.  

The intensity of the incident X-ray was measured by an ion chamber filled with nitrogen.  

The XAFS was measured by a fluorescence mode using a photomultiplier tube 

equipped with a plastic scintillator.  The elastic X-ray was attenuated by a Cu filter and 

a solar slit.  A Ti:sapphire laser was used for photoexcitation.  The fundamental wave 

(~800 nm) was doubled to 400 nm by a barium borate crystal (BBO).  The pulse width 

and the repetition rate of the laser were 1 ps and 945 Hz, respectively.  The XAFS 

signal was separated into before and after the laser irradiation using two boxcar 

integrators.  In this study, the delay was 150 ps after the laser irradiation.   

4.2.3.  EXAFS analysis 

Data processing of EXAFS was carried out using REX2000 (RIGAKU)[16].  The 

background removal and normalization of EXAFS spectra were conducted by spline 

smoothing method and the EXAFS oscillations were extracted according to Cook and 

Sayer’s criteria[17].  FEFF8.2 code[18] was used computing the backscattering 

amplitude and the phase shift of the bonds between X-ray absorbing atom (tungsten ion) 

and surrounding oxygen ions theoretically.  In CTS method, the calculation of EXAFS 

oscillations for each model structure was carried out using “Larch” package.  Larch 

package is an analytical framework based on Python designed for analyzing various 

kinds of X-ray measurements techniques in synchrotrons.[19]  I utilized the functions 

of EXAFS analysis in Larch. 

The degrees of freedom were 5 in the analysis for the change of W L3-edge EXAFS.  

Thus the number of searching parameters was limited.  Some parameters were 

estimated empirically and theoretically to search the parameters more effectively in 

CTS method.  The S0
2
 and ∆E0 were referred to Na2WO4, 0.75±0.05 and 17±1 eV, 

respectively since Na2WO4 has W
6+

 and well-defined local structure.  The Debye 

Waller factor was estimated using Equation of Motion (EM) Method.[20]  The force 

constant of W-O bond was gotten from Ref. 21.  The Debye Waller factor obtained 

from EM method in the ground state WO3 strongly dependent on the W-O distances that 

was approximated as because the force constant was related to the bond distance.[22]  

In the metastable state, the Debye Waller factor was not only bond distance but also the 

temperature.  I roughly estimated the temperature as 765 K and the Debye Waller 

factor was estimated as the function of bond length between W and O; 

σ
2
=(6.4×10

-6
)exp(3.33r) Å

2
 as shown in Figure 4-1.  The range of Fourier 
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transformation was 3.0-8.0 Å
-1

 and k weight was 0.  The range of inversely Fourier 

transformation was 1.0-2.0 Å.  The degrees of freedom (2×5×1/π+2) was 5.[23]  The 

window function of both Fourier transformations was Hanning function.  As the 

ground state of WO3, W L3-edge EXAFS which measured by a transmission mode was 

used for analysis.  EXAFS spectra were analyzed by CTS method.  The surveyed 

range and steps for the analysis of ground state is shown in Table 4-1.  As the results, 

the ground state of WO3 was successfully reproduced as shown in Table 4-2.  The 

surveyed range and steps for the analysis of the metastable of WO3 are shown in Table 

4-3.   

 

4.3.  Results 

4.3.1.  Results of time-resolved XANES and EXAFS measurement 

Figure 4-2 shows the differences in the W L3-edge EXAFS spectra between the 

optical ground state and the photoexcited state at a delay time of 150 ps.  It was 

reported that the metastable state was formed at a delay time of 150 ps after 

photoexcitation.[12,13]  The differences in the EXAFS shown in Figure 4-2 comes 

from the structural difference between the optical ground state and the metastable state 

of WO3.  The differences in the EXAFS, ∆𝜒(𝑘), can be described as  

∆𝜒(𝑘) = 𝜒(𝑘)𝐴𝑓𝑡𝑒𝑟 𝑙𝑎𝑠𝑒𝑟 𝑖𝑟𝑟𝑎𝑑𝑖𝑎𝑡𝑖𝑜𝑛 − 𝜒(𝑘)𝐵𝑒𝑓𝑜𝑟𝑒 𝑙𝑎𝑠𝑒𝑟 𝑖𝑟𝑟𝑎𝑑𝑖𝑎𝑡𝑖𝑜𝑛  

(4-2) 

where, χ(k)After laser irradiation and χ(k)Before laser irradiation denote the observed EXAFS after 

and before photoexcitation, respectively.  These observed data consist of the EXAFS 

of the photoexcited state (χ(k)Photoexcited state) and that of the optical ground state 

(χ(k)Ground state).   

𝜒(𝑘)𝐴𝑓𝑡𝑒𝑟 𝑙𝑎𝑠𝑒𝑟 𝑖𝑟𝑟𝑎𝑑𝑖𝑎𝑡𝑖𝑜𝑛 = 𝛼𝜒(𝑘)𝑃ℎ𝑜𝑡𝑜𝑒𝑥𝑐𝑖𝑡𝑒𝑑 𝑠𝑡𝑎𝑡𝑒 + (1 − 𝛼)𝜒(𝑘)𝐺𝑟𝑜𝑢𝑛𝑑 𝑠𝑡𝑎𝑡𝑒 

(4-3) 

and 

𝜒(𝑘)𝐵𝑒𝑓𝑜𝑟𝑒 𝑙𝑎𝑠𝑒𝑟 𝑖𝑟𝑟𝑎𝑑𝑖𝑎𝑡𝑖𝑜𝑛 = 𝜒(𝑘)𝐺𝑟𝑜𝑢𝑛𝑑 𝑠𝑡𝑎𝑡𝑒  . 

(4-4) 

Here, α is the ratio of the photoexcited state to the ground state after laser irradiation.  

The ratio of photoexcited state was estimated from the change of W L3-edge XANES.  

The valence band and the conduction band of WO3 mainly consist of O 2p orbital and 

W 5d orbital, respectively.  Thus an electron is photoexcited from O 2p to W 5d orbital 

in photoexcitation process of WO3.  In W L3-edge XANES, an electron which is in W 

2p3/2 orbital is excited to W 5d orbital.  Therefore, the differences of absorption 
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coefficient in the XANES region as shown in Figure 4-3(a) show the occupancy of W 

5d orbital.[12]  The area ratio of the XANES spectrum after laser irradiation was 0.95 

and the ratio of photoexcitation was estimated as 45±5 % from the relation of Figure 

4-3(b).  Consequently, the Equation (4-2) can be written as  

∆𝜒(𝑘) = 𝛼{𝜒(𝑘)𝑃ℎ𝑜𝑡𝑜𝑒𝑥𝑐𝑖𝑡𝑒𝑑 𝑠𝑡𝑎𝑡𝑒 − 𝜒(𝑘)𝐺𝑟𝑜𝑢𝑛𝑑 𝑠𝑡𝑎𝑡𝑒}  . 

(4-5) 

The calculated differences of EXAFS as shown in Equation (4-5) were used to evaluate 

if a model structure can reproduce the observed EXAFS.  R-factor which is commonly 

used to evaluate the goodness of fitting was employed in order to figure out how a 

model structure reproduced the observed EXAFS.  For the differences of EXAFS, 

R-factor was defined as Equation (4-6). 

𝑅 − factor =
∑{Δ𝜒𝑑𝑎𝑡𝑎(𝑘) − Δ𝜒𝑐𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒𝑑(𝑘)}

2

∑{∆𝜒𝑑𝑎𝑡𝑎(𝑘)}2
 

(4-6) 

Here, Δχdata(k) and Δχcalculated(k) were differences of experimental spectra as shown in 

Equation (4-2) and differences of calculated spectra as shown in Equation (4-5), 

respectively.  In this chapter, the limitation of R-factor to decide the calculated 

spectrum is accepted or not was 0.10.  I would like to discuss why I used 0.10 later.   

Since it would take longer time to explore a whole parameter space, it is useful to test 

parameter sets which have smaller number of parameters.  Therefore, first, I carried 

out 3 shells analysis where the 6 W-O bonds were treated as 3 kinds of bonds.  Then, I 

did 4 shells analysis where the shortest bond in 3 shells analysis was treated separately.  

Thus 3 shells’ analysis gave the appropriate parameter range for 4 shells’ analysis.  

Since the structural distortion suggested by W L1–edge XANES analysis is that the 

shortest bond became shorter and symmetry around W ion became worse, I paid 

attention to the shortest bond in 4 shells analysis.  4 shells analysis was limitation of 

analysis because the degrees of freedom were 5 for the differences of EXAFS.  In 

order to check the feasibility of the procedures which 3 shells and 4 shells analysis, I 

carried out it on the EXAFS spectrum of a standard WO3 compound.  I started the 3 

shells analysis and proceeded to the 4 shells analysis.  The surveyed range and steps 

for the analysis of ground state and metastable state of WO3 are shown in Table 4-1 and 

4-3, respectively.   

4.3.2.  Results of constrained thorough search analysis 

Figure 4-4 shows the 3D plot of parameters which satisfied R-factor<0.10 in 3 shells 

CTS analysis for the change in time-resolved W L3-edge EXAFS.  Accepted parameter 
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sets which satisfied R-factor<0.10 was 229 out of about 3.6×10
5
 searched parameter 

sets.  As shown in Figure 4-4, only one structure’s domain was obtained from surveyed 

region.  The bond lengths obtained from 3 shells CTS analysis were 1.75±0.02, 

1.99±0.04 and 2.20±0.08 as shown in Table 4-4.  The results of 3 shells analysis for 

the metastable state were not so different from the results of the ground state as shown 

Table 4-2.  However, 4 shells analysis was carried out.  The survey conditions were 

decided based on result of 3 shells analysis as shown in Table 4-3.  Figure 4-5 shows 

the histograms of parameters which satisfied R-factor<0.10 in the CTS analysis.  Table 

4-4 shows the results of 4 shells CTS analysis.  Accepted parameter sets which 

satisfied R-factor<0.10 were 7,451 out of about 6.3×10
5
 searched parameter sets.  

Figure 4-6 shows the cross sections which cut the global minimum in parameter space 

and 3D plots for the results of CTS analysis in the ground state and the metastable state 

of WO3, respectively.  When the r1≤r2 condition was introduced, the half of cross 

section divided by Equation r1=r2 was ignored.  Thus the average of each bond moved 

from global minimum in case of the ground state.  In CTS method, it is expected that 

the histogram reflects the distribution of R-factor even though the surveyed space is 

multi-dimensional parameter space.  When the area of significant parameters exists on 

the border of constrained condition, averages can move a little from minimum of 

selected region.  However, the parameters of global minimum showed the same 

features of the crystallographic data for the ground state as shown in Table 4-2, or the 

acceptable parameters are spread from global minimum as shown in Figure 4-6.  In 

addition, the distribution of parameters in the parameter space is significantly different 

between the ground state and the metastable state.  As the result of CTS analysis, it can 

be suggested that r1 became 1.67 ± 0.06 Å in the photoexcited state.  The result of CTS 

analysis as shown in Table 4-4 reproduced experimental data well as shown in Figure 

4-7.   

 

4.4.  Discussion 

The measurement of W L3-edge EXAFS of WO3 in the metastable state was carried 

out in picosecond time resolution.  It was enough time resolution to observe the 

structural change in the metastable state which already reported from the time 

dependent change of W L1- and L3- edge XANES.[12,13]  The change of EXAFS was 

obtained successfully.  CTS method was carried out for analyzing the change of W 

L3-edge EXAFS of WO3 in the metastable state.  The candidate of structure in the 

metastable state was obtained which reproduces the experimental data well.  Here, I 

would like to discuss 2 points.  1. The significance of the structural change obtained 
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from the CTS analysis, and 2. The comparison with previous reports.   

4.4.1.  The significance of the structural change obtained from the CTS analysis  

CTS analysis was carried out to reveal the structural change of WO3 in the metastable 

state.  The degrees of freedom were 5 and it was very low.  The advantage of CTS 

analysis is that it can survey the whole parameter subspace and pick up the local minima 

if they exist.  Therefore, the CTS analysis insures that the obtained structure was 

unique in the searched parameter space.  In other words, it is insured that the other 

structures which cannot be picked up were less reproduced observed data in this 

parameter subspace.  In case of WO3, the monoclinic phase[24] and orthorhombic 

phase[25] are representative crystal structure.  However, the CTS analysis didn’t pick 

up such structures in 3 shells analysis and it didn’t reproduce the change of EXAFS as 

shown in Figure 4-8.  It is consistent with the results of W L1-edge XANES.[13]  The 

r1≤r2 condition introduced separation of r1 and r2 in the results of the ground state.  

Molybdenum oxide (MoO3) also has the pair of the almost same bond length and 

analyzed by CTS method.[2]  However, it didn’t show large differences such as 0.10 Å 

in case of the WO3 ground state as shown in Table 4-2.  Two reasons can be considered.  

One is the number of shells for the analysis.  This can be make differences in 

constraint condition among the parameters.  In the analysis of MoO3, the number of 

shells was 6.  In this study, 4 shells analysis was carried out and 2 bonds are treated as 

1 shell in r3 and r4 with treating their coordination number as 2, respectively.  When 

the 2 bonds are treated in 1 shell, the distribution of r4 can be larger than the case to 

treat two bonds separately.  As the result of spreading of distribution, the other 

parameters also affected because these parameters have correlation.  Second is the 

level of acceptance, or limitation of R-factor.  It is because the shape of distribution 

should be changed when the cross section of acceptable region is changed.  Ideally, 

significance test or probability evaluations should be introduced.  However, the 

degrees of freedom were too small to perform significance tests or probability 

evaluations.  Therefore, R-factor<0.10 was introduced as the temporal standards for 

judging in this analysis.  The global minimum on the analysis of WO3 showed very 

small R-factor and less than 0.01 for the results of CTS analysis of WO3 in the ground 

state and metastable state.  If the criterion of R-factor is changed from 0.10 to 0.01, 

distributions obtained from CTS analysis became sharp and average of distribution 

shifted close to the global minimum as shown in Figure 4-9 and Figure 4-10.  Thus 

there is a possibility that accepted parameter sets were too much and more strictly 

R-factor limitation can be accepted.  To improve this problem, EXAFS spectra 

measured in a larger k region (k > 10 Å) with higher quality should be required.  
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Nevertheless, the obtained result for the ground state seems to be acceptable because the 

parameters of global minimum showed the same features of the crystallographic data for 

the ground state and the acceptable parameters are spread from global minimum.  In 

addition, the shape of distributions and cross sections were obviously different between 

the results for the ground state and the metastable state.  Therefore, even though the 

errors can be estimated larger, the structure model elucidated from the CTS analysis is 

unique in the surveyed parameter space and the detailed structure of the metastable state 

is reliable. 

4.4.2.  The comparison with previous reports 

From the CTS analysis, the structural change of the photoexcited WO3 in the 

metastable state should be that one of the shortest bonds among W-O around 1.76 Å in 

the ground state shrink by 0.09 Å (1.67 ± 0.06 Å).  At the same time, the W-O bond in 

the opposite side which has one of the longest bonds among the W-O bonds should 

become longer because the WO6 unit in the bulk is assumed.  The symmetry of WO6 

unit is known as a distorted octahedral in the ground state.[24]  As the result of the 

CTS analysis, the symmetry of the WO6 unit should become worse symmetry from its 

optical ground state.  This result is consistent with the structural model suggested in W 

L1-edge XANES analysis.[13]  To reveal more details including longer bonds, higher 

quality measurement is desirable.    

  

4.5.  Conclusion 

I applied the CTS method to analyze the differences of EXAFS derived from the 

metastable state of the photoexcited WO3.  Even though the range of EXAFS was short 

and the degrees of freedom were too low to conduct the conventional CF analysis, the 

differences of EXAFS of the metastable state was successfully reproduced.  In the 

metastable state, one of the shortest bonds should shrink by 0.09 Å (1.67 ± 0.06 Å) from 

its original bond length.  This structural change in the metastable state makes the 

symmetry of WO6 unit worse.  In addition, the structural change should occur along 

the crystal axis of a unit cell of WO3 suggested by the W L1–edge XANES analysis.  I 

successfully determined this anisotropic structural change quantitatively.  In this study, 

I focused on shrinking of one of the shortest.  It is possible to extend the CTS analysis 

including the elongation of one of the longest W-O bonds if the difference EXAFS is 

obtained with better quality.   
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Table 4-1. Survey ranges and steps of parameters for CTS analysis. 

Parameter 
Constrained thorough search 

3 shells 4 shells 

S0
2
 0.75 

∆E0 / eV 17.0 

N1 2 1 

N2 2 1 

N3 2 2 

N4 - 2 

r1 / Å 1.60-2.30 / 0.01 1.60-1.85 / 0.01 

r2 / Å 1.60-2.30 / 0.01 1.60-1.95 / 0.01 

r3 / Å 1.60-2.30 / 0.01 1.85-2.10 / 0.01 

r4 / Å - 2.00-2.30 / 0.01 

𝜎2
 /Å

2
 (1.6×10

-5
)exp(2.58ri) 

condition r1≤r2≤r3 r1≤r2≤r3≤r4 

 

Table 4-2.  Results of CTS analysis for W L3-edge EXAFS of WO3 which measured by 

transmission mode. 

Parameter 

Constrained thorough search Curve fitting 

Reference[24] 
3 shells 

4 shells  

(best point) 
4 shells 4 shells 

S0
2
 0.75 - 

∆E0 / eV 17.0 - 

N1 2 1 1 - 

N2 2 1 1 - 

N3 2 2 2 - 

N4 - 2 2 - 

r1 / Å 1.77 ± 0.03 1.77 1.72 ± 0.04 1.75 1.76 

r2 / Å 1.94 ± 0.03 1.77 1.82 ± 0.05 1.75 1.77 

r3 / Å 2.17 ± 0.11 1.93 1.92 ± 0.07 1.91 1.90, 1.91 

r4 / Å - 2.16 2.17± 0.11 2.16 2.11, 2.17 

𝜎2
 /Å

2
 (1.6×10

-5
)exp(2.58r) - 

R-factor 0.0081 0.0034 0.0097 0.0007∗ - 
*
Digits of parameters for analysis were different. 
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Table 4-3.  Survey ranges and steps of parameters for CTS analysis. 

Parameter 
Constrained thorough search 

3 shells 4 shells 

S0
2
 0.75 

∆E0 / eV 17.0 

N1 2 1 

N2 2 1 

N3 2 2 

N4 - 2 

r1 / Å 1.60-2.30 / 0.01 1.50-1.90 / 0.01 

r2 / Å 1.60-2.30 / 0.01 1.50-1.90 / 0.01 

r3 / Å 1.60-2.30 / 0.01 1.85-2.10 / 0.01 

r4 / Å - 2.00-2.30 / 0.01 

𝜎2
 /Å

2
 (6.4×10

-6
)exp(3.33ri) 

condition r1≤r2≤r3 r1≤r2≤r3≤r4 

 

 

 

Table 4-4.  Results of CTS analysis for W L3-edge EXAFS of WO3 in the metastable 

state. 

Parameter 

Results of CTS analysis 

3 shells 
4 shells  

(best point) 
4 shells 

r1 / Å 1.75 ± 0.02 1.67 1.67 ± 0.06 

r2 / Å 1.99 ± 0.04 1.80 1.80 ± 0.04 

r3 / Å 2.20 ± 0.08 1.95 1.95 ± 0.05 

r4 / Å - 2.19 2.20 ± 0.08 

R-factor 0.0200 0.0009 0.00511 
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Figure 4-1.  Results of the EM method for the W-O bonds of WO3 for 300K(a) as the 

ground state and 765 K(b) as the photoexcited state.  The dashed line shows the fitted 

result of Debye Waller factor (σ
2
) versus bond distance (r). 

 

 

 

 

Figure 4-2.  Differences of W L3-edge EXAFS spectra between before and after 150 ps 

laser irradiation. 
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Figure 4-3.  (a) W L3-edge XANES of WO3 before (black line) and after 150 ps (red 

line) laser irradiation.  Blue dashed line shows the inversely tangent function for the 

base line.  (b) The relationship between the ratio of white line area and valence of W.  

Black dot shows the result of area ratio calculation for XANES spectra after laser 

irradiation.   

 

 

 

Figure 4-4.  3D mapping of R-factor distribution for 3 shells analysis of WO3 in the 

metastable state.  Color indicates the R-factor of the points (r1, r2, and r3).  Gray dots 

are projection of color dots. 

 



113 

 

 

 

 

Figure 4-5.  Distribution of bond lengths from significance models that satisfied 

R-factor < 0.10.  Dashed lines show the fitting results using a Gaussian function.     
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Figure 4-6.  (a) and (b) show cross sections of parameter space which cut the global 

minimum for the ground state and the metastable state of WO3, respectively.  For the 

ground state, r3 and r4 were 1.93 Å and 2.16 Å.  For the metastable state, r3 and r4 

were 1.95 Å and 2.19 Å.  (c) and (d) show 3D plot of parameter space for the ground 

state (r4=2.16 Å) and the metastable state (r4=2.19 Å) of WO3, respectively.  Color 

indicates the R-factor of the points.  The gray dots are projection of color dots. 
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Figure 4-7.  The differences of Fourier filtered EXAFS oscillation of experimental data 

(black line) and calculated from the model of CTS result (red line) for 4 shells’ analysis. 

 

 

 

 

Figure 4-8.  Comparison the experimental data and representative structure of WO3 

such as Monoclinic (on high Debye Waller factor), Orthorhombic, and Cubic phase. 
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Figure 4-9.  Distribution of bond lengths from significance models that satisfied 

R-factor < 0.01 in the CTS analysis for the ground state of WO3.  Dashed lines show 

the fitting results using a Gaussian function 
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Figure 4-10.  Distribution of bond lengths from significance models that satisfied 

R-factor < 0.01 in the thorough search analysis for the photoexcited state of WO3.  

Dashed lines show the fitting results using a Gaussian function 
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Chapter 5.  Application of constrained thorough search method for 

bimetallic nanoparticles 

 

5.1.  Introduction 

XAFS is powerful for the characterization of nanoparticles.[1]  It is because the 

crystallinity is not necessary for the sample like XRD.  The electronic state of X-ray 

absorbing atom and structure around it is obtained at the same time.  In addition, in 

situ or operando measurement can be carried out.[2-4]  Not only the single-element 

nanoparticles, but bimetallic nanoparticles have been investigated.[5-11]   

There are constrained conditions in the analysis of EXAFS for bimetallic materials.    

1. EXAFS measurement and analysis should be carried out for both elements. 

2. Some parameters are constrained each other in two elements’ analysis.  When the 

atoms a and b are the elements of a bimetallic material, 

i) Bond length rab (bond length from atom a to atom b) and rba (bond length from 

atom b to atom a) satisfy 

𝑟𝑎𝑏 = 𝑟𝑏𝑎 

(5-1) 

ii) Coordination number Nab (coordination number of b from a) and Nba 

(coordination number of a from b) satisfy 

𝑁𝑎𝑏 =
𝑋𝑏
𝑋𝑎
𝑁𝑏𝑎      . 

(5-2) 

Here, Xa and Xb are atomic fractions of a and b in bimetallic material, respectively. 

It is very difficult to satisfy these constrained conditions in curve fitting (CF) analysis.  

The appropriate selections of parameters and well convergence of analysis are necessary 

at the same time.  In addition, the correlations of parameters become more complex.  

Therefore, it is difficult to obtain the meaningful parameters or many local minima can 

exist in the parameter space.  To analyze EXAFS of bimetallic materials, other analysis 

methods such as Reverse Monte Calro (RMC) method or combination of ab initio and 

Molecular Dynamics (MD) calculation were carried out.[12,13]  In these methods, the 
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constrained conditions as mentioned above is automatically satisfied because the 

structural models themselves are treated as parameter.  However, these methods are 

advanced method.  The appropriate initial structure is demanded and/or it takes long 

time for analysis.   

Constrained thorough search (CTS) method is a new analysis method for EXAFS of 

complex materials.[14]  In CTS method, parameters are searched step by step in the 

whole parameter space which estimated theoretically.  It seems time consuming but 

CTS method dose not takes longer time than RMC method.  CTS analysis is 

appropriate method for the EXAFS spectra of bimetallic material.  It is because that 

CTS method can search almost whole parameter space and pick up the candidates which 

reproduce the experimental data under the constrained condition for the analysis of 

bimetallic material.  In this chapter, I introduced CTS method for analyzing the 

EXAFS of PtRu nanoparticles and showed the possibility of analyzing the bimetallic 

materials more simply.   

 

5.2.  Experimental 

5.2.1.  Materials 

Two kinds of PtRu/C bimetallic nanoparticles were measured.  PtRu1.3/KB1600 was 

purchased from JUKES.  The molar ratio of Pt and Ru was Pt:Ru=1:1.3.  The size of 

nanoparticles was 2.8±0.8 nm.  Another sample, Pt2Ru3/KB800 was purchased from 

TANAKA Kikinzoku Kogyo (TEC61E54).  The molar ratio of Pt and Ru was 

Pt:Ru=2:3.  The size of nanoparticles was 3.5±1.2 nm.  EXAFS measurement was 

carried out under the electrochemical condition.  Anodes were PtRu/C catalyst and 

cathode was Pd/C for both measurements.  The measurements were carried out without 

impressing the currents under the H2 gas flow condition.   

5.2.2.  Experimental method 

Pt L3-edge and Ru K-edge EXAFS was measured at beamline BL36XU at SPring-8, 

Harima, Japan.  EXAFS measurement was carried out using Quick XAFS mode.  

X-ray was monochromatized by Si(111) double crystal monochrometer.  Incident 

X-ray and transmitted X-ray were measured by ionization chambers.   

5.2.3.  EXAFS analysis 

Smoothing the spectra and background removal was carried out using REX2000 
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(RIGAKU)[15].  Savitzky-Golay method was used for smoothing.  Theoretical 

calculation of the backscattering amplitude and the phase shift were carried out using 

FEFF8.2 code.[16]  CTS analysis was carried out for the Pt L3-edge EXAFS and Ru 

K-edge EXAFS, respectively.  To reduce the parameter, inelastic loss factor (S0
2
) and 

the correction of kinetic energy zero (ΔE0) was obtained from the reference sample.  

For Pt L3-edge analysis, S0
2
=1.10 and ΔE0=6.4 were obtained from Pt L3-edge EXAFS 

of Pt foil.  For Ru K-edge analysis, S0
2
=1.05 and ΔE0=-4.6 were obtained from Ru 

K-edge EXAFS of Ru metal powder.  The survey regions and steps were shown in 

Table 5-1.  In the EXAFS analysis of bimetallic material, there are some constrained 

conditions as mentioned above.  To achieve these restrictions two step analysis was 

carried out.  The CTS EXAFS analysis was carried out for each element.  Then, the 

results were combined under the additional constrained conditions.  The range of 

Fourier transformation was 3.0-12.0 Å
-1

 and k weight was 3 for both Pt L3-edge EXAFS 

and Ru K-edge EXAFS analysis.  The range of inversely Fourier transformation was 

1.75-3.15 Å and 1.60-2.70 Å for Pt L3-edge EXAFS and Ru K-edge EXAFS analysis, 

respectively.  The window function of both Fourier transformations was Hanning 

function.   

 

5.3.  Results 

Figure 5-1 shows the EXAFS spectra of Pt L3-edge and Ru K-edge for 

PtRu1.3/KB1600 and Pt2Ru3/KB800 samples.  The differences between the two 

samples were obvious around 10-12 Å-1
 in Pt L3-edge EXAFS.  These spectra were 

analyzed by CTS method with R-factor<0.10 condition.  Figure 5-2 and 5-3 show the 

result of CTS analysis without any additional constrained condition for PtRu1.3/KB1600 

and Pt2Ru3/KB800, respectively.  As shown in Figure 5-2 and 5-3, coordination 

number and Debye Waller factor between Ru and Pt in the Ru K-edge EXAFS cannot 

be decided in both samples.  In addition, the peak position of distribution in the bond 

length between Pt and Ru in the result of Pt L3-edge EXAFS analysis (rPt-Ru) was 

different from the result of Ru K-edge EXAFS analysis (rRu-Pt).  The constrained 

conditions for bimetallic sample’s EXAFS analysis in the bond length looks satisfied 

within the error, however, coordination number seems not satisfied the condition.  

These results means that the separated analysis using the CF method can converge to the 

meaningless structure which cannot satisfy the constrained conditions for bimetallic 

material.    
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To consider the constrained conditions for bimetallic sample’s EXAFS analysis, the 

results of CTS analysis for two edges were combined using the general R-factor as 

following.   

R-factor PtRu = a∙R-factor Pt + b∙R-factor Ru + c∙{rPt-Ru−rRu-Pt}
2
  

+ d∙{NPt-Ru− 
𝑋𝑅𝑢

𝑋𝑃𝑡
 NRu-Pt}

2
 +e∙{�̅�−(XPtNPt+XRuNRu)}

2
  

subject to NPt≤12 and NRu≤12.    

(5-3) 

Here, R-factor Pt and R-factor Ru were R-factor which obtained from the CTS analysis 

for Pt L3-edge EXAFS and Ru-edge EXAFS, respectively.  rPt-Ru and rRu-Pt were bond 

lengths between Pt and Ru in Pt L3-edge EXAFS and Ru K-edge EXAFS, respectively.  

NPt-Ru and NRu-Pt were coordination numbers between Pt and Ru in Pt L3-edge EXAFS 

and Ru K-edge EXAFS, respectively.  XPt and XRu were ratio of composition in each 

sample.  �̅� was the total coordination number between metal and metal neighbors per 

absorbing atom.  �̅� was estimated from size of nanoparticles.  I estimated �̅�=10.2 

and 10.6 for PtRu1.3/KB1600 and Pt2Ru3/KB800 samples, respectively.  NPt and NRu 

were sum of coordination number (NPt-Pt + NPt-Ru and NRu-Ru + NRu-Pt) from Pt and Ru, 

respectively.  Constants a, b, c, d, and e as weight were applied in this analysis.  In 

this chapter, I applied 1, 1, 100, 0.1, and 0.1 for constants a, b, c, d, and e, respectively.  

It is expected that the error of each term affects the second decimal of R-factorPtRu.  

The limitation of R-factorPtRu was 0.10.   

Figure 5-4 and Table 5-2 show the result of CTS analysis under the additional 

constrained condition for PtRu1.3/KB1600 sample.  As shown in Figure 5-4(c1) and 

(c2), the shape of distribution became sharper because of the additional constrained 

condition.  The results of CTS analysis satisfied two constrained conditions, or 

rPt-Ru−rRu-Pt and NPt-Ru− 
𝑋𝑅𝑢

𝑋𝑃𝑡
 NRu-Pt , though the results of CTS analysis was introduced 

from average of picked up distributions.  Figure 5-5 and Table 5-3 show the result of 

CTS analysis with additional constrained condition for Pt2Ru3/KB800 sample.  The 

same tendency like PtRu1.3/KB1600 sample was obtained.  As shown in Figure 5-5(c1) 

and (c2), the shape of distribution became sharper and the results of CTS analysis 

satisfied two constrained conditions for bimetallic material.   

The distribution of Debye Waller factor between Ru and Pt in the result of Ru K-edge 

EXAFS was large and cannot fitted Gaussian function well.  Theoretically, Debye 
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Waller factors between the Pt and Ru have an equation.  Therefore, I visualized the 

correlation of Debye Waller factors.  Figure 5-6 shows 2D mapping of Debye Waller 

factors for both PtRu/C samples.  σPt-Ru
2
=σRu-Pt

2+0.002 was estimated from these 

results.  Therefore, new term was added to the R-factor PtRu as the constrained 

condition for Debye Waller factors.  

R-factor PtRu = a∙R-factor Pt + b∙R-factor Ru + c∙{rPt-Ru−rRu-Pt}
2
 + d∙{NPt-Ru−-

𝑋𝑅𝑢

𝑋𝑃𝑡
 NRu-Pt}

2
 

+e∙{�̅�−(XPtNPt+XRuNRu)}
2
 + f∙{σPt-Ru

2−(σRu-Pt
2+0.002)}

2
 

subject to NPt≤12 and NRu≤12.    

(5-4) 

Constants a, b, c, d, e, and f as weight were applied in this analysis.  I applied 1, 1, 100, 

0.1, 0.1, and 10000 for constants a, b, c, d, e, and f, respectively.  The limitation of 

R-factor PtRu was 0.10. 

Figure 5-7 and Table 5-4 show the results of CTS analysis for PtRu1.3/KB1600 

sample under the constrained condition which was shown in Equation (5-4).  As 

shown in Figure 5-7(c3), the distribution of Debye Waller factor between Ru and Pt in 

Ru K-edge EXAFS became sharper.  Other parameters didn’t change largely.  As 

shown in Table 5-4, the R-factor Ru became better.  It means the Debye Waller factor 

was obtained more precisely.  Figure 5-8 and Table 5-5 show the results of CTS 

analysis for Ru2Pt3/KB800 sample under the constrained condition as shown in 

Equation (5-4).  As shown in Figure 5-8(c3), the distribution of σRu-Pt
2
 in Ru K-edge 

EXAFS also became sharper.  And the R-factor Ru became better without changing 

other parameters.  Therefore, the Debye Waller factor was obtained more precisely, too.  

As the results of CTS analysis for bimetallic nanoparticles, experimental data were 

reproduced well as shown in Figure 5-9.   

  

5.4.  Discussion 

The coordination number is important to obtain the property of bimetallic 

nanoparticles.[8]  In this thesis, three kinds of models, perfect randomly dispersed 

model, core shell model, and cluster in cluster model, were considered.  If the two 

kinds of atoms are perfect randomly dispersed in a nanoparticle, the average 

coordination numbers are the same proportion as the bulk concentration.  In 

PtRu1.3/KB1600 sample, the ratios of coordination numbers were NPt-Ru/(NPt-Pt + NPt-Ru) 



125 

 

= 0.40±0.08 and NPt-Ru/(NPt-Pt + NPt-Ru) = 0.32±0.08.  The molar ratios were MRu/(MPt 

+ MRu) = 0.56 and MPt/(MPt + MRu) = 0.43.  When the ratios were compared, 

NPt-Ru/(NPt-Pt + NPt-Ru) ≠ MRu/(MPt + MRu) and NPt-Ru/(NPt-Pt + NPt-Ru) ≠ MPt/(MPt + MRu).  

Therefore, the Pt and Ru atoms were not combined randomly in the nanoparticles.  The 

sums of coordination number for each atoms were NPt = NPt-Pt + NPt-Ru = 10.4±1.5 and 

NRu = NRu-Ru + NRu-Pt = 10.0±1.4.  When the nanoparticles were core shell structure, 

NPt or NRu become 12 or 11.9, respectively.  It can be estimated from the size of 

nanoparticles and the molar ratio.  It can be said that PtRu1.3/KB1600 sample was not 

core shell structure.  From the results, NPt-Pt and NRu-Ru were higher than NPt-Ru and 

NRu-Pt.  The cluster in cluster model can be adopted.  Therefore, the distributions of Pt 

and Ru atoms were not the perfect random and the core shell models but the cluster in 

cluster model.  The total of coordination number was 10.2 and the ratio of NPt-Ru to 

NRu-Pt was 1.31±0.31.  These values were satisfied constrained conditions for 

bimetallic sample well.  In Pt2Ru3/KB800 sample, the ratios of coordination numbers 

were NPt-Ru/(NPt-Pt + NPt-Ru) =0.36±0.07 and NPt-Ru/(NPt-Pt + NPt-Ru) = 0.24±0.05.  The 

molar ratios were MRu/(MPt + MRu) = 0.60 and MPt/(MPt + MRu) = 0.40.  When the ratios 

were compared, NPt-Ru/(NPt-Pt + NPt-Ru) ≠ MRu/(MPt + MRu) and NPt-Ru/(NPt-Pt + NPt-Ru) ≠ 

MPt/(MPt + MRu), too.  Therefore, it was also estimated that the Pt and Ru atoms were 

not combined randomly in the nanoparticles in Pt2Ru3/KB800 sample.  The sums of 

coordination number for each atoms were NPt = NPt-Pt + NPt-Ru = 10.4±1.8 and NRu = 

NRu-Ru + NRu-Pt = 10.7±0.8.  In Pt2Ru3/KB800 sample, NPt or NRu become 12 or 11.7, 

respectively, when the nanoparticles were core shell structure.  From the results of 

Pt2Ru3/KB800, NPt-Pt and NRu-Ru were higher than NPt-Ru and NRu-Pt.  The cluster in 

cluster model can be adopted.  Therefore, the distributions of Pt and Ru atoms were 

not the perfect random and the core shell models but the cluster in cluster model, too.  

The total of coordination number was 10.6 and the ratio of NPt-Ru to NRu-Pt was 

1.50±0.38.  These values were also satisfied constrained conditions for bimetallic 

sample.  The distribution of Pt and Ru atoms in PtRu1.3/KB1600 and Pt2Ru3/KB800 

were not perfect random or core shell.  It is difficult to reveal the detail of distribution.  

RMC method can be applied to calculate the distribution of Pt and Ru atoms using 

obtained parameters as the constrained conditions.   

As shown in Figure 5-2 and 5-3 which are the results of CTS analysis without any 

additional constrained condition cannot satisfy the conditions for coordination numbers 

and bond lengths.  Therefore, Equation (5-3) was introduced to consider the 

constrained conditions for the analysis of bimetallic material.  In addition, the 

constrained condition for Debye Waller factors was considered in Equation (5-4).  As 
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the results of introducing Equation (5-4) to CTS analysis, significant results were 

obtained.  As shown Figure 5-7 and 5-8, the distributions in the results of CTS method 

were changed.  The coordination number and bond length between Ru and Pt in Ru 

K-edge EXAFS in both PtRu/C samples were largely changed.  And the distribution of 

Debye Waller factor between Pt and Ru in Ru K-edge EXAFS also became sharp.  The 

results of CTS analysis were satisfied constrained condition for bimetallic material, of 

course.  In PtRu1.3/KB1600 sample, rPt-Ru=2.74±0.01≈rRu-Pt=2.73±0.01 Å, 

NPt-Ru/NRu-Pt=1.31±0.31, and XPtNPt+XRuNRu=10.2.  In Pt2Ru3/KB800 sample, 

rPt-Ru=rRu-Pt = 2.72±0.01 Å, NPt-Ru/NRu-Pt=1.50±0.38, and XPtNPt+XRuNRu=10.6.  The 

results of CTS analysis with additional constrained condition reproduced experimental 

data well as shown in Figure 5-9.  The problem remains in R-factor PtRu is how to 

decide the weight for each term.  These constants were decided from following 

estimation.  For constant c, I expected that the 0.01 Å order difference between rPt-Ru 

and rRu-Pt is accepted and this difference affects to R-factor PtRu in 0.01 order so that 100 

was applied.  For constant d, I expected that the difference between NPt-Ru and NRu-Pt is 

accepted in 0.5 to 1.0 and this difference affects to R-factor PtRu in 0.01 order so that 0.1 

was applied.  For constant e, I expected that the same order as the constant d. For 

constant f, I expected that the difference between 𝜎Pt-Ru
2
 and 𝜎Ru-Pt

2
+0.002 is accepted in 

0.002Å2
 order and this difference affects to R-factor PtRu in 0.01 order so that 10000 was 

applied.  There is a possibility that these constants are optimized like the LASSO 

method.[17]  The another problem is optimization of survey ranges and steps.  In this 

thesis, the distributions of coordination number were treated as one domain though it 

seems two peaks.  The survey steps for coordination number were 1.0 to reduce the 

mass of calculation.  Though the constrained conditions for bimetallic materials were 

satisfied and the significant results were obtained, it can be optimized to check the 

distribution of coordination number more precisely.   

 

5.5.  Conclusion 

The CTS method was applied to the analysis of Pt L3-edge and Ru K-edge EXAFS of 

PtRu/C samples, PtRu1.3/KB1600 and Pt2Ru3/KB800.  There were constrained 

conditions among the parameters for analyses of bimetallic materials.  The general 

R-factor, R-factorPtRu, were introduced to obtain the significant parameters under the 

constrained condition for bimetallic materials.  As the result of analysis, significant 

parameters were obtained and reproduced the experimental data well.  It is expected 

that the distribution of Pt and Ru atoms were cluster in cluster model in both sample.   
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Table 5-1.  Surveyed range and steps of parameters for CTS analysis.  M in the table 

is the element of measurement (Pt or Ru).  

Parameter Pt L3-edge Ru K-edge 

S0
2
 1.10 1.05 

NM-Pt 
1.0-12.0 / 1.0 1.0-12.0 / 1.0 

NM-Ru 

ΔE0 / eV 6.4 -4.6 

rM-Pt / Å 
2.60-2.80 / 0.01 2.60-2.80 / 0.01 

rM-Ru / Å 

σ2
 M-Pt / Å

2
 

0.002-0.026 / 0.002 0.002-0.026 / 0.002 
σ2

 M-Ru / Å
2 

 

 

Table 5-2.  The results of CTS analysis for PtRu1.3/KB1600 sample under the 

additional constrained condition, Equation (5-3).  M in the table is the element of 

measurement (Pt or Ru). 

Parameter Pt L3-edge Ru K-edge 

S0
2
 (1.10) (1.05) 

NM-Pt 6.3 ± 1.3 3.3 ± 0.6 

NM-Ru 4.3 ± 0.6 6.7 ± 1.4 

ΔE0 / eV (6.4) (-4.6) 

rM-Pt / Å 2.74 ± 0.01 2.74 ± 0.01 

rM-Ru / Å 2.74 ± 0.01 2.67 ± 0.01 

σ
2
 M-Pt / Å

2
 0.013 ± 0.003 0.014 ± 0.010 

σ
2
 M-Ru / Å

2
 0.011 ± 0.002 0.007 ± 0.001 

R-factor M 0.030 0.024 
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Table 5-3.  The results of CTS analysis for Pt2Ru3/KB800 sample under the additional 

constrained condition, Equation (5-3).  M in the table is the element of measurement 

(Pt or Ru). 

Parameter Pt L3-edge Ru K-edge 

S0
2
 (1.10) (1.05) 

NM-Pt 6.3 ± 1.6 2.6 ± 0.5 

NM-Ru 3.9 ± 0.4 8.1 ± 1.3 

ΔE0 / eV (6.4) (-4.6) 

rM-Pt / Å 2.75 ± 0.01 2.72 ± 0.01 

rM-Ru / Å 2.72 ± 0.01 2.67 ± 0.01 

σ
2
 M-Pt / Å

2
 0.010 ± 0.003 0.009 ± 0.006 

σ
2
 M-Ru / Å

2
 0.008 ± 0.002 0.008 ± 0.001 

R-factor M 0.034 0.028 

 

 

Table 5-4.  The results of CTS analysis for PtRu1.3/KB1600 sample under the 

additional constrained condition, Equation (5-4).  M in the table is the element of 

measurement (Pt or Ru). 

Parameter Pt L3-edge Ru K-edge 

S0
2
 (1.10) (1.05) 

NM-Pt 6.2 ± 1.4 3.2 ± 0.6 

NM-Ru 4.2 ± 0.6 6.8 ± 1.3 

ΔE0 / eV (6.4) (-4.6) 

rM-Pt / Å 2.74 ± 0.01 2.73 ± 0.01 

rM-Ru / Å 2.74 ± 0.01 2.67 ± 0.01 

σ
2
 M-Pt / Å

2
 0.012 ± 0.003 0.009 ± 0.002 

σ
2
 M-Ru / Å

2
 0.011 ± 0.002 0.007 ± 0.001 

R-factor M 0.027 0.009 
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Table 5-5.  The results of CTS analysis for Pt2Ru3/KB800 sample under the additional 

constrained condition, Equation (5-4).  M in the table is the element of measurement 

(Pt or Ru). 

 

 

 

 

 

 

 

 

 

  

Parameter Pt L3-edge Ru K-edge 

S0
2
 (1.10) (1.05) 

NM-Pt 6.5 ±1.8 2.6 ± 0.6 

NM-Ru 3.9 ± 0.4 8.1 ± 0.6 

ΔE0 / eV (6.4) (-4.6) 

rM-Pt / Å 2.75 ± 0.01 2.72 ± 0.01 

rM-Ru / Å 2.72 ± 0.01 2.67 ± 0.01 

σ
2
 M-Pt / Å

2
 0.010 ± 0.003 0.006 ± 0.001 

σ
2
 M-Ru / Å

2
 0.008 ± 0.001 0.008 ± 0.001 

R-factor M 0.032 0.012 
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Figure 5-1.  EXAFS spectra of (a) Pt L3-edge and (b) Ru K-edge EXAFS of 

PtRu1.3/KB1600 sample, (c) Pt L3-edge and (d) Ru K-edge EXAFS of Pt2R3/KB800 

sample, respectively.  
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Figure 5-2.  Frequency distribution of CTS analysis for Pt L3-edge EXAFS (red) and 

Ru K-edge EXAFS (blue) of PtRu1.3/KB1600 sample.  The parameters which satisfied 

R-factor PtRu < 0.10 were picked up without any constrained conditions for bimetallic 

materials.    
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Figure 5-3.  Frequency distribution of CTS analysis for Pt L3-edge EXAFS (red) and 

Ru K-edge EXAFS (blue) of Pt2Ru3/KB800 sample.  The parameters which satisfied 

R-factor PtRu < 0.10 were picked up without any constrained conditions for bimetallic 

materials. 
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Figure 5-4.  Frequency distribution of CTS analysis for Pt L3-edge EXAFS (red) and 

Ru K-edge EXAFS (blue) of PtRu1.3/KB1600 sample.  The parameters which satisfied 

R-factor PtRu < 0.10 were picked up with constrained conditions for bond length and 

coordination number.  Dashed line shows the results of Gaussian fitting.  
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Figure 5-5.  Frequency distribution of CTS analysis for Pt L3-edge EXAFS (red) and 

Ru K-edge EXAFS (blue) of Pt2Ru3/KB800 sample.  The parameters which satisfied 

R-factor PtRu < 0.10 were picked up with constrained conditions for bond length and 

coordination number.  Dashed line shows the results of Gaussian fitting.  
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Figure 5-6.  2D plot between Debye-Waller factors (σPt-Ru
2
 and σRu-Pt

2
) for 

(a)PtRu1.3/KB1600 and (b)Pt2Ru3/KB800 samples.  Dots show the position of search.  
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Figure 5-7.  Frequency distribution of CTS analysis for Pt L3-edge EXAFS (red) and 

Ru K-edge EXAFS (blue) of PtRu1.3/KB1600 sample.  The parameters which satisfied 

R-factor PtRu < 0.10 were picked up with constrained conditions for bond length, 

coordination number and Debye Waller factor.  Dashed line shows the results of 

Gaussian fitting. 
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Figure 5-8.  Frequency distribution of CTS analysis for Pt L3-edge EXAFS (red) and 

Ru K-edge EXAFS (blue) of Pt2Ru3/KB800 sample.  The parameters which satisfied 

R-factor PtRu < 0.10 were picked up with constrained conditions for bond length, 

coordination number and Debye Waller factor.  Dashed line shows the results of 

Gaussian fitting.  
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Figure 5-9.  Comparison between the experimental data and the results of CTS 

analysis for EXAFS spectra of (a) Pt L3-edge and (b) Ru K-edge EXAFS of 

PtRu1.3/KB1600 sample, (c) Pt L3-edge and (d) Ru K-edge EXAFS of Pt2Ru3/KB800 

sample, respectively.   
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Chapter 6.  General Conclusion 

 

EXAFS has been widely used to reveal the structures of many kinds of materials such 

as nanoparticle catalysts.  However, conventional analysis method, or curve fitting 

(CF) method have problems especially for analyzing the EXAFS of complex materials.  

The large problems are 1) limitation of degrees of freedom, 2) correlations of 

parameters, and 3) dependence of initial parameter.  In addition, local minima in 

parameter space sometimes can show the correct structure especially for complex 

material.  I have tried solving these problems and developed the new analysis method, 

“Constrained Thorough Search” (CTS) method.   

In chapter 3, I introduced the CTS method and compared it with CF method and 

micro Reverse Monte Carlo (m-RMC) method.  Pt L3-edge EXAFS of Pt foil and Mo 

K-edge EXAFS of α-MoO3 powder were analyzed as the example of simple case and 

complex structure, respectively.  The significant results were obtained and the 

limitation of CTS method was revealed with changing parameters on Pt L3-edge 

EXAFS analysis.  The candidates which reproduced experimental data were obtained 

from Mo K-edge EXAFS analysis and selected correct one combining with bond 

valence theory.  From these results, the advantages and disadvantages of CTS method 

were revealed.  The important advantages of CTS method are 1) to search the whole 

parameter space, or independent of the selection of initial parameters, 2) to visualize the 

distribution of the parameter space and their correlation, 3) to pick up the local minima 

to confirm that the obtained structure is unique or not in the parameter space, and 4) to 

automatically consider the limitation of degree of freedom.  These advantages 

overcome the problems of the CF analysis, or parameter correlation and dependence of 

initial parameter.  On the other hand, disadvantages are 1) to take much time to search 

the whole parameter space, and 2) to treat huge data.  However, a recent development 

of computer hardware has lessened these disadvantages and these may not be the 

practical problems.   

In chapter 4, I analyzed the picosecond time-resolved EXAFS to reveal the structural 

change of WO3 in the photoexcited state.  W L3-edge EXAFS spectrum of WO3 was 

changed in the photoexcitation.  The range of EXAFS was limited.  However, the 

detail of structural change was obtained using CTS method.  It was insured that the 

structural model which reproduced the experimental data well in searched parameter 

space was only one to apply the CTS method.  As the result of CTS analysis, the 
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shortest W-O bond became 0.09 Å shorter with the photoexcitation was obtained.  It 

means that the symmetry around W ion became worse in the photoexcited state.  This 

result was consistent with the result which reported from W L1-edge XANES 

timeresolved measurement.   

In chapter 5, I analyzed the EXAFS spectra of PtRu bimetallic nanoparticles.  There 

were additional constrained conditions among the parameters in two EXAFS, Pt 

L3-edge and Ru K-edge.  When the two EXAFS were analyzed separately, the 

additional constrained conditions for bimetallic materials were not satisfied.  Therefore, 

I introduced general R-factor to pick up the significance models under the additional 

constrained conditions.  The general R-factor consisted of 6 terms, or 2 terms for 

R-factor in separately analyses, 2 terms for coordination numbers, 1 term for bond 

lengths and 1 term for Debye Waller factors.  As the result of CTS analyses with 

general R-factor, the structures of bimetallic materials were obtained with satisfying 

constrained conditions well.   

I developed the new analysis method, “Constrained Thorough Search” method, for 

EXAFS analysis.  As the results, two problems of CF analysis, 2) correlations of 

parameters, and 3) dependence of initial parameter were solved.  Especially, the 

visualization of candidates in the parameter space was revolutionary for EXAFS 

analysis.  The problem 1) limitation of degree of freedoms was not solved by CTS 

method.  This problem mainly depends on the quality of experimental data.  However, 

the limitation of degrees of freedom was automatically included in CTS method.  CTS 

method didn’t show the meaningful result when the number of parameters were larger 

than degrees of freedom.  Therefore, CTS method is useful especially for beginners of 

EXAFS analysis because it is difficult for beginners to obtain significant results with 

dealing with these problems.   

As shown in chapter 4 and 5, the complex structures such as the WO3 in the 

photoexcited state and PtRu bimetallic nanoparticles were obtained by CTS method.  

From the results of chapter 4, it is expected that the CTS method has advantages in the 

analysis of the structural change because the survey range can be estimate easily.  In 

case of Quick XAFS measurement, continuous changes of EXAFS spectra can be 

obtained.  The number of spectra is 100 or more.  It is hard work for analyzing the 

100 spectra using CF method, one by one.  However, CTS method has the potential to 

analyze all spectra.  For example, two steps procedure can be considered.  At first, the 

EXAFS spectra of initial and final state of change are analyzed by CTS method.  Then, 

the procedure of the change can be traced using the created theoretical calculations 
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during the CTS analysis.  On the other hand, from the results of chapter 5, it is 

expected that the two results which measured or calculated with different method can be 

combined such as the combination of EXAFS analysis of CTS method and DFT 

calculation.  In chapter 4, additional constrained conditions between the results and 

parameters between the EXAFS spectra of two absorption edges with general R-factor.  

This general R-factor can be applied to the combination between the results of EXAFS 

and another method.  However, the constants for general R-factor need to be improved 

even though the combination of two EXAFS spectra.  Therefore, more consideration 

for general R-factor is needed to realize the combination of another method.   

The goal of CTS method is to search the almost whole parameter space and to pick 

up the candidates which reproduce the experimental data well with their statistical 

probability.  I would like to extract all significant parameters from an EXAFS 

spectrum and then select the meaningful structure which consistent with other 

experimental and/or theoretical results.  This goal is based on the idea that if all local 

minima in the parameter space which reproduced experimental data in certain 

significance level are picked up and evaluated, the arbitrariness which can be included 

by selection of initial parameter should be removed.  To achieve searching the almost 

whole parameter space, the decision of survey range and steps and the improvement of 

searching speed are important.  As shown in chapter 3, the procedure that rough step 

search following by fine step search worked well.  The selection of parameters was 

appropriate and meaningful result was obtained.  However, it is difficult to choose 

appropriate parameters for unknown samples.  Ideally, fine steps search for whole 

estimated parameter range is the best way.  Therefore, the improvement of calculation 

speed is important.  This improvement can be achieved by optimization of hardware 

and software.  In present script, the memory and CPU of PC is concerned with the 

speed of calculation directly from the aspect of hardware.  The threads for 

multiprocessing is decided by the number of core in CPU.  Therefore, usage of 

supercomputer such as “Fugaku” is the best way in the aspect of hardware.  On the 

other hand, the programing language and script is concerned with the speed from the 

aspect of software.  Python is used for present calculation and its calculating speed is 

slower than C++ because Python is interpreter type language.  Cython can combine the 

C++ and Python.  Therefore, to introduce or combine another programing language is 

one of the solutions.  As mentioned above, present script use the CPU for calculating.  

Recently, machine learning which treats the huge data is carried out using GPU 

(Graphic Processing Unit) because GPU has more cores than CPU.  Thus, to modify 

the scripts for using GPU is another way.  On the other hand, it is difficult to pick up 
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the candidates with their statistical probability.  In this thesis, I introduced R-factor to 

obtain the degree of fitting and decide the limitation as 0.10.  As mentioned in chapter 

3, to introduce the χ2
 test is almost impossible because the calculation of standard 

deviation is difficult.  One of the solutions is the Hamilton’s method.  It is used in 

chapter 3.  However, when the degrees of freedom were very small such as the WO3 in 

the photoexcited state case, very bad results such as R-factor = 0.80 can be picked up in 

0.05 significance level.  On the other hand, there was no candidate when the χ2
 test is 

applied with 0.05 significance level from the strictly estimation of standard deviation.  

Another reason to make the statistical treatment difficult is that the multidimensional 

parameter space has to be considered for the EXAFS analysis.  The histograms for 

each parameter are approximated to the projection of parameter vs. R-factor space.  

However, the limitation of visualization of parameters’ correlation is 3 dimensions as 

shown in chapter 3.  Another evaluation method should be considered.  Ideal 

treatment is introduction of weight coefficients.  If weight coefficients for all 

parameters are applied, the histograms can represent the projection of parameter vs. 

R-factor space more precisely.  In addition, the precision of the CTS method also will 

become higher.  One of the ideas for weight coefficient is ratio of R-factor of a 

parameter set to R-factor of the best in a searched parameter space.  This idea is based 

on Hamilton’s method and I would like to try introducing such weight coefficient as the 

future plan.   

The problems such as the speed of calculation, the decision of significant level, and 

the optimizations of the general R-factor remain.  However, CTS method has the 

potential to analyze more complex structure with high precision and to contribute the 

development of characterizations in chemistry, nanomaterial science, and so on.   
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