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Abstract 

Although visual and auditory inputs are initially processed in separate perception 

systems, studies have built on the idea that to maintain spatial information these 

modalities share a component of working memory. The present study used working 

memory navigation tasks to examine functional similarities and dissimilarities in the 

performance of updating tasks. Participants mentally updated the spatial location of a 

target in a virtual array in response to sequential pictorial and sonant directional cues 

before identifying the target’s final location. We predicted that if working memory 

representations are modality-specific, mixed-modality cues would demonstrate a cost of 

modality switching relative to unimodal cues. The results indicate that updating 

performance using visual unimodal cues positively correlated with that using auditory 

unimodal cues. Task performance using unimodal cues was comparable to that using 

mixed modality cues. The results of a subsequent experiment involving updating of 

target traces were consistent with those of the preceding experiments and support the 

view of modality-nonspecific memory.  
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Introduction 

The spatial locations of objects are perceived through separate visual and auditory 

systems. The inputs from different sensory modalities are processed in separate primary 

stages in retinotopic and tonotopic areas for visual and auditory information, 

respectively. The resulting representations differ in terms of spatial resolution (Alais & 

Burr, 2004; Cohen et al., 2009) and the reference frames of spatial coordinates (Colby & 

Goldberg, 1999; Goossens & Van Opstal, 1999). Specifically, the spatial components of 

visual inputs are encoded in greater spatial detail than are auditory inputs and are 

represented in terms of eye-centered coordinates, whereas auditory inputs are 

represented by head-centered coordinates. The differences between visual and auditory 

representations continue beyond perception. The traces of auditory sensory memory 

(echoic) persist longer than do those of visual sensory (iconic) memory (Craik, 1969; 

Javitt et al., 1997; Sperling, 1960). For example, recognition memory for non-verbal 

visual objects is superior to auditory recognition memory, even though visual stimuli do 

not consist of more information than auditory stimuli (Cohen et al., 2009, 2011). 

Because of the aforementioned differences in visual and auditory representations, 

researchers have examined whether spatial information is maintained in separate or 

shared modality-specific systems. A multisensory perspective of working memory is 
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relevant to examining these questions (for a review, see Quak et al., 2015). 

Working memory has been referred to as a temporary storage system for the mind to 

manipulate information during concurrent tasks (Baddeley, 2012; Cowan, 2016; Ricker 

et al., 2010). The process of working memory involves encoding, maintaining, and 

updating the contents in storage. One current theory of working memory conceptualizes 

a multiple-component model that proposes domain-specific slave systems of the central 

executive (Cowan, 1999; Hitch et al., 2020). According to this model, two subsidiary 

components, the visuo-spatial sketchpad and the episodic buffer, are associated with 

maintaining and updating mental images (Baddeley, 2002; Baddeley et al., 2011) via 

attention control (Hitch et al., 2020; Logie, 1995, 2011). For example, the visuo-spatial 

sketchpad allows rehearsal of a short sequence of movements and paths between 

locations, which can be stored and manipulated by focusing and sustaining attention 

(Logie, 2011). Evidence supporting these theories has been obtained mainly from 

studies using visual materials (e.g., Luck & Vogel, 1997, 2013; Mance & Vogel, 2013). 

Thus, greater emphasis has been placed on the role of the visual domain in studies of 

spatial working memory. Understanding of the maintenance of audio-spatial information 

is incomplete. 

Studies of audio-spatial working memory (e.g., Alain et al., 2008, 2009; Delogu et 
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al., 2012; Kaiser, 2015; Lewald & Ehrenstein, 2001; Martinkauppi et al., 2000; Vuontela 

et al., 2003) have been built on two models of the relationship between audio- and 

visuo-spatial buffering components. In the first model, working memory consists of 

separate auditory-specific buffering components that represent objects’ spatial codes 

temporarily in relation to the visuo-spatial component. In the second model, the 

buffering components of working memory are shared by vision and audition. These two 

models are underpinned by evidence of modality-specific and shared spatial attention 

(Kong et al., 2014; Lehnert & Zimmer, 2008a; Michalka et al., 2015). Because spatial 

attention is necessary for optimally functional spatial working memory systems (see 

Awh et al., 1998; Baddeley, 2002; Smyth & Scholey, 1994), it is important to determine 

whether the visual and auditory systems use separate or shared attentional resources 

(Lehnert & Zimmer, 2008b). For example, the idea of attentional resources posits 

separate or shared components in working memory that store types of spatial 

information against the sensory modalities. For decades, evidence has accumulated that 

favors both the separate (Bushara et al., 1999; Kong et al., 2014; Michalka et al., 2015; 

Sinnett et al., 2007) and shared (Driver & Spence, 2004; Krumbholz et al., 2009; 

Lehnert & Zimmer, 2008a; Martinkauppi et al., 2000) views of attention. Therefore, the 

concept of audio-spatial working memory can be associated with either theoretical 
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position. 

Despite the theoretical possibility of separate working memory (e.g., Tremblay et 

al., 2006), a limited number of studies on audio-spatial working memory imply a 

contribution of common components in the maintenance of spatial contents 

(Martinkauppi et al., 2000; Lehnert & Zimmer, 2006, 2008a, 2008b; Loomis et al., 

2012). These studies used an experimental paradigm similar to conventional visuo-

spatial tasks (e.g., Luck & Vogel, 1997), in which participants stored a sequence of 

location-bound stimuli, and subsequently recognized the location of the test stimulus. 

Importantly, research on audio-spatial working memory has aimed to evaluate and 

compare recognition performance both in a given single modality and in a mixture of 

visual and auditory modalities. In a series of studies by Lehnert and Zimmer (2006, 

2008a), sequential stimuli consisted of audiovisual items that were all visual, all 

auditory, or a mixture of the two. In the mixture condition, switches between the two 

modalities occurred during the trial. Lehnert and Zimmer (2006) found no reliable effect 

of switching modalities on working memory capacity, indicating that the spatial-related 

components of working memory may be shared by vision and audition.  

Audio-spatial working memory studies (Martinkauppi et al., 2000; Lehnert & 

Zimmer, 2006, 2008a; Loomis et al., 2012) have explored the commonality of working 
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memory in storing information about the location of items. However, aside from these 

studies, there is a clear functional and neurophysiological distinction between the two 

working memory processes of maintaining (e.g., Vogel et al., 2005) and updating (e.g., 

Bledowski et al., 2004; Polich, 2007). The process of updating mental representation 

has been identified as being a higher cognitive function that compares and integrates 

new inputs with previous contents in working memory. This updating may cause 

performance deficits when the contents consist of different modality forms and interfere 

with one another (e.g., Kreutzfeldt et al., 2017; Loomis et al., 2012). The cost is 

concerned with the modality-specific influences on attention and working memory 

function. One possibility is that separation of spatial inputs leads to modality-specific 

labels remaining in representations, which interfere with each other (Loomis et al., 

2012). Additionally, there are costs in task performance when participants shift their 

attention from items of one modality to items of a different modality (Kreutzfeldt et al., 

2017; Ruthruff et al., 2001; Spence et al., 2001; Suchan et al., 2006). Task switching 

requires an effort to prepare for the upcoming task, which imposes a greater load on 

working memory (Kiesel et al., 2010; Monsell, 2003). Such detection of the cost of 

modality switching during updating is in sharp contrast to the findings of studies that 

focused on the maintenance function. Because modality-switching might incur higher 
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demands and costs to update than to maintain items, evidence from studies focused on 

the maintenance function of working memory (Lehnert & Zimmer, 2006, 2008a) may 

be asymmetric to that from studies focused on the updating function. 

The present study examined functional similarities or dissimilarities in working 

memory in response to visuo- and audio-spatial cues during updating spatial 

representation. In the first experiment, we focused on the correlation between visual and 

auditory task performance. In subsequent experiments, we focused on the performance 

cost of modality-switching in terms of response accuracy while updating working 

memory. Each experiment consisted of a mental-pathway task (Cornoldi et al., 1991; 

Kerr, 1993) in which participants were asked to mentally maneuver a representation of a 

target in an imaginary space using visual and/or auditory directional cues, and to follow 

the target’s pathway to its final destination. Visuo- and audio-spatial materials were used 

during the task. In this trial, participants maintained the current location of the target 

and updated it following a new directional input. The present study aimed to measure 

whether performance of the spatial updating task in the single visual or auditory 

modality was superior to that in the mixed modality. Across the four experiments, we 

predicted two main findings, in accordance with the modality-general updating process: 

there would be a positive correlation between visual and auditory task performance 
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(Experiment 1), and task performance in the context of mixed cues would not be 

impaired relative to that for single modality cues, i.e., no modality-switching cost 

(Experiments 2 and 3). 

Experiment 1 

Prior to testing the cost of modality-switching using mixed sensory inputs, 

Experiment 1 examined response accuracy in a visuo-spatial task and that in an audio-

spatial task. These tasks were designed to compare accuracy directly and determine 

similarities or dissimilarities. During this experiment, participants maneuvered a spatial 

representation of a target to follow a mental pathway to its final destination in response 

to directional cues indicating movement right, left, up or down. This method included 

two types of directional cues in two separate modalities (vision and audition). The 

discriminability of the auditory stimuli was lower than that of the visual stimuli. This 

difference may have been due to a difference in spatial resolution between the visual 

and auditory stimuli, which affects the early stages of working memory processing such 

as encoding (for a review, see Lehnert & Zimmer, 2008b). If this were the case, 

performance on the single visual matrix task in Experiment 1 would be higher than that 

on the single auditory task, as reported in a previous study on the capacity limitations of 

auditory working memory (Lehnert & Zimmer, 2006). The superiority of the visual over 
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the auditory modality reflects the preference for visual stimuli during the early stages of 

working memory processes, rather than the post-perceptual updating process.  

Regardless of whether there are discriminability differences between the two 

modalities, a strong positive correlation should be detected if the updating of different 

types of stimuli in spatial working memory relies on a non-modality-dependent system 

(also see Loomis et al., 2012). This prediction was based on the idea that high (low)-

capacity visual spatial updating is associated with high (low)-capacity auditory spatial 

updating. The correlation might be reduced if the superiority of either visual or auditory 

performance of a spatial task varied across participants. In this situation, performance 

under the visual modality would not be associated with that under the auditory modality 

and vice versa. The asymmetry of the performance would reflect separate working 

memory systems.  

Method 

Participants. A priori power analysis was conducted using an online 

calculator in PANGEA (Westfall et al., 2014) based on a within factorial design that 

consisted of f = 0.25 of the effect size with a sample size of 30. The analysis achieved 

0.8 power to detect the main effects of the modalities of directional cues. A group of 30 

naive students from a participant pool at Hokkaido University (eight female 
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participants; mean age = 20.1 years; range: 18–23 years) was recruited and compensated 

by either monetary payment or course credit. All participants reported normal or 

corrected-to-normal visual acuity. None of the participants reported any hearing 

impairment. All participants provided written informed consent prior to the experiment 

in accordance with the requirements of the Human Research Ethics Committee of 

Hokkaido University.  

Visual stimuli. The experiment was run in a well-lit room. Visual stimuli 

were presented on a black background on a 24-inch LCD monitor (XL2411T; BenQ 

Co., Ltd., Taiwan; 100 Hz refresh rate, 1,920 × 1,080 pixels) controlled by MATLAB 

(The MathWorks, Inc., USA) using the Psychophysics Toolbox (Kleiner et al., 2007). 

The viewing distance between the display and the participant’s eyes was approximately 

57 cm. Responses were collected using a computer mouse and keyboard. During the 

mental-pathway task, a white unfilled matrix of 11 × 11 cells (2.2° × 2.2°) was displayed 

on the screen. The initial location of the target stimulus was indicated as a filled red 

square (2.2° × 2.2°) in the matrix. The visual-modality directional cues were images of 

white arrows (9° × 9°) indicating one of four directions (right, left, up, or down), in 

response to which participants were supposed to move the target. 

Auditory stimuli. Auditory stimuli were presented through headphones (MDR-
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XB550; Sony Co., Ltd., Japan) via a PC/AT-compatible Linux-operated computer 

(OptiPlex 990; Dell Inc., USA) that was equipped with a standard audio chipset 

(ALC269; Realtek Semiconductor Corp., Taiwan). All auditory stimuli were generated 

using MATLAB. Auditory directional cues were based on white Gaussian noise of 

1,000 ms duration digitized at 44.1 kHz with 16-bit depth. To generate these cues, we 

applied sound specialization to simulate virtual sound sources on the surface of a sphere 

on which a triple-coordinate (x, y, z) system was applied. First, the sound file of the 

noise was converted into a first-order ambisonics format with SN3D normalization 

using a plugin (Oculus Spatializer; Oculus VR, USA) for a digital audio workspace 

(REAPER; Cockos, Inc., USA). Second, binaural decoding was conducted using a filter 

of head-related transfer functions (HRTFs) with MATLAB code. The filter was applied 

to a subset of the ARI database (Acoustics Research Institute, Austria; retrieved from 

https://www.oeaw.ac.at/en/isf/das-institut/software/hrtf-database). Each auditory spatial 

cue was assigned to one of four corresponding virtual sound sources (Figure 1A; right, 

left, up, or down). Specifically, the right and left sources corresponded to right and left 

locations on the horizontal plane 1.00 m away from the subject’s head. The up and 

down positions corresponded to locations on the sagittal plane 0.60 m anterior and 1.04 

m superior relative to the head position for the up position, and 2.60 m posterior and 
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1.50 m inferior relative to the head position for the down position. Regardless of the 

direction, the cues were generated at a constant sound level at the source position. 

Procedure. 

Participants completed the mental-pathway task under both the visual and auditory 

modality experimental conditions. The two modalities were manipulated blockwise. The 

visual block included only a working memory task, while the auditory block included a 

pretest of hearing the virtual cues followed by the main working memory task. The 

order of administration of modality blocks was counterbalanced across participants. 

A hearing pretest was conducted before the auditory mental-pathway task detailed 

below. The purpose of this pretest was to familiarize participants with hearing the 

virtual sounds and to test their ability to discriminate the direction of these sources in 

terms of right, left, up, and down. The pretest was divided into practice and test 

sessions. In the practice session, the auditory directional cues were presented six times 

per direction, proceeding clockwise and starting from the right. In the following test 

session, the auditory cues were presented pseudo-randomly, and participants identified 

the direction of the cues using a computer keyboard by pressing the ‘d’, ‘a’, ‘w’ or ’s’ 

key. Feedback was provided when a participant failed to identify the direction correctly 

and a dot indicated the correct direction. Participants completed a total of 48 trials that 
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consisted of 12 trials per direction. The percentage of correct responses was calculated 

for each participant. In the hearing pretest, the mean accuracy of the 30 participants was 

98.82% (SD = 0.01) across the four directions in response to the auditory stimuli (vs. 

100 % accuracy for visual stimuli), beyond the level of chance (= 25%). 

This study extended a conventional measure of working memory function (Cornoldi 

et al., 1991; Kerr, 1993), in that the task was able to assess both visuo-spatial and audio-

spatial performance. Figure 2 shows the procedure of a single trial. Each trial started 

with presentation of a white central fixation cross (0.2° × 0.2°) for 1,000 ms. The 

11 × 11 matrix (24.2° × 24.2°) with the target was then presented for 5,000 ms. The 

initial location of the target was pseudo-randomly selected within the 121-cell matrix. 

After a blank of 1,000 ms, the visual or auditory directional cues were sequentially 

presented on the screen or via headphones for 1,000 ms, respectively. Each cue was 

followed by a visual or auditory blank period of 1,000 ms. Then, the matrix was 

displayed again until the participant’s response. This matrix display did not contain the 

initial location of the target and served as a test screen. 

Participants were instructed to memorize the initial location of the target, and 

subsequently maneuver the target in response to the cued direction by reference to 

spatial imagery. We also instructed them not to use strategies such as verbal labeling 
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and/or finger pointing during the navigation task. Eventually, they indicated the final 

location of the target by clicking on the corresponding cell in the matrix. The sequence 

length of directional cues dictates the working memory load associated with navigation. 

The sequence length varied substantially among previous studies, from 2 to 12 items 

(Attneave & Curlee, 1983; Kerr, 1993; Tao et al., 2017), which may have been 

responsible for differences in performance among those studies. To examine the effect 

of working memory load, in Experiment 1 the sequence length was varied (four, six, or 

eight) in the matrix task. The number of directional cues in a sequence was 

pseudorandomized across trials. Participants completed two blocks of a total of 60 trials 

that consisted of two modality blocks with 30 trials in each block and yielded 10 trials 

for each condition of modality × sequence length as within-subject factors. Before 

undertaking the 60 trials, participants were familiarized with the task through three 

practice trials at the beginning of the experimental trials. 

Statistical analysis. The present study considered rejection of a hypothesis based 

on the idea of separation of spatial working memory. Accordingly, we investigated 

possible differences in working memory associated with different sensory modalities. In 

Experiment 1, we examined the functional similarity or dissimilarity of participants’ 

performance using a single modality, either visual or auditory. However, the framework 
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of null-hypothesis statistical testing does not support data under the null hypothesis 

(Dienes & Mclatchie, 2018). To circumvent this limitation, we used Bayesian 

hypothesis testing (Rouder et al., 2017; Wetzels et al., 2012) with estimation of Bayes 

factors (BF10; Morey & Rouder, 2011). BF10 represents the likelihood of one hypothesis 

(e.g., alternative) being favored over another hypothesis (e.g., null); specifically, BF10 

quantifies the degree to which the data support either hypothesis. According to a 

common classification (Jeffreys, 1961), a BF10 value of 1 indicates no evidence for 

either hypothesis, while values below 1 and above 1 support the null hypothesis and the 

alternative hypothesis, respectively; BF10 values below 0.33 (= 1/3) and above 3 provide 

a moderate degree of evidence in support of the null hypothesis and the alternative 

hypothesis, respectively; and BF10 values below 0.10 and above 10 provide strong 

evidence for the respective hypothesis. Note that 0.33 < BF10 < 1 and 1 < BF10 < 3 

represent inconclusive evidence rather than no evidence. In this study, confirmation of 

our prediction favoring common working memory hinges on the BF10. A value below 

0.33 favors the null hypothesis while one above 3 favors the alternative hypothesis. 

Accuracy in the mental-pathway task was represented by the percentage of times 

the final destination of the target was identified correctly. The pooled percentage of 

correct responses was calculated by averaging participants’ scores over the experimental 
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factors of modality × sequence length per participant. To evaluate the associations 

between the performances under the two modalities, correlations were analyzed in the 

manner of Bayesian analyses. BF10 values were computed using JASP software (JASP 

Team, 2019) with default priors as implemented in JASP (see Morey et al., 2018; 

Wagenmakers et al., 2018). We conducted a Bayesian repeated-measures ANOVA for 

the percentages of correct responses with modality (visual or auditory) and sequence 

length (four, six, or eight) as within-subject factors. The ANOVA results were analyzed 

using post-hoc tests by the Bayesian method. 

Results 

Figure 3 displays a plot of the mean percentages of correct responses for the visual 

and auditory modalities as a function of sequence length (four, six, or eight). The 

ANOVA revealed that an effect of modality was inconclusive in terms of whether the 

null hypothesis was supported, BF10 = 0.47 (i.e., > 0.33). The main effect of sequence 

length favored the alternative hypothesis, BF10 = 2.96 × 102 (> 3). The two-way 

interaction term supported the null hypothesis, BF10 = 0.21 (< 0.33). Post-hoc tests 

showed that the mean percentage of correct responses with a sequence length of four 

was greater than that with a sequence length of eight, BF10 = 7.09 × 102. The 

comparisons also yielded a BF10 < 3, which is inconclusive in terms of supporting the 
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alternative hypothesis of a difference between the sequence lengths of four and six, BF10 

= 1.86, and six and eight, BF10 = 2.54.  

The percentage of correct responses averaged across sequence lengths was 

subjected to a Bayesian correlation analysis to assess the similarity between visual and 

auditory task performance. Figure 4 shows that visual task performance across sequence 

lengths was strongly correlated with auditory task performance, r(30) = .718, BF10 = 

3.04 × 103, supporting the alternative hypothesis. 

Discussion 

The primary finding of this study was that there was a strong positive correlation 

between participants’ performance in the visuo-spatial and audio-spatial tasks. This 

result implies that after encoding, visual and auditory stimuli are involved in a similar 

process of updating spatial representation. Thus, the present experiment suggests that 

high performance on visual (auditory) spatial updating processes would predict high 

performance on auditory (visual) spatial updating processes. 

Analysis of the main effect of modality is critical for determining its impact on 

spatial task performance. The ANOVA yielded a BF10 that did not conclusively support 

the alternative or null hypothesis. This result was unexpected, given the poor 

discriminability of auditory cues (mean accuracy was below 100%) than visual cues. 
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However, high navigation accuracy (beyond the level of chance) might reduce the 

likelihood of detecting differences between the modalities. In fact, the present study 

replicated the finding that task performance tends to be better in mental-pathway tasks 

using a two-dimensional matrix (Cornoldi et al., 1991). Thus, further experiments are 

needed to confirm the effect of modality. 

Experiment 1 focused on the effect of sequence length. As indicated by the ANOVA 

results, navigation accuracy decreased as sequence length increased, reflecting a 

shortage of working memory resources. The performance under the four-item sequence 

length condition tended to be better than that for the other lengths, consistent with the 

view that working memory can maintain representations of up to four items 

simultaneously. Beyond that threshold, the impact of increasing the sequence length on 

performance would be negligible due to a floor effect related to a shortage of working 

memory resources, as shown in the present study for the sequence lengths of six and 

eight. In accordance with Lehnert and Zimmer (2006), the effect of working memory 

load was independent of modality, such that the results for the interaction of modality × 

sequence length favored the null hypothesis. 

Therefore, the aim of Experiment 1 was to determine whether performance on a 

single-modality task (e.g., visual) was correlated with that for a task based on another 
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modality (e.g., auditory). However, as we were mainly interested in the modality-

switching cost of task performance, a comparison of the participants’ accuracy in 

response to the single and mixed modalities was needed for our second experiment. The 

existence of a switching cost is a vital indicator of similarities or dissimilarities between 

the visual and auditory working-memory systems, because such a cost would reflect a 

modality-specific effect on maintaining and updating spatial representations (e.g., 

Loomis et al., 2012). By contrast, if the two modalities share working memory, then 

information processing can be faster and more accurate than when the components are 

separated across sensory modalities. Thus, in Experiment 2 we used the same procedure 

as in Experiment 1, but included a sequence of stimuli with mixed modalities in the 

mental-pathway.  

Experiments 2A and 2B 

Experiments 2A and 2B included a trial block that comprised a sequential mixture 

of visual and auditory materials in a spatial working memory task. In the mixed 

condition, the modality of the sequence of visual and auditory directional cues was 

switched during the trial. Participants did not expect successive modalities in the 

sequence and the modalities were switched pseudo-randomly. Experiment 2A followed 

a similar procedure to that used in Experiment 1. Experiment 2B was almost identical to 
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Experiment 2A, except that a diagonal coordinate system was used such that the stimuli 

were orientated at 45° to the craniocaudal axis. Experiment 2B was expected to produce 

an oblique effect that would decrease participants’ ability to mentally maneuver the 

target’s location. This manipulation of rotating the display resulted in poorer navigation 

performance in the present experiment relative to the previous one.  

In Experiments 2A and 2B, each directional cue was separated by a blank interval 

of 1,000 ms. This duration was less than that used in previous studies (e.g., Loomis et 

al., 2012; Suchan et al., 2006). When successive inputs were separated by 1.0 s, Loomis 

et al. (2012) found performance deficits in terms of response latencies when different 

modalities immediately followed one another at the same location. Experiments 2A and 

2B in the present study were designed to examine whether there was a cost in switching 

modalities during working memory navigation. We predicted that there would be no 

performance deficits under mixed modalities relative to a single modality. 

Method 

Participants, apparatus and stimuli. The sample included the same number of 

participants as Experiment 1 and all participants passed the hearing pretest detailed 

below. One new group of 30 students (14 female participants; mean age = 19.2 years; 

range: 18–22 years) participated in Experiment 2A and another new group of 30 



22 
 

students (nine females; mean age = 20.0 years; range = 18–24 years) participated in 

Experiment 2B. 

The apparatus and stimuli in Experiment 2A were identical to those used in 

Experiment 1. The visual and auditory stimuli in Experiment 2B were orientated at 45° 

to the craniocaudal axis. The differences between Experiments 2A and 2B were whether 

the visual and auditory cues indicated cardinal (i.e., right, left, up, or down for 

Experiment 2A) or diagonal (i.e., up-right, up-left, down-right, or down-left for 2B) 

directions. The visual stimuli in Experiment 2B were configured as an 11 × 11 matrix 

oriented at 45° and similarly oriented arrows. The auditory directional cues were a 

corresponding set of simulations of the four diagonal virtual sound sources (Figure 1B). 

Specifically, the up-right source position corresponded to the location on the coronal 

plane of 0.60 right and 1.04 superior relative to the head position and the up-left source 

position corresponded to 0.60 left and 1.04 superior relative to the head position. The 

down-right and down-left source positions corresponded to 2.60 right and 1.50 inferior 

and 2.60 left and 1.50 inferior relative to the head position, respectively. 

Procedure and statistical analysis. A hearing pretest was administered before 

the auditory block of the mental-pathway tasks in Experiments 2A and 2B. The 

procedure was identical to that used in Experiment 1, except for the keys used to enter 
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responses in Experiment 2B. Specifically, the participants pressed keys ‘k’, ‘s’, ‘m,’ or 

‘x’ for the up-right, up-left, down-right, or down-left directions, respectively. The mean 

accuracies of the 30 participants across the four directions in the hearing pretest were 

98.82% (SD = 0.01) in Experiment 2A and 98.26% (SD = 0.02) in Experiment 2B. An 

additional five subjects participated in the Experiment 2B pretest (one female 

participant; mean age = 20.4 years; range: 18–23 years); their mean accuracy across the 

four directions was 87.50% (SD = 0.08). Because their accuracy for each direction was 

below 90%, they were excluded from participation in the main mental-pathway task and 

thus from the analyses. 

Figure 5 shows a schematic diagram of a single trial in the mental-pathway tasks of 

Experiments 2A and 2B. The experiments constituted three blocks, with the visual-

single, auditory-single, and mixed-modality blocks administered in that order. The 

sequence of the blocks was not counterbalanced across participants, because whether 

there was an order effect on the percentage of correct responses in Experiment 1 was 

inconclusive (BF10 = 2.65). The single-modality conditions were almost identical to 

those of Experiment 1. During the mixed-modality block, the modality of the directional 

cues could be switched randomly within a single trial (e.g., from auditory to visual or 

vice versa, etc.). We omitted the lowest memory load condition (four items) from 
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Experiments 2A and 2B, to avoid a ceiling effect with respect to performance and to 

enable the data to be collected within a reasonable testing period (approximately 60 

minutes); this allowed 12 trials to be completed per condition. The sequence length (six 

or eight) was determined within each block. Participants completed a total of 72 

experimental trials that consisted of three blocks with 24 trials in each block, yielding 

12 trials for each condition of modality × sequence length of the within-subject factors. 

All participants performed two practice trials at the beginning of the experimental trials 

to become familiar with the task. The percentage of correct responses per participant 

was calculated for each experimental factor. We conducted an ANOVA and post-hoc 

tests for a correct response with modality (visual, auditory, or mixed) × sequence length 

(six or eight) as factors. 

Results and Discussion 

Experiment 2A. Figure 6A displays the mean percentages of correct responses 

as a function of sequence length (six or eight), separately, for the three modalities 

(visual, auditory, or mixed) in Experiment 2A. The ANOVA revealed a main effect of 

modality, BF10 = 18.20, and sequence length, BF10 = 17.29. The interaction term 

supported the null hypothesis, BF10 = 0.17, similar to Experiment 1. Post-hoc tests 

revealed that the mean percentage of correct responses under the visual modality was 
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greater than those under the auditory modality, BF10 = 4.48, and the mixed modality, 

BF10 = 20.29. Importantly, no difference was found between the auditory and mixed 

modality conditions, BF10 = 0.17. 

Experiment 2B. Figure 6B displays the mean percentages of correct responses 

as a function of sequence length for the three modalities in Experiment 2B. The ANOVA 

revealed a main effect of modality, BF10 = 3.60 × 103. The result regarding the effect of 

sequence length was inconclusive in terms of providing support for the alternative 

hypothesis, BF10 = 2.84. The interaction term was in favor of the null hypothesis, BF10 = 

0.19. These results can be attributed to limited working memory capacity, irrespective 

of task modality. Post-hoc tests revealed that the mean percentage of correct responses 

under the visual modality was greater than those under the auditory modality, BF10 = 

66.43, and mixed modality, BF10 =7.39 × 102. Post-hoc tests revealed a favor of no 

difference between the auditory and mixed modality, BF10 = 0.16. 

To examine the oblique effect, we further conducted an ANOVA on the mean 

percentages of correct responses as a mixed between-within subject factor of 

experiment (Experiment 2A or 2B), modality (visual, auditory, or mixed), and sequence 

length (six or eight). The results revealed a main effect of experiment, BF10 = 86.41, 

modality, BF10 = 1.18 × 106, and sequence length, BF10 = 2.17 × 102. Additionally, the 
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interaction terms favored the null hypothesis, experiment × modality, BF10 = 0.13, 

experiment × sequence length, BF10 = 0.16, modality × sequence length, BF10 = 0.07, 

and three-way interaction, BF10 = 0.32. Post-hoc tests revealed that the mean percentage 

of correct responses under the visual modality were greater than those under the mixed 

modality, BF10 = 5.47 × 104, and the auditory modality, BF10 = 1.83 × 103. No 

difference between the auditory and mixed-modality condition was observed, BF10 = 

0.13. 

Single visual modality performance was clearly better in Experiments 2A and 2B 

than single auditory modality performance, in contrast to the results of Experiment 1 

(wherein there was no clear performance difference between modalities). These results 

are consistent with the findings of Lehnert and Zimmer (2006, 2008a), who suggested 

that the quality of visual and auditory inputs inherently differs due to differences in their 

spatial resolution (Alais & Burr, 2004; Cohen et al., 2009). It should be noted that the 

possible perceptual differences should also have impaired the mixed-modality 

performance to the same degree as auditory navigation, compared to the visual 

modality, given that the same (poor) auditory directional cues were used during the 

trials. Thus, superior performance in the auditory domain over the mixed one would 

reflect a modality-switching cost in Experiments 2A and 2B.  
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In fact, the results of Experiments 2A and 2B consistently indicated no difference in 

navigation accuracy between the auditory and mixed modalities. This finding was 

critical in the present study assessing a possible modality-switching cost. If there was a 

cost, the mixed-modality performance should have declined more than the performance 

in response to the single auditory modality. This was not the case; the results indicated 

no deficit as a result of modality switching. 

The results of Experiments 1 and 2 favored functional similarities between visuo- 

and audio-spatial working memory, based on the correlation coefficients and modality-

switching cost. There are a few explanations for the modality-switching cost discussed 

above, which support the modality-specificity of spatial working memory. The present 

results support a recoding strategy (Lehnert & Zimmer, 2006; 2008a), in which 

auditory-specific information is converted into visual format and then processed in 

visual working memory, together with visual information. This recoding process may be 

similar to the transformation process in verbal working memory whereby visual inputs 

are recoded into auditory format (Smith & Jonides, 1997; Suchan et al., 2006). 

According to this perspective, conditions with a single auditory cue inherently involve a 

modality switch between the visually encoded information and the perceived auditory 

cue. Thus, the better performance in the visual condition than the auditory condition 
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was intuitive. Moreover, the difference in performance between the visual and auditory 

modalities in the current study support a modality-switching cost. 

The results of Experiments 1 and 2 did not rule out a strategy based on verbal 

labeling during navigation tasks. Participants can use verbal statements instead of 

spatial imagery to code the position of the target as a number, similar to the position in 

the matrix. For instance, the number “23” refers to a location in the second row and 

third column of the matrix. Participant maneuvered the target by changing its number 

based on the cue, irrespective of the modality; thus a non-modality switch cost can be 

expected. In fact, Cornoldi et al. (2009) demonstrated that participants could use verbal 

strategies other than spatial imagery in the matrix task.  

The present results were limited by differences in the discriminability of cues 

between modalities. Because mixed-cue trials contained a mixture of visual and 

auditory cues, performance was expected to fall between that of visual and auditory 

conditions. However, the results indicated that the performance under the mixed 

condition was comparable to that under the auditory condition. The lack of a difference 

between the auditory and mixed modalities in the present study supports a modality-

switching cost. 

Experiment 3 was designed to rule out alternative explanations for the results of 
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Experiment 2. This experiment manipulated the discrimination threshold of the visual 

cues by implementing parameter estimation (sequential testing, PEST; see Hall, 1974; 

Taylor & Creelman, 1967). Specifically, using the PEST staircase, we determined the 

thresholds whereby the modalities are comparable in terms of the discriminability of 

directional cues. Experiment 3 included three conditions: single visual, single auditory, 

and a mixture of the two. Accuracy under the visual and auditory modalities together 

indicate whether the visual recoding strategy described above was used. We examined 

whether the accuracy was lower in the single auditory condition than that in the single 

visual condition. To rule out an explanation based on verbal labeling, Experiment 3 

involved articulatory suppression, to test whether performance under the mixed 

condition is comparable to that under single visual and auditory conditions. We 

expected that there would be no performance difference between the mixed and single 

modalities, based on the principle that working memory is not modality-specific. 

Experiment 3 

The primary aim of Experiment 3 was to exclude alternative explanations for the 

results of Experiment 2. One possibility was that the superior performance in the visual 

versus auditory domain seen in Experiment 2 might reflect the cost of recoding auditory 

representations into a visual format. Experiment 3 precluded the application of any 
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visual recoding process by equating the thresholds for visual and auditory cues. This 

equalization reduced any difference in navigation performance between modalities. The 

stimulus presentation was virtually identical to that used in Experiment 2, except that 

articulatory suppression was implemented during the spatial navigation task to rule out 

use of a verbal strategy. Consistent with Experiment 2, Experiment 3 compared single 

visual, single auditory, and mixture conditions. We examined whether there were any 

differences between the 1) mixed modality and single conditions, and the 2) single 

auditory and single visual conditions. No performance differences were expected 

between the single and mixed modalities, based on the notion that a spatial updating 

system relies on a non-modality-dependent system in working memory. Lower 

performance in the auditory modality condition relative to the visual modality condition 

would indicate a cost of recoding auditory cues to a visual format. 

Method 

Participants. A new group of 30 students (15 females; mean age = 22.0 

years; range: 19–31 years) was recruited for this experiment. Another group of three 

participants (one female participant; all participants were aged 20 years) did not 

complete the experimental trials and thus were excluded from the analysis.  

Apparatus and stimuli. The apparatus and stimuli were the same as those used in 
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Experiment 2A, except that the arrow stimuli were replaced with coherent motion 

displays (random dots as provide a visual directional cue; Figure 7). A motion display 

containing 100 white dots (0.03° × 0.03° each) was displayed inside a red rectangle 

subtending 2.8° × 2.8° at the center of the computer monitor, with a black background. 

Up to 100% of the dots moved in the same direction, according to the coherence 

parameter with dot velocity of 21.9°/s. Coherence was determined using the PEST 

algorithm for each participant (see below for details).  

Procedure and statistical analysis. Participants completed, in order, a hearing 

pretest, a pretest for establishing coherence, and a mental-pathway task. The procedure 

for the hearing pretest was the same as in Experiment 1. The mean accuracy for the 30 

participants across the four directions was 94.79% (SD = 0.06).  

As stated above, the coherence of the visual cue was determined using the PEST 

algorithm (see Hall, 1974; Taylor & Creelman, 1967) to equalize the discrimination 

thresholds of the hearing pretest across the four directions for each participant. During 

the pretest, each participant indicated the direction (right, left, up, or down) of the 

random dots by pressing the ‘d’, ‘a’, ‘w’ or ’s’ keys, respectively. The initial coherence 

was 40% and this increased in steps of 16%. If the hearing pretest accuracy was below 

100%, the run ended when the step size decreased to 1% coherence. If the hearing 
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pretest accuracy was 100% and there were no error responses, the run ended after 30 

trials. If there were error responses during the 30 trials, the coherence was increased 

according to the step size and continued for another 30 trials. Before undertaking the 

pretest, participants were familiarized with the task through 12 practice trials. The mean 

coherence of the 30 participants was 27.77% (SD = 10.54) across the four directions.  

Figure 7 shows a schematic diagram of a single trial of the mental-pathway task. 

The procedure was virtually identical to that used in Experiment 2A, except for the use 

of the coherent motion displays as visual directional cues, and for the requirement to 

utter ‘za’ twice per second. The modality of the directional cues was either visual, 

auditory, or mixed and was manipulated blockwise, with the order counterbalanced 

across participants. The sequence lengths of the directional cues (six or eight) were 

pseudo-randomly manipulated within each block. Altogether, participants completed a 

total of 72 trials consisting of three blocks with 24 trials each, yielding 12 trials for each 

condition of modality × sequence length of within-subject factors. All participants 

performed two practice trials prior to the 72 test trials. The percentage of correct 

responses was calculated for each experimental factor per participant. An ANOVA was 

conducted with the mean percentage of correct responses as within-subject factors of 

modality (visual, auditory, or mixed), and sequence length (six or eight). 
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We analyzed the error patterns with respect to the final choice of target location 

across the different modality conditions. The aim was to determine whether the matrix 

cell chosen by participants misidentifying the final target location was selected in a 

random or systematic manner. A cell in a previously occupied location might be 

expected to be identified more frequently. This analysis was expected to provide insight 

into the degree of similarity between visuo- and audio-spatial working memory. Similar 

error-choice patterns across modalities would support the view that working memory 

does not differ by modality. Experiment 3 focused on three cells in the target pathway 

(Figure 9, right), namely the second cell from the beginning of the sequence, the middle 

cell, and the penultimate cell. To assess participants’ cell-choice behavior, we calculated 

the rates of choosing each cell position, by dividing the number of trials in which 

participants selected the second, middle, and penultimate cells by the number of all 

error trials, respectively. 

Results and Discussion 

It is possible that a long response duration would allow verbal labeling of the 

information. To omit this possibility, responses (5.51% of all trials) that deviated by 

more than 1.5 times the interquartile range (IQR) were excluded from the ANOVA. 

Figure 8 displays the mean percentage of correct responses as a function of sequence 
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length (six or eight) for the three modalities (visual, auditory, or mixed). The result 

revealed a main effect of sequence length, BF10 = 56.64. Importantly, the effect of 

modality favored the null hypothesis, BF10 = 0.32. The interaction term supported the 

null hypothesis, BF10 = 0.15. Post-hoc tests revealed no differences in the mean 

percentage of correct responses between the visual and auditory modalities, BF10 = 0.24, 

or between the auditory modality and mixed modalities, BF10 = 0.24. The alternative 

hypothesis was not conclusively supported by the results of the comparison between the 

visual and mixed modalities, BF10 = 1.12. Performance was generally lower in 

Experiment 3 than in Experiment 2A, likely due to the dual-task condition that was 

induced by articulatory suppression. 

We obtained a total of 1184 error responses (54.81% of all trials) across modality 

conditions. The error-pattern analysis revealed that 38.00% of the cells reported as 

erroneous responses were on the target pathway. Random cell choice would be reflected 

in a rate of choosing cells on the pathway of 4.96% for a sequence length of six (= 

6/121 cells) and 6.61% for a sequence length of eight (= 8/121 cells). A Bayesian one-

sample t-test indicated that the rate of 38.00% was above these chance levels, BF10 = 

1.06 × 1025, indicating that participants chose cells in a systematic manner. 

Figure 9 (left) displays the mean rates of choosing the second, middle, and 
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penultimate cell positions within the target pathway. Because the main effect of 

sequence length (six or eight) on cell choice favored the null hypothesis, BF10 = 0.17, 

we pooled the data across the sequence lengths. We conducted a two-way ANOVA with 

modality (visual, auditory, or mixed) and cell position (second, middle, or penultimate) 

as within-subject factors. There was a main effect of cell position, BF10 = 1.78 × 106; 

however, the main effect of modality did not conclusively support the null hypothesis, 

BF10 = 0.53. Importantly, the interaction effect supported the null hypothesis, BF10 = 

0.06. Post-hoc tests revealed that the cell-choice rate was greater under the mixed 

modality than under the auditory modality, BF10 = 6.33. However, there was no 

difference between the visual and mixed conditions, BF10 = 0.12, and the difference 

between the auditory and visual conditions was inconclusively supported, BF10 = 1.13. 

Further post-hoc tests revealed that the penultimate cell was erroneously selected more 

frequently compared to the second, BF10 = 1.57 × 103, and middle cells, BF10 = 8.10 × 

102. The second and middle cells were selected at a similar rate, BF10 = 0.13.  

Through application of the PEST procedure, the visual and auditory discrimination 

thresholds were equalized. In contrast to the findings of Experiment 2, the present 

results revealed no advantages of the visual modality over the auditory condition with 

respect to navigation performance. This result implies no cost of transforming auditory 
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information to the visual domain. 

Regarding the results of the mixed modality condition, the BF10 analysis showed a 

trend analogous to that found in Experiments 2A and 2B, in that participants’ 

performances under single-auditory and mixed-modality conditions were comparable. 

Importantly, there was no modality effect on navigation accuracy. The performances 

under the visual and mixed modalities were similar, although the BF10 analysis did not 

conclusively favor the null or alternative hypothesis. This result is consistent with the 

idea of common spatial representation (Lehnert & Zimmer, 2006, 2008b); thus, the 

current results indicate similarity of visuo- and audio-spatial working memory processes 

during navigation tasks.  

Experiment 3 analyzed patterns of errors in the choice of final target position. 

Participants more frequently chose the penultimate cell position than the second and 

middle cells close to the initial target position. The frequency rates of choosing the 

second and middle cells were similar. This result is consistent with the general 

consensus that working memory can maintain representations of up to four objects 

simultaneously (Cowan, 2016; Luck & Vogel, 1997), reflecting that participants 

successfully remembered the goal location or its vicinity. The results were similar 

regardless of modality, in accordance with the non-interaction effects of modality × cell 
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position. The auditory and mixed conditions were similar in terms of cell choice. 

However, the slight differences are intriguing, although it should be noted that this 

analysis may have been underpowered because it was based on approximately half of all 

trials (i.e., 54.81%). 

To provide further discussion on the interaction effects of modality × cell position, 

we depict the total error-choice patterns with respect to final target location in Figure 

10. To visualize the error distribution, we aligned individual error responses so that a 

cell position (i.e., correct answer) was located at the center of the matrix. The results 

suggest that the error reports were distributed near the correct position irrespective of 

the modality conditions. Thus, the present results support the idea that error patterns do 

not differ by modality. 

General Discussion 

The present study examined the similarity/dissimilarity of visual and auditory 

spatial working memory functions using an updating task (Cornoldi et al., 1991; Kerr, 

1993) across four experiments. The results of Experiment 1 demonstrated a positive 

correlation between task performance under the visual and auditory modalities. We 

assessed whether there was a modality-switching cost (e.g., Kreutzfeldt et al., 2017; 

Loomis et al., 2012; Suchan et al., 2006) as an indicator of a modality-specific influence 
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on maintaining and updating spatial representations in working memory (e.g., Loomis et 

al., 2012). The results of Experiments 2A and 2B revealed that modality switching 

resulted in no performance deficits during working memory navigation. Experiment 3 

supported the findings of Experiments 1 and 2. Specifically, participants encoded the 

spatial information into a common format of representation and used this to update the 

target’s route during the maneuvers. This assumption is consistent with the findings of a 

neuroimaging study (Lehnert & Zimmer, 2008a) that reported brain activity reflecting 

common encoding of visual and auditory information while maintaining an object’s 

locations. Experiment 3 ruled out effects of visual or verbal recoding, and of baseline 

differences across modalities, on the results of Experiments 1 and 2. 

The cell choice patterns (whether participants misidentify a target destination in a 

random or systematic manner during the working memory navigation task) depend on 

whether spatial working memory is modality dependent. Specifically, if the updated 

contents are processed in working memory in a similar manner for different modalities, 

the error patterns of the navigation task should be similar. Alternatively, if working 

memory updating is modality-dependent, error patterns should differ by modality. The 

results demonstrated that participants misidentified the target destination in a systematic 

manner, as reflected by the similar error patterns among the visual, auditory, and mixed 
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conditions. This finding strongly suggests that spatial updating relies on a non-modality-

dependent system, rather than a modality-dependent system. 

Experiment 1 demonstrated that performance tended to decrease as the sequence 

length increased, according to the capacity limitations of working memory (e.g., Luck 

& Vogel, 1997). The limited capacity of working memory may have affected error-

response patterns such that participants frequently chose cells in the vicinity of the 

target positions in Experiment 3. This error pattern implies that, when the participants 

were no longer able to follow the target’s trajectory, they tended to respond to the 

position they remembered, which was in the vicinity of the target destination maintained 

in working memory, rather than that at the beginning of the sequence. Taken together, 

the results indicate that spatial updates during the matrix task relied on a non-modality-

dependent system associated with maintenance processes (Martinkauppi et al., 2000; 

Lehnert & Zimmer, 2006). The capacity for maintaining spatial contents is limited to 

post-maintenance processing, such as spatial updating. 

Although there is a clear functional and neurophysiological distinction between the 

working-memory functions of maintenance (e.g., Vogel et al., 2005) and updating (e.g., 

Bledowski et al., 2004; Polich, 2007), the present study found a trend analogous to that 

seen in studies on the maintenance function of working memory (Martinkauppi et al., 
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2000; Lehnert & Zimmer, 2006, 2008a) in that vision and audition shared the same 

component. We suggest that this is because updating employs the maintenance process 

to manipulate and integrate spatial contents in memory. In other words, updating spatial 

representation would be faster and more accurate when the relevant system is no longer 

modality-specific but domain-specificity (i.e., spatial domain) contributes to the 

behavior (e.g., Loomis et al., 2012). We believe that domain-specific results, based on 

maintenance and updated processing, are informative findings for a working-memory 

study because the likelihood of modality specificity may differ by working memory 

stage (e.g., among encoding, retention, and retrieval; Lehnert & Zimmer, 2008b).  

The main finding of the present study is consistent with the theoretical position of 

shared spatial working memory. The modality non-specific view is based on supramodal 

storage (Martinkauppi et al., 2000; Lehnert & Zimmer, 2006, 2008b), and posits a 

unitary storage system for working memory or the coexistence of inputs from different 

modalities in the same component (Lehnert & Zimmer, 2006). Within this view, spatial 

information may be maintained in the episodic buffer component (Baddeley, 2002; 

Baddeley et al., 2011) in the model of tripartite working memory (Cowan, 1999; Hitch 

et al., 2020). Lehnert and Zimmer suggested that a key role for information maintenance 

is binding objects to location information. Accordingly, spatial information would be 
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linked to an object’s features such as color, shape, or pitch as episodic traces (Lehnert & 

Zimmer, 2006). Although there is modality-specific dissociation in information streams, 

this may contribute to representations of the appearance of objects but be irrelevant to 

the maintenance function (e.g., Lehnert & Zimmer, 2008a).  

Despite these findings, how visual recoding is achieved during the processing stages 

of working memory remains unclear. The results for Experiment 3 ruled out any 

involvement of visual recoding in updating tasks using visual and auditory cues with 

equal thresholds. However, previous studies have implied that recoding might occur 

during maintenance processes, or at an earlier stage (Lehnert & Zimmer, 2008a), to 

integrate auditory stimuli into visual representations. Visual recoding depends on 

whether this integration process is required for a given task. Visual representations may 

have been present in the study of Lehnert and Zimmer (2008a), because their auditory 

stimuli were sounds (e.g., barking) corresponding to pictures of objects (e.g., a dog). 

However, the present study cannot be interpreted in the same way, because our matrix 

task required spatial processes to retain and retrieve the location-related matrix 

configurations for the different modalities, rather than object-related configurations 

(e.g., the shape of the visual stimulus or the pitch of the auditory stimulus). The putative 

system in the present study is more concerned with dynamic information, such as the 
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movement paths of stimuli (e.g., Logie, 1995, 2011), than with the static information 

associated with bound objects (Lehnert and Zimmer, 2008a). 

Taken together, the current findings support the theoretical position that vision and 

audition share a component of working memory for spatial processes. This study 

emphasized multimodal aspects of the updating function of working memory by 

applying this type of methodology to evaluate the possibility of a modality-switching 

cost. Performance did not decline when input modalities were switched. In sharing the 

same system across sensory inputs, working memory may contribute to maintaining and 

updating spatial representations accurately. 
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Figure 1. 

Arrangement of the virtual sound sources relative to a participant’s head position  

 

Note. Panel A: the sound source positions in Experiments 1, 2A, and 3. Panel B: the 

sound source positions in Experiment 2B. 
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Figure 2. 

Schematic example of a trial sequence in Experiment 1 

Note. The icons represent presentation of a directional auditory cue. No visual stimuli 

were presented on the screen during presentation of the auditory directional cues.  
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Figure 3. 

Mean percentages of correct responses in Experiment 1 

 

Note. The mean percentages of correct responses for each modality (visual and 

auditory) are shown as a function of sequence length (four, six, and eight). Error bars 

indicate standard error. 
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Figure 4. 

Correlation plot of the percentages of correct responses in Experiment 1 

 

Note. The percentages of correct responses to two modalities (visual and auditory) were 

averaged across sequence length (four, six, and eight). Several points of the scatter plots 

overlapped each other. 
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Figure 5. 

Schematic examples of a trial sequence in Experiment 2A and 2B 

 

Note. No visual stimuli were presented on the screen during presentation of the auditory 

directional cues.  
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Figure 6. 

Mean percentages of correct responses in Experiment 2 

 

Note. The mean percentages of correct responses for each modality (visual, auditory, 

and mixed) are shown as a function of sequence length (six and eight). Error bars 

indicate standard error. 
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Figure 7. 

Schematic example of a trial sequence in Experiment 3 

 
Note. No visual stimuli were presented on the screen except for the red-colored 

rectangular frame during presentation of the auditory directional cues.  
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Figure 8. 

Mean percentages of correct responses in Experiments 3 

 

Note. The mean percentages of correct responses for each modality (visual, auditory, 

and mixed) are shown as a function of sequence length (six or eight). Error bars indicate 

standard error. 
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Figure 9. 

Mean percentages of erroneous cell location choices in Experiment 3 

 

Note. Note. (a) Mean rates of choosing cell position (second, middle, or penultimate) 

are shown by modality (visual, auditory, or mixed). Error bars indicate standard error. 

(b) Schematic of a target pathway.  
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Figure 10. 

Patterns of cell choice errors with respect to the final target location 

 

Note. Patterns of cell choice errors with respect to the final target location are shown, 

with the correct cell position aligned in the center of the matrix. The color bar indicates 

the frequency of choosing cell position (%). Choices that were not within the matrix 

(0.6% of all choices) were excluded from the analysis. 
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