
 

Instructions for use

Title Study on model order reduction for Maxwell's equations based on Krylov subspace methods

Author(s) 比留間, 真悟

Citation 北海道大学. 博士(情報科学) 甲第14580号

Issue Date 2021-03-25

DOI 10.14943/doctoral.k14580

Doc URL http://hdl.handle.net/2115/84643

Type theses (doctoral)

File Information Shingo_Hiruma.pdf

Hokkaido University Collection of Scholarly and Academic Papers : HUSCAP

https://eprints.lib.hokudai.ac.jp/dspace/about.en.jsp


SSI-DT46195036

Doctoral Thesis

Study on model order reduction for Maxwell’s
equations based on Krylov subspace methods

Shingo Hiruma

February, 2021

Course of Systems Science and Informatics
Graduate School of Information Science and Technology

Hokkaido University



Doctoral Thesis
submitted to Graduate School of Information Science and Technology,

Hokkaido University
in partial fulfillment of the requirements for the degree of

Doctor of Philosophy.

Shingo Hiruma

Thesis Committee: Professor Hajime Igarashi (Chief examinar)
Professor Yuh Yamashita
Professor Hiroyuki Kita
Associate Professor So Noguchi

Copyright © 2021 by Shingo Hiruma. All rights reserved.



Study on model order reduction for Maxwell’s
equations based on Krylov subspace methods∗

Shingo Hiruma

Abstract

With the recent development of the power electronics devices, the evaluation of the eddy
current losses in the electromagnetic apparatuses has become significant for the designers
because the high-frequency components in the power supply induce non-negligible losses.
Although the finite element method (FEM) is useful to evaluate the eddy current losses,
it is sometimes difficult to perform the FE analysis (FEA) when we consider the high-
frequency component. Since the skin depth becomes significantly small at high-frequency,
we have to subdivide the conducting domains into fine elements. As a result, we have an
unsolvable size of the FE equation.

To circumvent this problem, model order reduction (MOR) techniques are developed
to reduce the computational costs and time in the eddy current analysis. In this paper,
new MOR techniques are presented to

1. generate a reduced-order model that is equivalent to the Cauer circuit of the electric
apparatuses,

2. accelerate the homogenization method by reducing the unknowns,
3. consider the inductive and capacitive effects simultaneously.

Chapter 3 discusses a new MOR technique that allows us to obtain a Cauer circuit
from a given system. Chapter 4 discusses the use of the proposed method in the homog-
enization method. We apply it to the FE equation of a unit cell, Dowell’s equation, and
homogenization FEA. Chapter 5 discusses the application of the proposed method to the
Darwin model of Maxwell’s equations.

Keywords: Cauer circuit, complex permeability, Darwin model, homogenization method,
Krylov subspace methods, Lanczos process, Maxwell’s equations, model order reduction
(MOR), Stieltjes continued fraction
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Chapter 1.

Introduction

1.1 Background
Electromagnetic apparatuses such as motors, reactors, and inductors are essential indus-
trial products because they are used in various fields of modern society. As a result, the
power consumed by electromagnetic apparatuses accounts for a large percentage of total
power consumption [1]. In response to the recent global warming issues, there is a strong
demand for more efficient and energy-saving electromagnetic apparatuses. Consequently,
environmental regulations are being tightened. To meet these strict regulations, design-
ers have to optimize the system and minimize the total losses. Therefore, it becomes
increasingly difficult to design electromagnetic apparatuses based on the experience of the
designers, and the use of computer-aided engineering (CAE) has been becoming significant
for designers.

The finite element method (FEM) [2] is often used to analyze electromagnetic appara-
tuses. Since a geometry is represented by a set of small finite elements in FEM, complex
shapes can be represented easily. It also makes it easier to take into account the nonlinear
properties of the material. Besides, it is possible to calculate physical quantities inside
the electromagnetic apparatuses that cannot be obtained from experiments. Therefore,
FEM is suitable for the advanced design of electromagnetic apparatuses. Although FEM
is powerful and is widely used in the design process, it has its limitations. One of them
is the accurate calculation of the eddy current losses at high frequencies. To achieve high
accuracy, the domain in which the eddy currents flow must be divided into small finite
elements to take the skin depth into account. However, this kind of subdivision results
in a numerous number of elements and increases the computational cost of solving the
equations.

There are three main approaches to this problem: first one is to introduce some ap-
proximations and solve Maxwell’s equations analytically, the second one is to improve the
solution methods to solve the finite element (FE) equations faster, and third is to generate
a reduced order model (ROM) from the equations which is referred to as the model order
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reduction (MOR). In the first approach, due to the approximations, we can obtain analyt-
ical expression of the losses [3, 4] but it is usually less accurate than FE solutions. In the
second approach, there are a lot of studies on it, for example, parallelization techniques
for the conjugate gradient solver [5, 6], multi-grid methods for electromagnetism [7, 8],
and relaxation/acceleration factors for iterative methods [9, 10]. The third approach in-
volves approximating the original equation with a low-dimensional model with minimal
loss of information. This approach includes, for example, the Krylov subspace methods
[11, 12, 13], the proper orthogonal decomposition (POD)-discrete empirical interpolation
method (DEIM) and its variants [14, 15, 16], and, more recently, the methods using
the deep learning [17]. In general, the Krylov subspace methods are suitable for linear
problems, POD-DEIM for problems with nonlinear equations, and the deep learning for
problems where the equations are unknown or the data have strong nonlinear correlations,
respectively. For POD and other projection-based MORs, see survey paper [18].

In this study, we focus on methods based on the Krylov subspace methods. Although
the methods have been applied to electromagnetic field analysis [19, 20, 11, 21], there is
still not enough knowledge on the application to the homogenization or Darwin model
of Maxwell’s equations. If we can obtain the ROMs for these systems, we can consider
their application to the design optimization and coupling with external circuits, which are
difficult tasks for the conventional FEM.

1.2 Contribution of the study
1.2.1 Cauer circuit via Lanczos process (CVL)

Around 1990, the asymptotic waveform evaluation (AWE) was proposed by Pillage et al.
[22] as a MOR based on the Padé approximation via the explicit moment-matching in
the large-scale linear equations. AWE is a breakthrough method that can replace large
linear equations with low-dimensional ROMs, and thus significantly reduce computational
costs with small losses. However, it is numerically unstable due to the fact that increasing
the order of moments makes the Hankel matrix near-singular [23]. In 1994, Gallivan
et al. [24] reported on AWE, linking moments to the Lanczos process which is one of
the Krylov subspace methods. Independently, in 1995, Feldmann [25] proposed the Pade
approximation via Lanczos process (PVL), which overcame the computational instability
of AWE. PVL is a method of the Padé approximation of a given transfer function that
does not explicitly compute moments, but relates the Lanczos process to moments, the
so-called Padé connection. Stable methods for multi-input-multi-output (MIMO) [26] and
symmetric problems [27] have also been proposed, respectively. Also, passivity-preserving
MOR [28, 29] methods were proposed since passivity is not guaranteed by the ROMs
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generated by AWE and PVL. For more information on its application to the second order
system and nonlinear problems and history, see the survey paper by Freund [30] and Bai
[31] and the Ph.D thesis of Grimme [32].

In the field of computational electromagnetism, MOR based on the Krylov subspace
methods (e.g., PVL) has also been applied to the finite element equation [11, 12, 13]. On
the other hand, a new model reduction method, referred to as Cauer network method
(CLN), was proposed by Kameari et al. [33] in 2017 to derive the Cauer circuit from
Maxwell’s equations in differential form based on phenomenological observations on eddy
currents. Since the Cauer circuit has physical meanings, the nonlinear property due to the
core saturation [21] and hysteresis [34, 35] can be introduced into the circuit. The method
was soon to be extended to unbounded problems [36], introduction of multiple expansion
points [37] nonlinear problems [38], MIMO systems [39], and translation mover problems
[40], and is currently being actively studied. Matsuo argues that the CLN method is based
on the Lanczos process by reformulating the CLN method in matrix form [41], but the
relationship with the existing Krylov subspace methods such as PVL is not so clear.

Therefore, we have studied the relation between PVL and CLN and showed that CLN
is equivalent to Padé approximation via the Lanczos process for self-adjoint operators in
linear space and associate with SyPVL [27]. We also proposed Cauer circuit via Lanc-
zos process (CVL) that can obtain Stieltjes continued fraction as Padé approximation
by changing the normalization condition of PVL. Since PVL and CVL are based on the
common principle, the accuracy of the model are the same, but the Cauer circuit obtained
by CVL can be interpreted as the RL or RC equivalent circuit, which is compatible in
circuit analysis. This is also consistent with the physical intuition that electromagnetic
fields can be represented in RL or RC circuit.

Furthermore, we propose a new algorithm CVL squared (CVLs) that does not require
matrix transposition based on a matrix polynomial representation. This algorithm is
required for the generation of ROM of the Darwin model of Maxwell’s equations.

1.2.2 Application to homogenization of Maxwell’s equations

With the recent development of power electronic circuits, electromagnetic apparatuses are
being driven at higher frequencies. Since the high frequency components of the power
supply induce the eddy currents due to the skin and proximity effects, it is important to
evaluate the eddy current losses in electromagnetic apparatuses such as motors [42, 43],
inductors [44], induction heating appliance [45] and wireless power transfer devices [46].
Despite its great importance, as already mentioned, the use of FEM increases the compu-
tational cost. In particular, it is virtually impossible to apply FEM to the microstructure
materials such as the Litz wire, which consists of very fine wires.
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There are two analytical approaches to this problem. The first approach is by Dowell et
al. [47, 48, 49], which replaces cylindrical conductors with rectangular conductors of equal
area, approximates the windings with foils, and solves the 1D model analytically. The
second approach is by Ferreira [50, 51], which uses Bessel function solutions for isolated
conductors placed in a uniform magnetic field. Both methods cannot accurately take
into account the effect of the reaction field created by the eddy currents caused by the
proximity effect. In fact, it has been pointed out that the former and the latter methods
underestimate and overestimate [52]. The former approach is modified by Nan et al. [3] to
improve the accuracy using FEM, and by Wojda et al. [4] to compute the AC resistance
of the Litz wires. For the latter method, in 2016, Igarashi [53] proposed a semi-analytical
method using Ollendorff formula [54] to take into account the reaction field created by
eddy currents.

Although the analytical approaches are straightforward to calculate the losses, the solu-
tion may not be accurate depending on the coil geometry. In contrast, there is a numerical
approach using homogenization [55]. In 2003, Podoltsev et al. [56] proposed a method to
obtain the complex permeability of multi-turn winding from a unit cell. Gyselinck et al.
[57] generalized this approach for an arbitrary packing and conductors of arbitrary cross-
sections. Although the method is for frequency domain, a formulation for time domain
analysis has been proposed in [58, 59, 60, 61, 62]. This approach seems to be useful, but
it is necessary to perform FE analysis for different frequencies and volume fraction. To
solve this problem, Sato [63] proposed a method to obtain the complex permeability by
applying PVL to FE equations of a unit cell. However, this method is based on Ollen-
dorff’s formula, and it is difficult to obtain the diamagnetic constant N for conductors of
arbitrary cross-sections.

We have studied a new method to obtain the complex permeability in the form of the
continued fraction as a function of frequency by applying CVL to the FE equation of
a unit cell. Conventionally, FE analysis had to be performed many times at different
frequencies, but using the proposed method, one can obtain the frequency characteristics
with a smaller number of analyses.

The homogenization method can significantly reduce the number of unknowns, but
it would be computationally advantageous if it were possible to reduce the number of
unknowns further. Thus, we have developed a new method to reduce the number of
unknowns by applying CVL to homogenization of Maxwell’s equations. Furthermore, we
show that obtained ROM can be considered as an equivalent circuit when the complex
permeability can be expressed as a continued fraction. It can be shown that this equivalent
circuit has an explicit expression of phenomenon such as the skin and proximity effects.

Another application of CVL is to improve the accuracy of Dowell’s equation. We pro-
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posed a new method simply to calculate the eddy current loss without degradation of
accuracy in the high frequency range using complex permeability obtained by CVL. The
created ROM is represented as an equivalent RL circuit, which enables circuit analysis
using a circuit simulator.

1.2.3 Application to Darwin model of Maxwell’s equations

At higher frequencies, not only the eddy currents but also the parasitic capacitance would
affect the behavior. However, the effect of displacement current cannot be taken into
account in the magneto-quasi-static (MQS) approximation of Maxwell’s equations be-
cause they ignore the displacement current. There is a formulation called Darwin or
electromagnetic-quasi-static (EMQS) approximation [64, 65, 66] which takes the effect of
displacement current into account. The FE equation of the Darwin model of Maxwell’s
equations is asymmetric when using A − φ method [67, 68]. In the literature, the iterative
method for the asymmetric matrix such as GMRES [69] and BiCGstab [70] is employed to
solve the FE equations. Although it is possible to symmetrize it by imposing a Coulomb
gauge [71, 72, 73], there are concerns about the deterioration of the convergence of the
ICCG method [74].

Therefore, we propose a new formulation for generating ROM by applying CVLs to the
Darwin model of Maxwell’s equations. In the method, we can obtain ROM by solving the
Poisson equations inside and outside the conductor region and gauge-free static Maxwell’s
equations during the iteration. Thus, we can use the ICCG solver to obtain ROM.

1.3 Dissertation outline
In Chapter 2, we describe Maxwell’s equations and brief formulation of FEM. In Chapter
3, we discuss the Lanczos process, one of the Krylov subspace methods. We also describe a
formulation of PVL. Then, we explain CLN and propose CVL. Based on the similarity with
the conjugate gradient squared (CGS) algorithm [75] and CVL, we propose CVLs that do
not require the computation of matrix transposition. In the second half of Chapter 3, we
describe an application of the MQS approximation of Maxwell’s equations and show that
the Cauer circuit is obtained as an equivalent circuit. In Chapter 4, we first describe the
theory of the homogenization method. Next, we propose a method for obtaining equivalent
circuits by applying CVL to the homogenization of Maxwell’s equations. Besides, we
apply CVL to the equations used in the homogenization method to obtain the complex
permeability in the form of a continued fractional function. At the end of Chapter 4, we
try to improve the estimation accuracy of the eddy current losses in the slot winding by
applying the complex permeability to Dowell’s equation. In Chapter 5, we propose new
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method to obtain ROM of the Darwin model of Maxwell’s equations. The fact that the
electric field obtained in this case does not have a correct distribution is discussed from
the viewpoint of gauge invariance, and a method for improvement is described. It is shown
that this method can be used to quickly calculate the characteristics near the resonant
point considering the eddy currents. In Chapter 6, we summarize this thesis and describe
the open problems.
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Chapter 2.

Finite element analysis of Maxwell’s
equations

2.1 Maxwell’s equations
The variables that appear in Maxwell’s equations include the five vectors and one scalar
listed in Table 2.1. These are functions of the spatial coordinates x, y, z and time t,

Table2.1: Physical quantities in Maxwell’s equations

electric field intensity E V/m
magnetic field intensity H H/m
electric flux density D C/m2

magnetic flux density B T
electric current density J A/m2

electric charge density ρ C/m3

respectively. Maxwell’s equations in differential form can be written in the following four
equations [2].

∇ × H = J + ∂D

∂t
(Ampère’s law), (2.1)

∇ × E = −∂B

∂t
(Faraday’s law), (2.2)

∇ · B = 0, (2.3)
∇ · D = ρ. (2.4)

In addition to these relations, the constitutive equations

D = εE, (2.5)
B = µH, (2.6)
J = σE, (2.7)
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are added where ε, µ, σ are dielectric permittivity, magnetic permeability and conductivity,
respectively, which describe the macroscopic properties of the medium.

Besides Maxwell’s equations, the current continuity equation is often used to analyze
electromagnetic apparatus. On taking divergences of (2.1), we obtain

∇ · J + ∂

∂t
∇ · D = 0. (2.8)

Combining with (2.4), we obtain the current continuity equation

∇ · J + ∂ρ

∂t
= 0. (2.9)

Although this equation is covered by (2.1), (2.4), it is more suitable for dealing with
situations where materials with very high conductivity are excited by external circuits.

2.2 Complex phasor notation
In some problems, it is assumed that the variables of the system change sinusoidally. In
such cases, it is convenient to represent the variables in complex phasor form. That is, a
sinusoidally time-varying variable is represented by a complex number, e.g. Ep = Er +jEi

in case of an electric field, where j denotes the imaginary unit. The corresponding time-
varying variable is restored by taking the real part of Ep exp jω where ω is the angular
frequency. Using a phasor notation, the differential operator ∂/∂t can be simply replaced
by an algebraic product of jω. Hence, (2.1) and (2.2) are expressed in phasor notation as
follows:

∇ × H = J + jωD, (2.10)
∇ × E = −jωB. (2.11)

2.3 Boundary conditions
As with other differential equations, Maxwell’s equations can only be solved if they are
accompanied by appropriate boundary conditions at the boundaries of the domain under
consideration, and by interface conditions where different materials join. If 1 and 2 rep-
resent two materials with different properties, then a set of rules at material interfaces is
derived from Maxwell’s equations in integral form as follows:

1. The tangential component of E is always continuous,

n × (E1 − E2) = 0. (2.12)
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2. The tangential component of H is discontinuous by an amount corresponding to
any surface current J s,

n × (H1 − H2) = J s. (2.13)

3. The normal component of B is always continuous,

n · (B1 − B2) = 0. (2.14)

4. The normal component of D is discontinuous by an amount corresponding to any
surface charge ρs,

n · (D1 − D2) = ρs. (2.15)

Note that n is the unit normal to the interface of the materials from 1 to 2. The boundary
conditions are given by extending the interface conditions. In other words, the interface
conditions are assumed to be a fictitious material with infinite (or zero) magnetic per-
meability, permittivity, and conductivity. The choice of the virtual value of the fictitious
material depends on the problem to be solved and must be determined appropriately.

For example, if we assume a perfect conductor of a fictitious material σ = ∞, no
tangential component of the electric field can exist outside of the domain, and since there
is no magnetic flux density outside, the boundary conditions become as follows:

n × E = 0, (2.16)
n × H = J s, (2.17)

n · B = 0, (2.18)
n · D = ρs. (2.19)

In this case, the electric field enters perpendicular to the boundary and the magnetic
flux density is parallel to the boundary. This is called the perfect conductor boundary
condition (PEC) and is sometimes used in combination with (2.9) to excite conductors.

For the boundary condition for the magnetic field, we often assume the following two
boundary conditions

n · B = 0, (2.20)
n × H = 0 (2.21)

which can be derived by considering a fictitious material µ = 0, ∞, respectively. The
former condition represents that the magnetic flux is closed in the domain and does not
go out of the domain, whereas the latter condition represents that the magnetic field is
perpendicular to the boundary.

In general, the boundary conditions are classified into three boundary conditions: Dirich-
let ΓD, Neumann ΓN, Cauchy ΓC. For example, PEC and (2.20) are Dirichlet conditions,
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and (2.21) is homogeneous Neumann condition. Let u is the solution of the differential
equations, it satisfies

u = u0 on ΓD, (2.22)
∂u

∂n
= ∇u · n = v0 on ΓN, (2.23)

∇u · n + αu = v0 on ΓC (2.24)

The approximating functions U satisfy the Dirichlet condition by setting U = u in the
equations to be solved. The homogeneous Neumann conditions

∂u

∂n
= ∇u · n = 0 (2.25)

are satisfied approximately without any restrictions on the functions U . It is because the
conditions are satisfied simply by neglecting the boundary integral term of the variational
form of the differential equations. The Dirichlet and homogeneous Neumann conditions are
also termed ‘essential’ and ‘natural’ boundary conditions because the former is enforced by
restricting the functions U whereas the latter is realized by the variational form implicitly.

2.4 Three quasi-static approximations of Maxwell’s equations
Instead of solving the full set of Maxwell’s equations in numerical computations, we often
solve Maxwell’s equations in the low-frequency approximation. The electro-quasi-static
(EQS), magneto-quasi-static (MQS), and electromagnetic-quasi-static (EMQS) approxi-
mations are known as the approximations [64, 65, 66]. The third approximation is also
known as the Darwin model. The approximations are valid under certain restrictions on
the material property and the size of the domain of the problems [76, 77]. We discuss
here a very simple and locally limited case. The first restriction is characterized by the
characteristic time constant τ = ω−1 and transit time τem which is given as

τem = l

c
(2.26)

where l, c are the characteristic length of the problem and speed of light respectively. For
the quasi-static approximations, it is supposed that the characteristic time constant is
much greater than the transit time, (

τem

τ

)2
� 1, (2.27)

i.e. the wave propagation is no longer considered. And the second restrictions are charac-
terized by the time constants of dielectric relaxation τe and magnetic diffusion τm which
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are defined as

τe = ε

σ
, (2.28)

τm = µσl2. (2.29)

2.4.1 EQS approximation

For the EQS approximation, it is supposed that

τm � τ. (2.30)

It means that magnetic induction ∂B/∂t in Faraday’s law (2.2) can be neglected in
Maxwell’s equations. Therefore, we obtain

∇ × H = J + ∂D

∂t
, (2.31)

∇ × E = 0, (2.32)
∇ · B = 0, (2.33)
∇ · D = ρ. (2.34)

The electric field is obtained by solving (2.32), (2.34). Ampère’s law (2.31) is no longer
needed to obtain the electric field, and the magnetic field can be obtained from (2.31) by
post-processing.

2.4.2 MQS approximation

The MQS approximation is widely used in the eddy current analysis of the low-frequency
electromagnetic apparatuses because the displacement current can usually be ignored in
the good conductor which has high conductivity. This situation represent the characteristic
time constant is much larger than the relaxation,

τe � τ. (2.35)

It means that ∂D/∂t in Ampère’s law (2.1) can be neglected in Maxwell’s equations.
Thus, we obtain

∇ × H = J , (2.36)

∇ × E = −∂B

∂t
, (2.37)

∇ · B = 0, (2.38)
∇ · D = ρ. (2.39)

Just like the EQS approximation, the magnetic field can be obtained by solving (2.36),
(2.38), and the electric field can be obtained from (2.37) in post-processing.
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2.4.3 EMQS approximation (Darwin model)

The EMQS approximation encompasses both the EQS and MQS approximations and is
valid if the following holds

τe, τm ∼ τ. (2.40)

In the EMQS approximation of Maxwell’s equations, not all of ∂D/∂t but the rotational
part is neglected to consider the capacitive and inductive effects in the quasi-static ap-
proximation. In general, the vector fields E can be decomposed into two parts (Helmholtz
decomposition, Hodge decomposition) [78]: divergence-free (transverse) ET and irrota-
tional (longitudinal) EL which are defined as

∇ · ET = 0, (2.41)
∇ × EL = 0 (2.42)

where E = ET + EL. Neglecting the transversal component of the displacement currents,
we obtain

∇ × H = J + ∂DL

∂t
, (2.43)

∇ × E = −∂B

∂t
, (2.44)

∇ · B = 0, (2.45)
∇ · DL = ρ. (2.46)

2.5 Potential form of Maxwell’s equations
It is well known that Maxwell’s equations can be expressed in terms of magnetic vector
potentials (MVP) and electric scalar potentials (ESP). Also, the term ”vector potential”
or ”scalar potential” is sometimes used. We start by describing the electric and magnetic
fields in terms of potentials,

B = ∇ × A, (2.47)

E = −∂A

∂t
− ∇φ (2.48)

which can be derived from (2.3), (2.2). Substituting these relations into (2.1), (2.4) result
in

∇ × ν∇ × A = σ

(
−∂A

∂t
− ∇φ

)
+ ∂

∂t
ε

(
−∂A

∂t
− ∇φ

)
, (2.49)

∇ · ε

(
−∂A

∂t
− ∇φ

)
= ρ (2.50)
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where ν is the magnetic resistivity defined by the reciprocal of the magnetic permeability.
Similarly, we can derive the potential forms of the quasi-static approximations of Maxwell’s
equations.

2.5.1 EQS approximation

From (2.32), the electric field can be written only by the scalar potential φ as follows:

E = ∇φ. (2.51)

Taking the divergences of the both side of (2.31) reads the governing equations of the EQS
approximation of Maxwell’s equations as follows:

∇ · σ∇φ + ∂

∂t
∇ · ε∇φ = 0. (2.52)

2.5.2 MQS approximation

From (2.36), the potential form of the MQS approximation can be written as

∇ × ν∇ × A = J0 + σ

(
−∂A

∂t
− ∇φ

)
(2.53)

where ν is the magnetic resistivity defined by the reciprocal of the permeability µ−1. In
this equations, we assume that the source current density J0 which satisfies ∇J0 = 0 is
given in the domain. Note that the scalar potential φ is only defined in the conductor
domain σ > 0 because there is no need to consider the electric field outside the conductor.
Equation (2.53) has more unknowns than the number of equations, so they cannot be
solved alone. In terms of numerical computation, it is often coupled with a dependent
equation obtained by taking the divergences of both sides. Hence, we obtain

∇ · σ

(
−∂A

∂t
− ∇φ

)
= 0 (2.54)

which is equal to the current continuity. Since these equations are dependent, the coupled
equation has multiple solutions for the vector and scalar potentials whereas the electric
and magnetic fields are determined uniquely. It is well known that the multiple solutions
are converted to each other by a gauge transformation.

In the above formulation, both vector and scalar potentials are used despite the fact
that the electric field can only be represented by the vector potential. Such formulation
is referred to as the A-φ method whereas the method that only use the vector potential
is referred to the A method. A method can be derived simply by eliminating φ from the
governing equations. The equation of the A method is given as

∇ × ν∇ × A + σ
∂A

∂t
= J0. (2.55)
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Since the scalar potential is not appeared in the governing equation, the number of the
unknowns is less than that of the A-φ method . However, it has been also pointed out
that the elimination of the scalar potential can deteriorate the convergence of ICCG of
the FE equations [74], so the A-φ method is usually used in the eddy current analysis.

2.5.3 EMQS approximation (Darwin model)

By a similar procedure, potential forms of the EMQS approximation of Maxwell’s equa-
tions are obtained as follows:

∇ × ν∇ × A = σ

(
−∂A

∂t
− ∇φ

)
− ∂

∂t
ε∇φ, (2.56)

0 = ∇ · σ

(
−∂A

∂t
− ∇φ

)
− ∇ · ∂

∂t
ε∇φ. (2.57)

In contrast to the MQS approximation, the EMQS approximation of Maxwell’s equation
does not have gauge invariance [79], so it is necessary to determine a physical solution
from multiple solutions. This is caused by the redundancy of the gradient component of
the vector potential. In fact, in the EMQS approximation, we ignore the displacement
current due to the vector potential AT + AL in (2.1) although it has also the longitudinal
component. Therefore, we have to eliminate the longitudinal component of the vector
potential AL = ∇χ where χ is the arbitrary scalar potential. To do this, the Coulomb
gauge can be used to fix AL = 0. The alternative way is to use Gauss’s law explicitly,
which can be found in [80].

2.6 Weak formulation
The mathematical background of FEM depends on the theory of the partial differential
equations which uses the Sobolev spaces and weak formulation [81]. However, since a
rigorous treatment of mathematical theory requires some prior knowledge, we only describe
here the procedure for deriving weak formulation from Maxwell’s equations, especially from
the MQS approximation of Maxwell’s equations.

Let Ω the open bounded subset in R3. It is assumed that the boundary Γ = ∂Ω is com-
posed of non-overlapping boundaries ΓD, ΓN which are the Dirichlet and homogeneous
Neumann boundaries. Let Ωc ⊂ Ω be a conductor domain which has the positive conduc-
tivity. In Ωe = Ω \ Ωc, we assume the conductivity is zero. On the boundaries, it holds
that

n × H = 0 on ΓN, (2.58)
n · B = 0 on ΓD. (2.59)

We first derive the variational form of the MQS approximation of Maxwell’s equations.
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To do this, we multiply both sides of (2.53), (2.54) by the vector and scalar test functions
w, w, and integrate it over the whole domain.∫

Ω
w · ∇ × ν∇ × AdΩ +

∫
Ωc

w · σ

(
∂A

∂t
+ ∇φ

)
dΩ =

∫
Ω

w · J0dΩ, (2.60)∫
Ωc

w∇ · σ

(
∂A

∂t
+ ∇φ

)
dΩ = 0. (2.61)

Integrating by parts results in∫
Ω

∇ × w · ν∇ × AdΩ −
∫

ΓN

w · (H × n)dS +
∫

Ωc

w · σ

(
∂A

∂t
+ ∇φ

)
dΩ =

∫
Ω

w · J0dΩ,

(2.62)

∫
Ωc

∇w · σ

(
∂A

∂t
+ ∇φ

)
dΩ −

∫
∂Ωc

w(E · n)dS = 0. (2.63)

Note that we assume that the test functions w, w vanish on the Dirichlet boundary ΓD.
Therefore, the boundary integral term vanishes on ΓD. In the first equation, the boundary
integral term vanishes due to the Neumann boundary condition, and in the second equa-
tion, it vanishes because of the condition that the eddy current does not go outside the
conductor domain. Therefore, we obtain the weak formulation of the MQS approximation
of Maxwell’s equation as follows:∫

Ω
∇ × w · ν∇ × AdΩ +

∫
Ωc

w · σ

(
∂A

∂t
+ ∇φ

)
dΩ =

∫
Ω

w · J0dΩ, (2.64)∫
Ωc

∇w · σ

(
∂A

∂t
+ ∇φ

)
dΩ = 0. (2.65)

The solutions of the weak formulation lies on the Sobolev subspaces, and is called “weak
solutions” of the original equations.

2.7 Galerkin finite element discretization
To obtain the weak solution numerically, we have to discretize the equation. To do this, the
domain Ω is partitioned into finite number of sub-domains which are called finite elements.
Then, the vector and scalar potentials are discretized by the edge elements [82, 83] and
node interpolation function defined on the finite elements:

A ≈
∑

i∈E(Ω)

aiw
e
i , (2.66)

φ ≈
∑

i∈V (Ωc)

φiw
n
i (2.67)
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where E(Ω), V (Ω) represent the set of indices of the edge and node in Ω. Note that the ai

is defined by the line integral of the vector potential along the i-th edge, and φi is the value
of the scalar potential on the i-th node. In the Galerkin finite element discretization, one
can obtain finite element equations by replacing the test function spaces with the finite
dimensional subspaces span{we

1, . . . , we
Ne

}, span{wn
1 , . . . , wn

Nn
}. Therefore, we obtain the

finite element equations as follows:∑
j∈E(Ω)

aj

∫
Ω

∇ × we
i · ν∇ × we

jdΩ +
∑

j∈E(Ω)

daj

dt

∫
Ωc

we
i · σwe

jdΩ

+
∑

k∈V (Ωc)

φk

∫
Ωc

we
i · σ · ∇wn

k dΩ =
∫

Ω
we

i · J0dΩ,

(2.68)

∑
j∈V (Ωc)

daj

dt

∫
Ωc

∇wn
i · σwn

j dΩ +
∑

k∈V (Ωc)

φk

∫
Ωc

∇wn
i · σ∇wn

k dΩ = 0. (2.69)

The equation can be written in the matrix form as follows:([
K L
0 M

]
+ d

dt

[
N 0
L> 0

])[
a
φ

]
=
[
b
0

]
(2.70)

where

K =
[
kij

]
, kij =

∫
Ω

∇ × we
i · ν∇ × we

jdΩ, (2.71)

N =
[
nij

]
, nij =

∫
Ωc

we
i · σwe

jdΩ, (2.72)

L =
[
lik
]

, lik =
∫

Ωc

we
i · σ · ∇wn

k dΩ, (2.73)

M =
[
mkl

]
, mkl =

∫
Ωc

∇wn
i · σ∇wn

k dΩ, (2.74)

b =
[
bi

]
, bi =

∫
Ω

we
i · J0dΩ. (2.75)

Using the finite-difference method, we can obtain the equation which can be used in the
step-by-step analysis,([

0 0
0 ∆tM

]
+
[

K L
L> 0

]
+
[ 1

∆tN 0
0 0

])[
an

φn

]
=
[
bn

0

]
+
[ 1

∆tN 0
L> 0

] [
an−1

φn−1

]
(2.76)

Note that the second equation is multiplied by ∆t to make the matrix symmetric. Due
to the nature of the edge elements, the coefficient matrix K is singular, but it can be
solved by the iterative methods such as the ICCG method. The resultant vector potential
has an indefinite gradient component whereas the resultant magnetic field is determined
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uniquely. Although we can make the matrix non-singular by imposing gauge constraints
such as the Coulomb gauge and tree-cotree gauge [84], it has been pointed out that we
can solve the equation faster when we do not impose the gauge constraint [85].

Thanks to the local nature of the edge elements and the nodal interpolation function,
the resulting finite element matrix is sparse. Therefore, it is possible to solve the problem
even if the dimensions of the problem are large.

2.8 Treatment of Dirichlet boundary conditions
The Dirichlet boundary conditions have not yet been applied to the FE equations derived
above. Therefore, to solve the equations, the unknowns on the Dirichlet boundary must be
enforced according to the Dirichlet conditions. We need to change the coefficient matrices
to preserve the symmetry of the equation, and we will briefly discuss it here.

On the Dirichlet boundary, it holds that

E × n = 0 on ΓD, (2.77)
B · n = 0 on ΓD. (2.78)

In potential form, they are the equivalent of the following conditions:(
∂A

∂t
+ ∇φ

)
× n = 0, (2.79)

(∇ × A) · n = 0. (2.80)

One way to achieve these are

A = 0 on ΓD, (2.81)
φ = const. on ΓD. (2.82)

Let us consider the situation where we have to make the i-th unknown xi = x0 of equa-
tion Kx = b. To do this, the non-diagonal term in the i-th row must be zero and the
diagonal term must be 1. The i-th component of the left hand side is fixed at x0. Since
this deformation makes the coefficient matrix asymmetric, it is necessary to move the
i-th column to the right-hand side to maintain symmetry. This can be expressed in the
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following equation.

K =


k1i
...

ki1 · · · kii · · · kiN
...

kNi

 →



k1i
...

ki−1,i

0 · · · 0 1 0 · · · 0
ki+1,i

...
kNi



→



0
...
0

0 · · · 0 1 0 · · · 0
0
...
0


(2.83)

b =



b1
...

bi−1
bi

bi+1
...

bN


→



b1
...

bi−1
x0

bi+1
...

bN



→



b1
...

bi−1
x0

bi+1
...

bN


−



k1i
...

ki−1,i

0
ki+1,i

...
kN,i


x0 (2.84)

Thus, given all the Dirichlet conditions, it is possible to solve the equations by the iterative
solvers for the symmetric matrices.
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Cauer circuit via Lanczos algorithm

3.1 Krylov subspace methods
3.1.1 Krylov subspace

The problem of solving differential equations numerically usually results in the problem of
solving large sparse matrices. Large-scale sparse matrices cannot be solved by the direct
methods anymore, so the iterative methods are often used. Among them, the Krylov
subspace methods such as the conjugate gradient (CG) method [86] are currently the
most widely used. Given the matrix A ∈ FN×N and vector v ∈ FN , the sequence of
Krylov subspaces are defined by

Kn(A, v) = span{v, Av, A2v, . . . , An−1v}, for n = 1, 2, . . . . (3.1)

Since the Krylov subspaces can be generated only by the matrix-vector product, it is
compatible with the numerical computation in terms of the memory resource and compu-
tational time.

The vectors

v, Av, A2v, . . . (3.2)

are called Krylov sequence generated by A and v. There exists a uniquely defined in-
teger d = d(A, v) where v, Av, . . . , Ad−1v are linearly independent and v, Av, . . . , Adv

are linearly dependent. d is called the grade of v with respect to A. Since the N + 1
vectors v, Av, . . . , AN v must be linearly dependent, it always holds that 1 ≤ d ≤ N . By
construction, any vector x ∈ Kn(A, v) can be written as

x =
n−1∑
j=0

γjAjv

= Pn−1(A)v (3.3)

where Pn−1(λ) = γ0 + γ1λ + · · · + γn−1λn−1 is the polynomial degree of n − 1. This kind
of notation will be used throughout this thesis.
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3.1.2 Arnoldi and Lanczos algorithms

As well known as the classical power method, the Krylov sequence v, Av, A2v, . . . rapidly
converges to the dominant eigenvector of A. As a result, the vectors in the Krylov sequence
become nearly dependent even though there is no numerical error. This leads to a loss
of information. To avoid this, and to extract as much information as possible from the
original linear system, we need to construct the orthogonal Krylov subspace bases. The
Arnoldi algorithm is the basic algorithm to construct the orthogonal Krylov subspace
bases which are related to the orthogonal transformations of the matrix A. The algorithm
is equivalent to the Gram-Schmidt orthogonalization implemented in the Krylov sequence.
Algorithm 1 shows the pseudo-code of the implementation of the Arnoldi algorithm.

Algorithm 1 Arnoldi algorithm, Gram-Schmidt implementation
Input: matrix A ∈ FN×N , nonzero vector v ∈ FN×N , Let d be grade of v with respect

to A.
Output: orthonormal vectors v1, . . . , vd with span{v1, . . . , vn} = Kn(A, v) for n =

1, 2, . . . , d.
Initialisation :v1 = v/|v|.

1: for i = 1 to d do
2: v̂i+1 = Avi −

∑i
j=1 hj,ivj where hj,i = (Avi, vj),

3: hi+1,i = |v̂i+1|,
4: if hi+1,i 6= 0 then
5: vi+1 = v̂i+1/hi+1,i,
6: else
7: return v1, . . . , vi.
8: end if
9: end for

10: return v1, . . . , vd.

Next, we write the Arnoldi algorithm in matrix form. Let Vn = [v1, v2, . . . , vn] be the
matrix whose column is the orthonormal Krylov subspace bases, and

Hn,n =


h1,1 h1,2 · · · h1,n

h2,1 h2,2 · · · h2,n

. . . . . . ...

0 hn,n−1 hn,n

 (3.4)

be the n×n upper Hessenberg matrix whose entries are obtained by the Arnoldi algorithm.
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After the n-th iteration, it holds that

AVn = VnHn,n + hn,n+1vn+1e>
n , n = 1, 2, . . . (3.5)

where vn+1, en are the (n + 1)-th orthonormal vector and n-th column of the identity
matrix In, V ∗

n Vn = In and V ∗
n vn+1 = 0. At the d-th iteration, we have hd+1,d = 0 since d

is the grade of v with respect to A i.e., v1, . . . , vd+1 are linearly dependent.
As a special case, we suppose that A is the Hermitian matrix. Since V ∗

n AVn = Hn,n

must be Hermitian, it concluded that Hn,n is tridiagonal matrix. The algorithm is known
as the Hermitian Lanczos algorithm which is proposed by Lanczos [87]. In the Hermitian
Lanczos algorithm, the orthogonal vector vi+1 can be represented only by vi, vi−1 because
it holds hj,i = 0, j ≤ i − 2. Therefore, the three-term recurrence relation is obtained as
follows:

v̂n+1 = Avn − hn,nvn − hn−1,nvn−1, n = 1, 2, . . . . (3.6)

The Hermitian Lanczos algorithm is shown in Algorithm 2. The matrix form becomes

AVn = VnTn + δn+1vn+1e>
n , n = 1, 2, . . . (3.7)

where

Tn =


γ1 δ2 0
δ2 γ2 δ3

. . . . . . . . .
δn−1 γn−1 δn

0 δn γn

 . (3.8)

Note that the matrix Tn is a real symmetric tridiagonal matrix even if A is not a real
matrix since it holds that δj = |v̂j | > 0, j = 1, 2, . . . , d.

The three-term recurrence relation plays important role in CG and other iterative meth-
ods because we do not have to store all the bases to generate a new basis. It is a favorable
characteristic when we deal with large sparse linear equations. It is also important that we
can prove that the three-term recurrence relation holds for non-Hermitian and self-adjoint
matrices.

3.1.3 Non-Hermitian Lanczos algorithm

Although it is not possible to apply the Lanczos algorithm to the non-Hermitian matrices,
it is possible to relax and change the definition of orthogonality to establish a three-
term recurrence relation. In the Hermitian Lanczos algorithm, What is important for
hj,i = 0, j ≤ i − 2 to hold is the symmetry of the inner product of the matrix A. Now look
at the algebraic proof.
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Algorithm 2 Hermitian Lanczos algorithm
Input: matrix A ∈ FN×N , nonzero vector v ∈ FN×N . Let d be the grade of v with

respect to A.
Output: orthonormal vectors v1, . . . , vd with span{v1, . . . , vn} = Kn(A, v) for n =

1, 2, . . . , d.
Initialisation :v0 = 0, δ1 = 0, v1 = v/|v|.

1: for i = 1 to d do
2: ui = Avi − δivi−1,
3: v̂i+1 = ui − γnvi, where γi = (ui, vi),
4: δi+1 = |v̂i+1|
5: if δi+1 6= 0 then
6: vi+1 = v̂i+1/δi+1,
7: else
8: return v1, . . . , vi.
9: end if

10: end for
11: return v1, . . . , vd.

Proposition 1. In the Arnoldi algorithm 1, it holds that hj,i = 0, j ≤ i − 2 when the
matrix A is symmetric.

Proof. In the Arnoldi algorithm, hj,i can be obtained by

hj,i = (Avi, vj). (3.9)

Due to the symmetry of the matrix A, it can be written as

hj,i = (vi, Avj). (3.10)

Using the polynomial form, we find that Avj = AVj−1(A)v ∈ Kj+1(A, v) ⊂ Ki−1(A, v)
since λVj−1(λ) is at most a polynomial of degree i − 1. Because vi is orthogonal to the
Krylov subspace Ki−1(A, v), in other words, it holds that vi ⊥ Ki−1(A, v), we have

hj,i = (vi, Avj) = 0, j ≤ i − 2. (3.11)

The important part of the proof is the symmetry of A. When A is non-Hermitian, it
holds that (Avi, vj) = (vi, A∗vj). Thus, the vector A∗vj is not included in the Krylov
subspace Kj+1(A, v). One approach to obtain the three-term recurrence relation is to
generate two sets of biorthogonal basis vectors using the non-Hermitian Lanczos algorithm

— 22—



Chapter 3. CVL 3.1 Krylov subspace methods

[87]. In the non-Hermitian Lanczos algorithm, we start from two initial vectors v, w ∈ FN

and consider two Krylov subspaces Kn(A, v), Kn(A∗, v). The vectors vn = Vn−1(A)v ∈
Kn(A, v), wn = Wn−1(A∗)w ∈ Kn(A∗, w) are constructed to satisfy the biorthogonal
condition (vi, wj) = δij where δij is Kronecker’s delta.

Let us consider the i-th step Gram-Schmidt biorthogonalization,

v̂i+1 = Avi −
i∑

j=1
hj,ivj , where hj,i = (Avi, wj), (3.12)

ŵi+1 = A∗wi −
i∑

j=1
kj,iwj , where kj,i = (vi, A∗wj). (3.13)

Then, we can prove the following proposition.

Proposition 2. In the above Gram-Schmidt biorthogonalization, it holds that hj,i =
kj,i = 0, j ≤ i − 2.

Proof. Note that we already have the biorthogonal conditions

vi ⊥ Ki−1(A∗, w), (3.14)
wi ⊥ Ki−1(A, v). (3.15)

The coefficient hj,i can be written as

hj,i = (Avi, wj) = (vi, A∗wj) (3.16)

where A∗wj ∈ Kj+1(A∗, w) ⊂ Ki−1(A∗, w). Using the biorthogonal condition, we have
hj,i = 0, j ≤ i − 2. In the same way, we obtain kj,i = 0, j ≤ i − 2.

Therefore, we find that the three-term recurrence relation holds in the case of non-
Hermitian matrices as follows:

v̂n+1 = Avn − hn,nvn − hn−1,nvn−1, (3.17)
ŵn+1 = A∗wn − kn,nwn − kn−1,nwn−1, n = 1, 2, . . . . (3.18)

The algorithm to obtain the biorthonormal bases is shown in Algorithm 3. Suppose that
the non-Hermitian Lanczos algorithm does not stop until n step iteration. Then, we have
biorthogonal system v1, . . . , vn+1, w1, . . . , wn+1 where (vi, wj) = δij for i, j = 1, . . . , n+1.
In addition, it holds that

span{v1, . . . vn+1} = Kn+1(A, v), span{w1, . . . wn+1} = Kn+1(A∗, w), (3.19)

and

vi = Vi−1(A)v, wi = Wi−1(A∗)w, i = 1, . . . , n + 1, (3.20)
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Algorithm 3 non-Hermitian Lanczos algorithm
Input: matrix A ∈ FN×N , nonzero vector v ∈ FN×N , iteration step n.
Output: biorthonormal vectors v1, . . . , vn with span{v1, . . . , vn} = Kn(A, v) and

w1, . . . , wn with span{w1, . . . , wn} = Kn(A∗, w), so that (vi, wj) = δij for i, j =
1, 2, . . . , n.
Initialisation :v0 = w0 = 0, β1 = δ1 = 0, v1 = v/|v|, w1 = w/(v1, w).

1: for i = 1 to d do
2: v̂i+1 = Avi − γivi − βivi−1, where γi = (Avi, wi),
3: ŵi+1 = A∗wi − γiwi − δiwi−1,
4: δi+1 = |v̂i+1|,
5: if δi+1 6= 0 then
6: vi+1 = v̂i+1/δi+1,
7: βi+1 = (vn+1, ŵi+1),
8: if βi+1 6= 0 then
9: wi+1 = ŵi+1/βi+1,

10: else
11: return v1, . . . , vi, and w1, . . . , wi,
12: end if
13: else
14: return v1, . . . , vi, and w1, . . . , wi.
15: end if
16: end for
17: return v1, . . . , vi, and w1, . . . , wd.

where Vi−1(λ) and Wi−1(λ) are the polynomials of exact degree i − 1. The matrix form
of the non-Hermitian Lanczos algorithm becomes

AVn = VnTn + δn+1vn+1e>
n , (3.21)

A∗Wn = WnT ∗
n + β∗

n+1wn+1e>
n , (3.22)

W ∗
nAVn = Tn, (3.23)

W ∗
n+1Vn+1 = In+1, |v1| = |v2| = · · · = |vn+1| = 1 (3.24)

where Vn = [v1, v2, . . . , vn], Wn = [w1, w2, . . . , wn] are the matrix whose column is the
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biorthonormal Krylov subspace bases, In is the n-th identity matrix, and

Tn =


γ1 β2 0
δ2 γ2 β3

. . . . . . . . .
δn−1 γn−1 βn

0 δn γn

 . (3.25)

The non-Hermitian Lanczos algorithm can unexpectedly stop when it becomes δi+1 = 0
or βi+1 = 0. This situation may occur if it holds v̂i+1 = 0, ŵi+1 = 0, or vi+1 ⊥ ŵi+1.
When v̂i+1 = 0 or ŵi+1 = 0, this means that the algorithm has found an invariant space.
If v̂i+1 = 0, span{v1, . . . vi} is then A-invariant space while if ŵi+1 = 0, span{w1, . . . wi}
is A∗-invariant space. This situation is very desirable because the vectors contain all the
information about the matrix A. This is often called “luckly breakdown” [88]. When
βi+1 = (vi+1, ŵi+1) = 0, the algorithm has computed no invariant subspace of A or A∗.
This sometimes happen and it is often called “serious breakdown” since it is not desirable
situation. There are several attempts to avoid the problem of breakdowns in the Lanczos
algorithm. A look-ahead versions of the Lanczos algorithm can often be very useful choice
[89, 90].

3.1.4 Self-adjoint Lanczos algortihm

The other generalization of the Hermitian Lanczos algorithm is to change the definition
of the symmetry. Let us consider the bilinear form B : V × V → F which satisfy,

B(u + v, w) = B(u, w) + B(v, w), where u, v, w ∈ V (3.26a)
B(u, v + w) = B(u, v) + B(u, v), (3.26b)

B(λu, v) = B(u, λv) = λB(u, v), where λ ∈ F. (3.26c)

If the bilinear form H : V × V → C satisfies the following properties

Hermitian symmetry : H(x, y) = H(y, x), (3.27a)
Positive definite : H(x, x) > 0, if x 6= 0, (3.27b)
non-degenerate : H(x, x) = 0, iff x = 0, (3.27c)

H is called Hermitian form which satisfies the definition of the inner product. The following
is the examples of the Hermitian form.

Euclidean space
Let x, y ∈ RN , then the Euclidean inner product

(x, y) =
N∑

i=1
xiyi (3.28)
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is the Hermitian form.

Complex coordinate system
Let x, y ∈ CN , G ∈ CN×N be a positive-definite symmetric matrix, then

(x, y)G = y†Gx (3.29)

is the Hermitian form. If (x, y)G = 0 holds for the nonzero vectors x, y, the vectors x, y

are called G-orthogonal. For the generalization, the condition of the matrix G can be
relaxed to the positive-semidefinite symmetric matrix or simply symmetric matrix.

Lebesgue space
Let f, g are the functions in the Lebesgue space L2(Ω) in which the functions are square
integrable. Then, the following integral

〈f, g〉 =
∫

Ω
f(x)g(x)dx (3.30)

is the Hermitian form. Now, we define the symmetric operator A with respect to the
Hermitian form. For example, if we consider the complex coordinate system, we can find
the symmetric operator which satisfies

(Ax, y)G = (x, Ay)G. (3.31)

The necessary condition to the symmetric operator here is to hold

AG = GA∗. (3.32)

To distinguish it from the case of the Euclid inner product, we call such a “symmetric”
matrix A self-adjoint matrix with respect to G. If we find the self-adjoint matrices, we
can readily extend the Hermitian Lanczos algorithm only by changing the definition of
the inner product as shown in Algorithm 4. Note that | · |G =

√
(·, ·)G denotes the norm

which is sometimes called a energy norm in the finite element analysis. The matrix form
of the self-adjoint Lanczos algorithm has the same form as that in the Hermitian Lanczos
algorithm.

The self-adjoint Lanczos algorithm plays important role in the discussion in the following
section to relate PVL and CLN.

3.1.5 Padé approximation via Lanczos

As mentioned in Chapter 1, PVL [25] is mathematically equivalent to AWE [22] but
numerically more stable. It utilizes the non-Hermitian Lancozs algorithm to compute the
moments. In this section, we describe a method for calculating the moments in PVL using
the non-Hermitian Lanczos method.

— 26—



Chapter 3. CVL 3.1 Krylov subspace methods

Algorithm 4 self-adjoint Lanczos algorithm
Input: symmetric positive-definite matrix G ∈ CN×N , self-adjoint matrix A ∈ FN×N

with respect to G, nonzero vector v ∈ FN×N , Let d be the grade of v with respect to
A.

Output: orthonormal vectors v1, . . . , vd with span{v1, . . . , vn} = Kn(A, v) for n =
1, 2, . . . , d.
Initialisation :v0 = 0, δ1 = 0, v1 = v/|v|G.

1: for i = 1 to d do
2: ui = Avi − δivi−1,
3: v̂i+1 = ui − γnvi, where γi = (ui, vi)G,
4: δi+1 = |v̂i+1|G
5: if δi+1 6= 0 then
6: vi+1 = v̂i+1/δi+1,
7: else
8: return v1, . . . , vi.
9: end if

10: end for
11: return v1, . . . , vd.

Let us consider the time-invariant single-input-single-output (SISO) system:

Gx + C
dx

dt
= bu, (3.33a)

y = l>x (3.33b)

where G, C ∈ RN×N , x, b, l ∈ RN . u, y ∈ R are the input and output of the system. Since
PVL was proposed in the community of the electric circuit analysis, the representation
of the coefficient matrix G, C is from the conductance and capacitance matrix in the
node-voltage equations. By using the Laplace transform, the system is represented in the
frequency domain as follows:

Gx + sCx = bU(s), (3.34a)

Y (s) = l>x (3.34b)

where Y (s), U(s) are the Laplace transform of y, u, and s is the complex frequency. The
impulse response, i.e. the transfer function of the system can be written as

H(s) = Y

U
= l>(G + sC)−1b. (3.35)

Let s0 ∈ C be the arbitrary fixed expansion such that G + s0C is non-singular, and

A = −(G + s0C)−1C, r = (G + s0C)−1b. (3.36)
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Setting σ = s − s0, we can rewrite the transfer function as follows:

H(σ) = l>(I − σA)−1r. (3.37)

Assuming that the matrix A is diagonalisable, we can find A = SΛS−1 where Λ =
diag[λ1, . . . , λN ] whose diagonal component is the eigenvalue of A, and S is composed
of the eigenvectors of A. The transfer function can be computed by

H(σ) = l>(I − σA)−1r

= (S>l︸︷︷︸
f

)>(I − σΛ)−1(S−1r︸ ︷︷ ︸
g

)

=
N∑

i=0

figi

1 − σλi
. (3.38)

Note that the dimension of the system N that arises from FE analysis or circuit analysis
would be usually large. Thus, it is almost impossible to compute all the eigenvalues and
eigenvectors of A. Therefore, we have to depend on approximate methods. One method is
partial realization. This is the idea of constructing an approximation of order n by strictly
computing the first n terms of the Taylor expansion. To do this, we consider the Taylor
expansion of the transfer function around s = s0 as follows:

H(σ) = l>(I − σA)−1r =
∞∑

i=0
l>Airσi,

=
∞∑

i=0
miσ

i (3.39)

where mi = l>Air is called moment. If we compute the first n moments, we can obtain
the reduced-order system of the order n. In AWE, the moments are explicitly computed.
After the computation of the moments, however, we have to solve an equation that has a
very ill-conditioned coefficient matrix. To avoid the difficulty, the non-Hermitian Lanczos
algorithm is used in PVL.

Setting the initial vectors l, r, we obtain the set of biorthogonal vectors in Kn(A, r)
and Kn(A>, l) by the non-Hermitian Lanczos algorithm. Note that we assume that the
breakdown does not occur in this case. From the matrix form of the non-Hermitian
Lanczos algorithm, we obtain

AVn = VnTn + δn+1vn+1e>
n , (3.40)

A>Wn = WnT >
n + βn+1wn+1e>

n . (3.41)
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where

Tn =


γ1 β2 0
δ2 γ2 β3

. . . . . . . . .
δn−1 γn−1 βn

0 δn γn

 . (3.42)

Then, the 2i-th moments (i = 0, 1, . . . , n − 1) can be computed as

m2i = l>A2ir

= ((A>)il)>(Air)
= w>v · ((A>)iWne1)>(AiVne1)
= w>v · (Wn(T >

n )ie1)>(VnT i
ne1)

= w>v · e>
1 T 2i

n e1. (3.43)

The 2i + 1-th moments (i = 0, 1, . . . , n − 1) can also be computed by the same procedure.
Note that there is no approximation in the computation of the moments. If we truncate
the non-Hermitian Lanczos algorithm at n step iteration, we obtain 2n moments. The
partial realization of the transfer function becomes

H(σ) ≈ Hn(σ)

=
2n∑

i=0
mis

i

= w>v

2n∑
i=0

e>
1 T 2i

n e1σi

= w>v · e>
1 (I − σTn)−1e1. (3.44)

The reduced-order transfer function is the rational function whose denominator and nu-
merator are polynomials of n, n−1 degree. Since the Taylor expansion of the reduced-order
transfer function matches first 2n terms, the reduced-order transfer function is the n-th
Padé approximation of the full-order transfer function. This kind of connection between
the Lanczos algorithm and Padé approximation is called Lanczos Padé connection [25].

The size of the tridiagonal matrix Tn is quite small, so that eigendecomposition can
be performed Tn = SnΛnS−1

n . Substituting it to the reduced-order transfer function, we
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obtain pole/residue representation as follows:

Hn(σ) = w>v · e>
1 (I − σTn)−1e1

= w>v · (S>
n e1︸ ︷︷ ︸
µ

)>(1 − σΛn)−1 S−1
n e1︸ ︷︷ ︸

ν

=
n∑

i=1

w>vµiνi

1 − σλi

= k∞ −
n∑

i=1,λi 6=0

w>vµiνi/λi

σ − 1/λi
(3.45)

where λi is the approximate eigenvalues of the full-order transfer function. Note that k∞

may exist when Λn has zero eigenvalues. It has been pointed out that the PVL method
does not preserve the passivity of the original system [25] although the original full-order
system is passive. Roughly speaking, the passivity is the property of whether the system
generates energy or not. The system is called passive if it does not generate energy. This
property is important for the reduced-order model since it may be a non-physical model
when the reduced-order model is not passive. The sufficient condition of the passivity is
given in [91, 29].

As a special case of the PVL method, Freund proposed a symmetric variant of PVL
(SyPVL) [27] that requires only half the computational cost and storage. In this method,
we assume a transfer function of the form

H(s) = b>(G + sC)−1b (3.46)

where G, C are the symmetric matrices. Such transfer function arises from the circuit
equation of RLC circuits. By exploiting the symmetry of the transfer function, we can
simplify the non-Hermitian Lanczos algorithm and reduce the computational cost and
storage. As a result, we obtain the Padé approximation of the transfer function as follows:

Hq(s) = b>G−1be>
1 (I − sTn)−1e1 (3.47)

It can be shown that the reduced-order model is always passive when G, C are positive
definite.

3.2 Cauer circuit generation from Maxwell’s equations
3.2.1 Network synthesis of a rational function

To realize a rational function by the lumped element network, the Foster and Cauer
circuits have been widely used in the field of the system control [92], thermal simulation
[93], electromagnetic simulation [94], and so on [95, 96]. The circuit topology of the Foster
and Cauer circuits are illustrated in Fig. 3.1-3.4.
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Figure3.1: Foster I form of Z(s).
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Figure3.2: Foster II form of Y (s) = Z−1(s).
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Figure3.3: Cauer I form of Z(s).
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Figure3.4: Cauer II form of Z(s).

The Foster [97] and Cauer circuits [98] are relevant to the partial fraction expan-
sion and continued fraction expansions of a positive-real function (PRF) Zn,n−1(s) =
Qn(s)/Pn−1(s) where Pn−1(s), Qn(s) are polynomials of exact degree n − 1, n. The com-
plex function Z(s) is PRF if it holds that

Re[Z(s)] > 0, if Re[s] > 0, (3.48)
Im[Z(s)] = 0, if Im[s] = 0. (3.49)

In general, PRF is a class of functions that can be realized by the two or three kinds
element networks [99]. If the system is composed of the resistance and inductance, the
impedance can be written as

Zn,n−1(s) = an(s + α1) · · · (s + α2n−1)
bm(s + α2) · · · (s + α2n−2) ,

where an

bm
> 0, 0 ≤ α1 ≤ α2 ≤ · · · ≤ α2n−2 ≤ α2n−1. (3.50)

Note that Zn,n−1(s) has n real negative zeros and n−1 real negative poles, and Zn,n−1(s)
is a PRF. Zn+1,n(s) can be expanded into a partial fraction such that

Zn,n−1(s) = h0 +
n∑

k=1

sh2k

s + α2k
+ sh∞

= h0 +
n∑

k=1

1
1

h2k
+ α2k

sh2k

+ sh∞

= R0 +
n∑

k=1

1
1

Rk
+ 1

sLk

+ sL∞ (3.51)

— 31—



MOR for Maxwell’s equations Shingo Hiruma

This function can be seen as the series connection of the RL parallel circuits. The circuit
representation is called Foster I form shown in Fig. 3.1. Similarly, if we expand the
admittance Yn,n+1(s) = Z−1

n+1,n(s) into a partial fraction, we get

Yn−1,n(s) =
n∑

k=1

h2k−1

s + α2k−1

=
n∑

k=1

1
s

h2k−1
+ α2k−1

h2k−1

=
n∑

k=1

1
sLk + Rk

(3.52)

This function can be seen as the parallel connection of the RL series circuits. The circuit
representation is called Foster II form shown in Fig. 3.2.

The other realization can be obtained by the continued fraction expansion of the rational
function. Applying the Euclidean algorithm to the rational function Zn,n−1(s), we obtain

Zn,n−1(s) = an(s + α1) · · · (s + α2n−1)
bm(s + α2) · · · (s + α2n−2)

= an(sn + qn−1sn−1 + · · · + q1s + q0)
bm(sn−1 + pn−2sn−2 + · · · + p1s + p0)

= an

bm
s + (anqn−1 − bm)sn−1 + · · · + (anq1 − bmp1)s + (anq0 − bmp0)

bm(sn−1 + pn−2sn−2 + · · · + p1s + p0)

= an

bm
s +

1
bm

anqn−1−bm
+ 1

. . .

= sL0 +
1

1
R1

+
1

sL1 +
. . .

1
Rn

+
1

sLn

=
[
sL0; 1

R1
, sL1, · · · , 1

Rn
, sLn

]
(3.53)

As well known in the circuit theory, the continued fraction can be represented by the ladder
circuit. The circuit representation is called Cauer I form shown in Fig. 3.3. Similarly, if
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we start the Euclidean algorithm from the lowest order, we have

Zn,n−1(s) = an(s + α1) · · · (s + α2n−1)
bm(s + α2) · · · (s + α2n−2)

= an(sn + qn−1sn−1 + · · · + q1s + q0)
bm(sn−1 + pn−2sn−2 + · · · + p1s + p0)

= an(1 + qn−1t + · · · + q1tn−1 + q0tn)
bm(t + pn−2t2 + · · · + p1tn−1 + p0tn)

= anq0

bmp0
+ an + (anqn−1 − bm)t + · · · + (anq1 − bmp1)tn−1

bm(t + pn−2t2 + · · · + p1tn−1 + p0tn)

= anq0

bmp0
+

1
tp0

anq1−bmp1
+ 1

. . .

= R0 +
1

1
sL1

+
1

R1 +
. . .

1
sLn

+
1

Rn

=
[
R0; 1

sL1
, R1, · · · , 1

sLn
, Rn

]
(3.54)

where t = s−1. The circuit realization is called Cauer II form shown in Fig. 3.4. Since the
Foster and Cauer circuits are derived from the same function Zn,n−1(s), they have same
zeros and poles and thus have same frequency characteristics although they are realized
in different ways. So, there is no difference between these circuits mathematically. When
we consider the eddy current problem, however, we can find the physical meaning in the
Cauer II form which cannot be found in the Foster circuits. This fact can be effectively
used when we consider the nonlinear properties of the electromagnetic apparatuses due to
the saturation [21] and hysteresis [35].

3.2.2 Physical meaning of Cauer II form in eddy current problems

Let us consider the stationary limit (ω → 0) of the Cauer II form. In this limit, the
current i1 which flows in the primal inductor L1 becomes dominant because sL1 → 0.
When we consider the Cauer circuit as a circuit realization of the eddy current problems
of the electromagnetic apparatuses, the primal inductor L1 represents the direct current
(DC) property of the magnetic field, and R0 represents the DC resistance of the winding.
The inductors Li, i ≥ 2 and resistors Ri, i ≥ 1 in the higher stage of the ladder represent
the diamagnetic properties of the eddy currents and resistances due to eddy current losses,
respectively. These are consistent with the following physical description. In the electric
apparatuses, the external electric field E0 generates the DC magnetic field H1. Then, from
Faraday’s law, the eddy currents E1 are induced to prevent the time variation of H1. The
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eddy currents E1 generate the diamagnetic field H2. Then, the eddy currents E2, E3, . . .

and diamagnetic fields H3, H4, . . . are generated in the similar way.
Using these physical meanings, the nonlinearity due to the saturation of the magnetic

core can be introduced [21]. The magnetic field can be decomposed into the static and
diamagnetic parts as follows

W (s) = jω
2 L1i2

1︸ ︷︷ ︸
static part

+ jω
2 L2i2

2 + jω
2 L3i2

3 + . . .︸ ︷︷ ︸
diamagnetic part

. (3.55)

This relation is also true when we consider the time domain analysis. Here, we introduce
the assumption that the static part of the stored magnetic energy is dominant. From
this assumption, we can consider the nonlinearity only depends on the primary current i1.
Since the stored magnetic energy can be obtained by the shaded area in Fig. 3.5, we can
write it as

Wstatic =
∫ Φ(i1)

0
idΦ (3.56)

where Φ denotes the interlinkage flux. By introducing Φ(i1) to the primary inductor, we
obtain the nonlinear Cauer circuit as shown in Fig. 3.6. The circuit equation of the first
and second stage of the ladder can be written as

−dΦ(i1)
dt

= e0 − v, (3.57)

dΦ(i1)
dt

− L2
di2

dt
= e2. (3.58)

The nonlinear equation can easily be solved by the Newton-Raphson method.

ୱ୲ୟ୲୧ୡ ୱ୲ୟ୲୧ୡ

ଵଵ

ଵ ଵ ଵ

Figure3.5: Stored magnetic energy in the stationary limit. Left is linear case and right is
nonlinear case.
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ଶ ௡

ଶ
ଶ

௡
௡ଵ …

+    𝑒଴    − +    𝑒ଵ    − +    𝑒ଶ    −

ଵ ଶ ௡

଴ ଵ

…

Figure3.6: Nonlinear Cauer circuit.

3.2.3 CLN method

There is an assumption that a Cauer II form has a relation to the orthogonal function
expansion of the quasi-static electromagnetic fields. This assumption comes from the anal-
ysis of a one-dimensional magnetic steel sheet. The electromagnetic fields in a magnetic
steel sheet can be represented by the linear combination of Legendre polynomials [100].
It has been pointed out that the norms of Legendre polynomials correspond to the cir-
cuit parameters in a Cauer circuit [34, 35]. In addition, the expansion coefficients of the
magnetic and electric fields correspond to the currents and voltages in a Cauer circuit,
respectively. Thus, the coefficients satisfy Kirchhoff’s voltage law (KVL) and Kirchhoff’s
current law (KCL). Kameari et al. developed the CLN method [33] by assuming that this
fact holds in three-dimensional (3D) quasi-static Maxwell’s equations.

Let Ω be the open bounded domain in R3 whose boundary ∂Ω = Γ is composed of
non-overlapping parts ΓD, ΓN, ΓPEC. The eddy current flows in the conductor domain Ωc

whose conductivity is σ > 0. ΓPEC = ∂Ωc ∩ Γ is composed of Γin, Γout which are located
at a non-zero distance from each other. The domain is shown in Fig. 3.7. We consider
the electromagnetic fields in Ω governed by MQS approximation of Maxwell’s equations.

∇ × H(t, x) = σE(t, x), (3.59)

∇ × E(t, x) = −∂B(t, x)
∂t

. (3.60)

The boundary conditions are given as

B(t, x) · n = 0, on ΓD ∪ ΓPEC, (3.61)
H(t, x) × n = 0, on ΓN, (3.62)

E(t, x) · n = 0, on ΓPEC. (3.63)

The corresponding Cauer II form based on the previous assumption is illustrated in Fig.3.8.

— 35—



MOR for Maxwell’s equations Shingo Hiruma

The electromagnetic fields are supposed to be written as

H(t, x) =
∞∑

n=1
hn(t)Hn(x), (3.64)

E(t, x) =
∞∑

n=0
en(t)En(x) (3.65)

where hn(t), ee(t) and Hn(x), En(x) are the function of time t and position x, respectively.
It is assumed heuristically that hn(t), en(t) satisfy KVL and KCL of the Cauer circuit,
which are given by

−L1
dh1

dt
= e0 − v, (3.66)

Ln
dhn

dt
− Ln+1

dhn+1

dt
= en, n = 1, 2, . . . , (3.67)

e0

R0
= i, (3.68)

en

Rn
− en+1

Rn+1
= hn+1, n = 0, 1, . . . (3.69)

Figure3.7: Open bounded domain Ω and external power supply ©2020 IEEE.

଴ ଵ ଶ ௡

ଵ ଶ ௡…
+    𝑒଴    − +    𝑒ଵ    − +    𝑒ଶ    − +    𝑒௡    −

ଵ ଶ ௡
…

Figure3.8: Cauer II form corresponding to Ω.

For the reduced-order model, the instantaneous Joule losses P (t) and the stored mag-
netic energy W (t) between the full- and reduced-order model must be consistent. There-
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fore, the following relation must be satisfied.

2W (t) = (µH, H)Ω =
∞∑

n=1
Lnh2

n(t), (3.70)

P (t) = (σE, E)Ωc =
∞∑

n=0

e2
n(t)
Rn

(3.71)

where (·, ·)Ω is the inner product in the domain Ω. Substituting the space-time variable
separation expression of the electromagnetic fields (3.64), (3.65) into the above equations
and comparing coefficients of each hm(t)hn(t) on both sides, we have

(Hm, µHn)Ω =
∫

Ω
Hm · µHndΩ = Lnδmn, m, n = 1, 2, . . . , (3.72)

(Em, σEn)Ωc =
∫

Ωc

Em · σEndΩ = 1
Rn

δmn, m, n = 0, 1, . . . . (3.73)

This means that the space relevant functions Hn(x), En(x) are orthogonal functions in
the domain Ω. The orthogonal functions can be determined from the two-term recurrence
relations obtained from Maxwell’s equations. To do so, substituting (3.64), (3.65) into
Maxwell’s equations and considering (3.66)-(3.69), we obtain

∇ × (Hn − Hn−1) = ∇ × H̃n = Rn−1σEn−1, n = 1, 2, . . . , (3.74)

∇ × (En − En−1) = ∇ × Ẽn = − 1
Ln

µHn, n = 1, 2, . . . , (3.75)

where E−1 = 0, H0 = 0. Iteratively solving the two-term recurrence relations, we
obtain the orthogonal functions. Note that this procedure is equivalent to the Gram-
Schmidt orthogonalization. The algorithm of the CLN is summarized in Algorithm 5. As
a result, we obtain the Cauer circuit as a reduced-order model of the MQS approximation
of Maxwell’s equations.

3.2.4 CLN method with finite element discretization

In the previous part, we look at the algorithm of the CLN method which is formulated in
the continuous space. To implement the algorithm numerically, we have to discretize the
equations in the CLN method. In this part, we discretize the equations by FEM using the
A method.

Firstly, the domain Ω is subdivided into appropriate finite elements. The vector poten-
tial discretized using the edge element we

i as follows:

A ≈
∑

i∈E(Ω)

aiw
e
i (3.76)
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Algorithm 5 CLN method
Input: electric field E0 that satisfies ∇ × E0 = 0 with 1 V power supply, iteration step

n.
Output: orthogonal functions E0, . . . , En, H1, . . . , Hn and circuit parameters

R0, . . . , Rn, L1, . . . , Ln.
Initialisation :R0 = 1/(E0, σE0)Ω.

1: for i = 1 to n do
2: Solve ∇ × H̃i = Rn−1σEn−1,
3: Hi = Hi−1 + H̃i,
4: Ln = (Hi, µHi)Ω,
5: Solve ∇ × Ẽi = −µHi/Ln,
6: Ei = Ei−1 + Ẽi,
7: Ri = 1/(Ei, σEi)Ω,
8: end for
9: return E0, . . . , En, H1, . . . , Hn,R0, . . . , Rn, L1, . . . , Ln.

where E(Ω) is the set of the edge indices in Ω. From the Faraday’s law (2.37), the electric
field is obtained by

E = −∂A

∂t

≈ −
∑

i∈E(Ω)

∂ai

∂t
we

i . (3.77)

Note that the scalar potential φ does not appear in the electric field because we use the A
method here. Also orthogonal functions Hi = µ∇ × Ai and Ei are approximated using
the edge element we

i .

Hn =
∑

i∈E(Ω)

ain∇ × we
i , n = 1, 2, . . . (3.78)

En =
∑

i∈E(Ω)

vinwe
i , n = 1, 2, . . . (3.79)

where ain, vin are the line integrals of the n-th functions An, En along the edge i. There-
fore, the orthogonal function expansion should be in the following form

H ≈ µ
∑

i∈E(Ω)

∇ × we
i

∞∑
n=1

hn(t)ain, (3.80)

E ≈ e0(t)E0 +
∑

i∈E(Ω)

we
i

∞∑
n=1

en(t)vin (3.81)
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where it holds that E0 = −∇φ0. Since the space spanned by edge elements contains
the space spanned by node interpolation function, we can find v0 such that it holds∑

vi0we
i = −∇φ0. Therefore, we have

E ≈
∑

i∈E(Ω)

we
i

∞∑
n=0

en(t)vin. (3.82)

The orthogonal functions must satisfy the following relation to make the Cauer circuit:

(Hm, µHn)Ω =
∫

Ω
Hm · µHndΩ

=
∑

i,j∈E(Ω)

∫
Ω

∇ × we
i · µ∇ × we

jdΩaimajn

= a>
mKan

= Lnδmn, m, n = 1, 2, . . . , (3.83)

(Em, σEn)Ωc =
∫

Ωc

Em · σEndΩ

=
∑

i,j∈E(Ωc)

∫
Ωc

we
i · σwe

jdΩvinvjm

= v>
mNvn

= 1
Rn

δmn, m, n = 1, 2, . . . , (3.84)

where δmn is Kronecker’s delta, an = [a1n . . . aNn]>, vn = [v1n . . . vNn]>, and K, N ∈
RN×N correspond to the finite element matrices. Due to the nature of the edge elements,
K, N are positive-semidefinite symmetric matrices and thus have zero eigenvalues. As
already discussed in Section 3.1.4, the bilinear forms x>Ky, x>Ny are the generaliza-
tion of the inner products. Using these notations, all the equations in Algorithm 5 are
discretized by FEM, shown in Algorithm 6. As a result, we obtain the K-orthogonal vec-
tors a1, . . . , an and N -orthogonal vectors v0, v1, . . . , vn, and the circuit parameters of the
Cauer circuit.
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Algorithm 6 discrete CLN method
Input: electric field E0 =

∑
vi0we

i that satisfies ∇ × E0 = 0 with 1 V power supply,
iteration step n.

Output: orthogonal vectors v0, v1, . . . , vn, a1, . . . , an and circuit parameters R0, . . . , Rn,
L1, . . . , Ln.
Initialisation :R0 = 1/v>

0 Nv0, a0 = 0.
1: for i = 1 to n do
2: Solve Kãi = Ri−1Nvn−1,
3: ai = ai−1 + ãi,
4: Li = a>

i Kai,
5: ṽi = −ai/Li

6: vi = vi−1 + ṽi,
7: Ri = 1/v>

i Nvi,
8: end for
9: return v0, v1, . . . , vn, a1, . . . , an, R0, . . . , Rn, L1, . . . , Ln.

3.2.5 Relation to Padé approximation

We can express the impedance of the Cauer II form Zd in the form of the continued fraction
as follows:

Zn = I(s)
V (s)

= R0 +
1

1
sL1

+
1

R1 +
1

1
sL2

+
. . .

1
sLn

+
1

Rn

=
[
R0; 1

sL1
, R1, 1

sL2
, · · · , 1

sLn
, Rn

]
. (3.85)

Since the continued fraction is obtained by applying the Euclidean algorithm to a rational
function, we deduce that the reduced-order model obtained by the CLN method is related
to the Padé approximation. To clarify the relations between the CLN method and Padé
approximation, we consider the the three-term recurrence relations obtained from the
discrete CLN algorithm.

From the discrete CLN algorithm we immediately find the following recurrence rela-
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tions.

ai = ai−1 − Ri−1Avi−1,

= −
i∑

j=1
Rj−1Avj−1 i = 1, 2, . . . , n, (3.86)

vi = vi−1 − ai/Li,

= v0 −
i∑

j=1
aj/Lj , i = 1, 2, . . . , n (3.87)

where A = −K−1N . We find that the vectors ai, vi are the elements of the Krylov
subspace Ki(A, v0). This shows that the CLN method has relations to the Krylov subspace
methods. We can examine the relationship in more detail by deriving the three-term
recurrence relations. Dividing both sides of (3.86) by Ri−1 and subtracting it for i = n+1
from that i = n results in

1
Rn

(an+1 − an) − 1
Rn−1

(an − an−1) = −A(vn − vn−1). (3.88)

Eliminating vn − vn−1 by substituting (3.87) into the right-hand side, we have

1
Rn

(an+1 − an) − 1
Rn−1

(an − an−1) = 1
L2n−1

Aan,

Aan = Ln

Rn
an+1 − Ln

(
1

Rn
+ 1

Rn−1

)
an − Ln

Rn−1
an−1. (3.89)

Similarly, we have

Avn = Ln+1

Rn
vn+1 − 1

Rn
(Ln+1 + Ln)vn + Ln

Rn
vn−1. (3.90)

Recall that a1, . . . , an and e0, . . . , en are K- and N -orthogonal vectors which are not the
Euclidean inner products. In addition A = −K−1N is non-Hermitian matrix. These are
contrary to the requirements of the Hermitian or non-Hermitian Lanczos algorithms. The
key to this is a property of the matrix A. In fact, A is a self-adjoint matrix with respect to
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K and N inner products. Specifically, the following relation holds for A and ∀x, y ∈ C.

(Ax, y)K = y†KAx

= −y†KK−1Nx

= −y†Nx

= −y†NK−1Kx

= y†A∗Kx

= (x, Ay)K , (3.91)
(Ax, y)N = y†NAx

= −y†NK−1Nx

= y†A∗Nx

= (x, Ay)N . (3.92)

Note that K, N are the symmetric positive semi-definite matrices. What this shows is that
the CLN method is based on the self-adjoint Lanczos algorithm. Therefore, we infer that
the continued fraction is obtained by the Lanczos Padé connection. We will demonstrate
in the next section how the continued fraction is obtained as a Padé approximation via self-
adjoint Lanczos algorithm. The relation between the symmetric version of PVL (SyPVL)
and the CVL method is discussed.

3.3 Cauer circuit via Lanczos algorithm
3.3.1 Cauer circuit via self-adjoint Lanczos algorithm

What are the differences between the discrete CLN and PVL? One of them is the use of
different Lanczos algorithms: non-Hermitian Lanczos and self-adjoint Lanczos algorithms.
There are other differences in the normalization conditions. As a result, the discrete CLN
method generates the Cauer II form for the reduced-order model while the PVL method
generates the Padé approximation. According to the author’s knowledge, there has been no
method that can directly obtain the Cauer II form as a reduced-order model from a given
transfer function. Of course, we can obtain the Cauer circuit from the rational functions
by using the Euclidean algorithm. Specifically, the Cauer II form can be obtained from the
Padé approximation of a transfer function by using the similarity transformation [27]. But
we would like to discuss why the CLN enables us to obtain the Cauer II form directly. The
bottom line is that normalization conditions are significant for getting the Cauer circuit
as a reduced-order model. In this part, we derive the Cauer circuit via Lanczos (CVL)
algorithm to obtain the Cauer II form directly from a given transfer function.

Firstly, we derive the polynomial form of the three-term recurrence relations (3.89),
(3.90). Let be an = Un−1(A)v0, vn−1 = Vn−1(A)v0 where Un−1(λ), Vn−1(λ) are the
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polynomials of exact degree n − 1, we have

λUn−1(λ) = Ln

Rn
Un(λ) − Ln

(
1

Rn
+ 1

Rn−1

)
Un−1(λ) + Ln

Rn−1
Un−2(λ), (3.93)

λVn−1(λ) = Ln+1

Rn
Vn(λ) − 1

Rn
(Ln+1 + Ln)Vn−1(λ) + Ln

Rn
Vn−2(λ). (3.94)

Recall that from (3.86), (3.87), we find that the normalization conditions are

Vn(0) = 1, n = 0, 1, . . . (3.95a)

Un(λ)
λ

∣∣∣∣
λ=0

= −
i∑

j=1
Rj−1 n = 1, 2, . . . (3.95b)

which are different from those in the PVL method. We emphasize that the this nor-
malization conditions are essential to derive the continued fraction from a given transfer
function. These kinds of normalization condition are sometimes used in the methods of
iterative solvers such as CG method [86], but these have not been used in the context
of the model order reductions. In the next, we derive a continued fraction from a given
transfer function H(s) only by using the normalization condition (3.95) and self-adjoint
Lanczos algorithm.

Let us consider a linear time-invariant system:

(K + sN)x = bU(s), (3.96a)

Y (s) = b>x (3.96b)

where K, N ∈ RN×N are the symmetric positive definite matrices, and b ∈ RN , x ∈
CN . When the matrices are not positive definite, the algorithm may breakdown like non-
Hermitian Lanczos. In this case, the look-ahead version of the Lanczos algorithm can
effectively be used to avoid the breakdown. We assume that K is non-singular matrix.
Note that we do not restrict ourself to the FE equations of the MQS approximation of
Maxwell’s equations but we consider more general equations. The transfer function is of
the form

H(s) = Y (s)
U(s)

= b>(K + sN)−1b

= b>(I − sA)−1K−1b (3.97)

where A = −K−1N is the self-adjoint matrix with respect to K and N . We consider the
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Taylor expansion around s = 0 as follows:

H(s) =
∞∑

i=0
b>AiK−1bsi

=
∞∑

i=0
mis

i (3.98)

where mi = b>AiK−1b, i = 0, 1, . . . are the moments.
Setting the initial vector u = K−1b, we can construct the set of the orthogonal vectors

u1, u2, . . . , ud in Kn(A, K−1b) by the self-adjoint Lanczos algorithm with respect to K

inner product, i.e., the orthogonal vectors are K-orthogonal each other. Note that the
maximum number of the orthogonal vectors are determined by the grade of u with respect
to A = −K−1N . In Algorithm 4, the orthonormal condition (|ui|K = 1, i = 1, 2, . . . , d) is
imposed on the orthogonal vectors. However, we here suppose the normalization condition
Ui(0) = 1, i = 0, 1, . . . , d − 1 which is the essential to obtain the Cauer II form. The three
term recurrence relation would be of the form

Aun = ξn+1un+1 − (ξn+1 + ζn)un + ζnun−1, n = 1, 2, . . . , d. (3.99)

where

(ui, uj)K = δijκ2i−1, i, j = 1, 2, . . . , d. (3.100)

The matrix form would be

AUn = UnTn + ξn+1un+1e>
n , n = 1, 2, . . . , d. (3.101)

where Un = [u1, u2, . . . , un] and

Tn =


−ξ2 ζ2 0
ξ2 −ξ3 − ζ2 ζ3

. . . . . . . . .
ξn−1 −ξn − ζn−1 ζn

0 ξn −ξn+1 − ζn

 . (3.102)

Note that ξd+1 = 0. The coefficients ξn, ζn in the three-term recurrence relation (3.99) are
computed as

(un+1, Aun)K = ξn+1κ2n+1, (3.103)
(un, Aun+1)K = ζn+1κ2n−1 (3.104)

Due to the self-adjoint property of A with respect to K, the left-hand sides of these
equations are equivalent. We can find coefficients κ2n, n = 1, 2, . . . such that

ζn+1

κ2n+1
= ξn+1

κ2n−1
= κ2n, n = 1, 2, . . . , d. (3.105)

— 44—



Chapter 3. CVL 3.3 Cauer circuit via Lanczos algorithm

Therefore, it holds that

Aun = κ2nκ2n−1un+1 − κ2n−1(κ2n + κ2n−2)un + κ2n−1κ2n−2un−1, n = 1, 2, . . . , d,
(3.106)

and

Tn =



−κ1κ2 κ3κ2 0
κ1κ2 −κ3(κ2 + κ4) . . .

. . . . . .
−κ2n−3(κ2n−4 + κ2n−2) κ2n−1κ2n−2

0 κ2n−3κ2n−2 −κ2n−1(κ2n−2 + κ2n)


.

(3.107)

Using the matrix form, we have

U>
n KAUn = U>

n KUnTn = DeTn, (3.108)
U>

n A>KUn = U>
n KAUn = T >

n U>
n KUn = T >

n De (3.109)

where De = diag[κ1, κ3, · · · , κ2n−1]. Therefore, we obtain

DeTn = T >
n De. (3.110)

Then, the 2i-th moments (i = 0, 1, . . . , n − 1) can be computed as

m2i = b>A2iK−1b

= u>
0 KA2iu0

= e>
1 U>

n (A>)iKAiUne1

= (AiUne1)>KAiUne1

= (UnT i
ne1)>KUnT i

ne1

= e>
1 (T >

n )iDeT i
ne1

= e1DeT 2i
n e1

= κ1e>
1 T 2n

n e1.

The 2i + 1-th moments (i = 0, 1, . . . , n − 1) can also be computed by the same procedure.
The partial realization of the transfer function becomes

H(s) ≈ Hn(s)

=
2n∑

i=0
mis

i

= κ1

2n∑
i=0

e>
1 T 2i

n e1si

= κ1e>
1 (I − sTn)−1e1. (3.111)
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Using equation (3.107), we can express the Padé approximation Hn(s) as a continued
fraction. For details on this calculation, see Appendix A. As a result, we have the continued
fraction as the reduced-order model of the given transfer function.

Hn(s) =
1

1
κ1

+
1

1
sκ2

+
1

1
κ3

+
. . .

1
κ2n−1

+
1
1

sκ2n

=
[
0; 1

κ1
, 1

sκ2
, 1

κ3
, · · · , 1

κ2n−1
, 1

sκ2n

]
. (3.112)

As is well known, the impedance or admittance of a Cauer circuit can be expressed as a
continued fractions. Equation (3.112) can be seen as the admittance of a Cauer circuit
shown in Fig. 3.9. Therefore, we can interpret the reduce-order model represented by a
continued fraction as a Cauer circuit. Multiplying (3.112) by s results in

sHn(s) =
1

1
sκ1

+
1

1
κ2

+
1

1
sκ3

+
. . .

1
sκ2n−1

+
1
1

κ2n

=
[
0; 1

sκ1
, 1

κ2
, 1

sκ3
, · · · , 1

sκ2n−1
, 1

κ2n

]
. (3.113)

which is equivalent to (3.54). The transfer function sHn(s) can be seen as the impedance
of the Cauer circuit shown in Fig. 3.11.

As in the case of PVL, it is possible to introduce an expansion point s0 for the Taylor
expansion. In this case, the continuous fraction is of the form

Hn(σ) =
1

1
κ1

+
1

1
σκ2

+
1

1
κ3

+
. . .

1
κ2n−1

+
1
1

σκ2n

=
[
0; 1

κ1
, 1

σκ2
, 1

κ3
, · · · , 1

κ2n−1
, 1

σκ2n

]
(3.114)
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ଷଵ

ଶ௡

ଶ௡ିଵ

ସଶ ଶ௡ିଶ…

Figure3.9: Cauer II form corresponding to
the continued fraction Y = Hn(s).
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ଶ௡ସଶ ଶ௡ିଶ
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…

Figure3.10: Cauer II form corresponding to
the continued fraction Y = Hn(σ).

ଶ ଶ௡

…ଷଵ ଶ௡ିଵ

Figure3.11: Cauer II form corresponding to
the continued fraction Z = sHn(s).

ଶ ଶ௡

ଷଵ ଶ௡ିଵ
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…

…

Figure3.12: Cauer II form corresponding to
the continued fraction Z = sHn(σ).

where σ = s − s0. The Cauer circuit is shown in Fig. 3.10. In this case, the circuit
includes the negative resistances. Multiplying (3.114) by s, we obtain

sHn(σ) =
1

1
sκ1

+
1

s

σκ2
+

1

1
sκ3

+
. . .

1
sκ2n−1

+
1
s

σκ2n

=
[
0; 1

sκ1
, s

σκ2
, 1

sκ3
, · · · , 1

sκ2n−1
, s

σκ2n

]
. (3.115)

The circuit representation is shown in Fig. 3.12 which includes the negative inductors.
The negative resistances and inductors are non-physical elements so that we cannot find
physical meanings in the obtained Cauer circuit. However, there is possibility of improving
the accuracy of the Padé approximation by introducing the expansion point s0.

In the above formulation, we do not derive the two-term recurrence relations which
correspond to (3.86), (3.87). To derive the two-term recurrence relations, we now introduce
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new vectors v1, v2, . . . such that

vn = Vn−1(A)u1, (3.116)

Vn−1(λ) = κ2n
Un(λ) − Un−1(λ)

λ
, n = 1, 2, . . . , d. (3.117)

where Vn−1(λ) is the polynomial of exact degree n − 1. Note that we define V−1(λ) = 0.
Then, we can prove the following proposition.

Proposition 3. It holds that

(um, vn)K =
{

1, m ≤ n

0, m > n
, (3.118)

(vm, vn)N = κ2nδmn, for m, n = 1, 2, . . . , d. (3.119)

Proof. By substituting the definition of Vn(λ) into the three-term recurrence relation
(3.106), we obtain

1
κ2n−1

Un−1(λ) = κ2n
Un(λ) − Un−1(λ)

λ
− κ2n−2

Un−1(λ) − Un−2(λ)
λ

= Vn−1(λ) − Vn−2(λ), n = 1, 2, . . . , d. (3.120)

This can be represented by the vector form as follows:

vn = vn−1 + 1
κ2n−1

un

=
n∑

j=1

1
κ2j−1

uj , n = 1, 2, . . . , d. (3.121)

Due to the K-orthogonality of um, we have

(um, vn)K =
n∑

j=1

1
κ2j−1

(um, uj)

=
n∑

j=1
δmj . (3.122)

Therefore, we obtain 3.118. From the definition of vn, we have

(Avm, vn)K = (κ2m(um+1 − um), vn)K . (3.123)

Using (3.118), we can see

(κ2m(um+1 − um), vn)K = −κ2nδmn (3.124)

Recall that A = −K−1N , we have

(Avm, vn)K = −v>
mNK−1Kvn = −v>

mNvn

= −(vm, vn)N = −κ2nδmn (3.125)
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Using the vectors v1, . . . , vn, we can derive the two-term recurrence relations as follows:

vn = vn−1 + 1
κ2n−1

un, where κ2n−1 = (un, un)K (3.126)

un+1 = un + 1
κ2n

Avn, where κ2n = (vn, vn)N (3.127)

The algorithm to obtain the Cauer circuit is shown in Algorithm 7. When K, N are the
positive definite matrices, the circuit parameter has the positive values because it holds
that

(un, un)K = u>
n Kun = κ2n−1 > 0 (3.128)

(vn, vn)N = v>
n Nvn = κ2n > 0. (3.129)

From the results of the classical circuit theory, we conclude that the obtained reduced-
order model is always passive. This result is consistent with the sufficient condition for
the passivity given in [27].

Algorithm 7 Cauer circuit via self-adjoint Lanczos algorithm
Input: expansion point s0, symmetric (positive definite) matrices K, N ∈ RN×N , vector

b ∈ RN , A = −(K + s0N)−1N . Let d be the grade of (K + s0N)−1b with respect to
A.

Output: K and N orthogonal vectors u1, . . . , ud, v1, . . . , vd and parameters in the con-
tinued fraction expansion κ1, . . . , κ2d.
Initialisation :u1 = (K + s0N)−1b, (u1, u1)K = κ1, v0 = 0.

1: for i = 1 to d do
2: vi = vi−1 + 1

κ2i−1
ui,

3: κ2i = (vi, vi)N ,
4: ui+1 = ui + 1

κ2i
Avi,

5: κ2n+1 = (ui+1, ui+1)(K+s0N),
6: end for
7: return u1, . . . , ud, v1, . . . , vd, κ1, . . . , κ2d.

The orthogonal vectors u1, . . . , un can be used to approximate the solution of the full-
order system. In other words, the solution of the original equation is projected onto the
orthogonal vectors u1, . . . , un. This is so-called the Galerkin projection. In the following,
we will show that the circuit equation of the Cauer circuit can be obtained by the Galerkin
projection. Using the Galerkin projection, we can express the vector x by the linear
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combination of the orthogonal basis vectors as follows:

x =
n∑

j=1
yjuj

= Uy (3.130)

where y = [y1, . . . , yn]>. Substituting it into the full-order system (3.96a), we have

(K + sN)Uy = KK−1bI(s) = KUe1I(s). (3.131)

Multiplying U> from left side results in

(I − sTn)y = e1I(s) (3.132)

Applying the change of the variables y = D−1
n z in the equation yields

(D−1
n − sTnD−1

n )z = e1I(s) (3.133)

where

TnD−1
n =



−κ2 κ2 0
κ2 −(κ2 + κ4) . . .

. . . . . .
−(κ2n−4 + κ2n−2) κ2n−2

0 κ2n−2 −(κ2n−2 + κ2n)


. (3.134)

This is equivalent to the circuit equation of the Cauer circuit as shown in Fig. 3.13. We
find that yi, i = 1, . . . , n are the voltage drop by the resisters 1/κ2i−1, and zi, i = 1, . . . , n

are the loop current in the circuit.

ଵ

ଶ௤ସ…ଵ ଶ ௤
ଶ

+    𝑦ଵ    −
ଷ

+    𝑦ଶ    −
ଶ௤ିଵ

+    𝑦௤    −

Figure3.13: Cauer circuit and unknown variables

3.3.2 Remark

In [27], the SyPVL algorithm has been proposed, which is the symmetric version of the
PVL algorithm. The SyPVL algorithm reduces the computational cost by exploiting the

— 50—



Chapter 3. CVL 3.3 Cauer circuit via Lanczos algorithm

symmetry from the non-Hermitian Lanczos algorithm. Mathematically, the exploitation
of the symmetry is equivalent to the use of the self-adjoint property of the matrix A =
−K−1N . Therefore, the CLN method and its discretized version are essentially same as
the SyPVL nevertheless the algorithm looks different. It means that the CLN method
and its discretized version does not contribute to the improvement of the accuracy than
the SyPVL. Unlike the SyPVL method, however, the proposed method can generate the
Cauer II form without the similarity transformation. Note again that the difference is due
to the normalization condition of the orthogonal vectors in the Lanczos algorithm.

3.3.3 Application to Maxwell’s equations

MQS approximation of Maxwell’s equations with A method
Let us consider the eddy current problem in Section 3.2 again. The complex phasor
notation of the MQS approximation of Maxwell’s equations with A method is given by

∇ × ν∇ × A + sσA = j0I(s). (3.135)

where s = jω, I(s) is the input current and j0 is the current density when the unit current
flow in the conductor. We consider the Dirichlet and homogeneous Neumann boundary
conditions.

A × n = 0, on ΓD ∪ ΓPEC, (3.136)
(ν∇ × A) × n = 0, on ΓN. (3.137)

Since the terminal voltage V (s) is obtained by the time differential of the interlinkage
magnetic flux Φ, we can write it as

V (s) = s

∫
Ωc

A · j0I(s)dΩ. (3.138)

Using the FE discretization, we obtain the following FE equations.

(K + sN)x = bI(s), (3.139)

V (s) = sb>x (3.140)

where K, N ∈ RN×N are the non-singular symmetric positive semi-definite matrices, b ∈
RN×N . The Dirichlet boundary condition is already applied to the equations. As explained
in Section 2.8, we can maintain the symmetry of the FE matrices even after applying the
Dirichlet boundary condition. Therefore, the impedance of the system can be written as

Z(s) = R0 + sb>(K + sN)−1b (3.141)

where R0 is direct-current (DC) resistance of the conductor which can be obtained by

R0 =
∫

Ωc

|j0|2

σ
dΩ. (3.142)
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Recall that K must be non-singular when applying Algorithm 7 in order to take the
inverse of K. A problem arises when we use the edge elements to obtain the FE equations
because K becomes a singular matrix. Although we can solve the equation Kx = y by the
iterative methods, there remains undetermined gradient components such that Kz = 0
which correspond to the null-space of K. The component z would affect the computation of
the circuit parameters κ2i, i = 1, 2, . . . , d because (vi, vi)N = (x + z, x + z)N can not be
determined uniquely. Note that z does not affect the computation of κ2i−1, i = 1, 2, , . . . , d

because it holds that (ui, ui) = (x + z, x + z)K = (x, x)K . It means that the Cauer
circuit is not determined uniquely without the gauge conditions. To avoid the problem,
we have impose a gauge condition such as the tree-cotree gauge [84] on the FE equations
to make the curl-curl matrix K non-singular. As already mentioned in Section 2.7, this
kind of treatment results in the deterioration of ICCG convergence [85]. The other choice
is to employ the A − φ method which is explained in the next part.

Using Algorithm 7, we immediately obtain

Z(s) = R0 + s
[
0; 1

κ1
, 1

σκ2
, 1

κ3
, · · · , 1

κ2d−1
, 1

σκ2d

]
= R0 +

[
0; 1

sκ1
, 1

κ2
, 1

sκ3
, · · · , 1

sκ2d−1
, 1

κ2d

]
=
[
R0; 1

sL1
, R1, 1

sL2
, · · · , 1

sLd
, Rd

]
(3.143)

where Ln = κ2n−1, Rn = 1/κ2n, n = 1, 2, . . . , d. The Cauer circuit is exactly the same as
the one obtained in the CLN method shown in Fig. 3.8 and obtained in the continued
fraction expansion of PRF shown in Fig. 3.4. Since the FE matrices K, N are positive
semi-definite, we can ensure the circuit parameters are always non-negative.

MQS approximation of Maxwell’s equations with A − φ method
The eddy current problems can also be formulated with A − φ method. The complex
phasor notation of the MQS approximation of Maxwell’s equations with A − φ method is
given by

∇ × ν∇ × A + σ(jωA + ∇φ) = j0I(s) (3.144)
∇ · σ(jωA + ∇φ) = 0. (3.145)

The second equation is the current continuous equation. The following boundary condi-
tions are imposed on the unknown variables.

A × n = 0, on ΓD ∪ ΓPEC, (3.146)
(ν∇ × A) × n = 0, on ΓN (3.147)

φ = 0, on ΓPEC. (3.148)
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The voltage is given by

V = s

∫
Ωc

A · j0dΩI(s). (3.149)

Using the FE discretization, we obtain the following FE equations.([
K L
O M

]
+ s

[
N O
L> O

])[
a
φ

]
=
[
b
0

]
I(s), (3.150)

V (s) = s
[
b> 0

] [a
φ

]
(3.151)

To make the coefficient matrices symmetry, we transform the second equation:

φ = −sM−1L>a. (3.152)

We can eliminate φ from the equations as follows:

(K + s(N − LM−1L>))a = bI(s). (3.153)

The impedance of the system can be written as

Z(s) = R0 + sb>(K + s(N − LM−1L>))−1b. (3.154)

In this case, we do not have to impose the gauge condition on the curl-curl matrix K

because the circuit parameters are determined uniquely. Let us consider the i-th iteration
of Algorithm 7. The vectors vi, ui+1 have the undermined gradient component z1, z2 such
that Kz1 = Kz2 = 0. Then, we can show κ2i can be obtained uniquely.

(x + z1, x + z1)(N−LM−1L>) = (x, x)(N−LM−1L>) + (x + z1)>(N − LM−1L>)z1.
(3.155)

Using the discrete gradient operator [G], the undetermined gradient component can always
be written as z1 = [G]φ1. The second term of (3.155) becomes

(x + z1)>(N − LM−1L>)z1 = (x + z1)>([σ] − [σ][G]M−1[G]>[σ])[G]φ1

= (x + z1)>([σ][G] − [σ][G]M−1M)φ1

= 0 (3.156)

where N = [σ], L = [σ][G], M = [G]>[σ][G]. Thus, it holds that

(x + z1, x + z1)(N−LM−1L>) = (x, x)(N−LM−1L>) = κ2i, (3.157)

From this result, we can determine κ2i uniquely. The uniqueness of κ2i+1 obeys from

(x + z2, x + z2)K = (x, x)K + (x + z2)>Kz2 = (x, x)K . (3.158)

Therefore, all the parameters of the Cauer circuit can be uniquely determined without
imposing a gauge condition on the curl-curl matrix K.
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By applying Algorithm 7 to the second term of (3.154), we obtain

Z(s) = R0 + s
[
0; 1

κ1
, 1

σκ2
, 1

κ3
, · · · , 1

κ2d−1
, 1

σκ2d

]
= R0 +

[
0; 1

sκ1
, 1

κ2
, 1

sκ3
, · · · , 1

sκ2d−1
, 1

κ2d

]
=
[
R0; 1

sL1
, R1, 1

sL2
, · · · , 1

sLd
, Rd

]
(3.159)

where Ln = κ2n−1, Rn = 1/κ2n, n = 1, 2, . . . , d. The A − φ method is effective when we
use the edge elements to discretize Maxwell’s equations.

3.3.4 Cauer circuit via Non-Hermitian Lanczos algorithm

In the previous part, we derive the Cauer II form from a given transfer function by using
the self-adjoint Lanczos algorithm. Thanks to the self-adjoint property of the matrix
A = −K−1N with respect to K, N , the required computational cost and storage are as
half as those in the non-Hermitian Lanczos algorithm. However, when we consider a system
with the non-Hermite matrices or different input and output vectors, we can no longer
apply Algorithm 7 to the system. This is important when we consider the homogenization
of Maxwell’s equations and Darwin model of Mawell’s equations which are in the case of
this thesis. So, we consider the non-Hermitian version of the CVL method in this part.
We will prove that this can also be obtained by changing the orthonormal condition to
Un(0) = 1.

We can express the sets of biorthogonal basis vectors v1, . . . , vn and w1, . . . , wn obtained
by the non-Hermitian Lanczos algorithms 3 in the polynomial form as follows:

vi = Vi−1(A)v (3.160)
wi = Wi−1(A)w (3.161)

where Vi−1(λ), Wi−1(λ) are the polynomial of exact degree i − 1. In Algorithm 3, the
vectors are normalized to 1 i.e., |vi| = 1, (wi, vi) = 1. If we do not employ the orthonormal
condition, we can compute the biorthogonal vectors from the same polynomials. This can
be written as follows:

Proposition 4. Let be A ∈ FN×N , u1, u•
1 ∈ FN . The set of the biorthogonal vectors can

be generated from the following three term recurrence relation:

ξn+1Un(λ) = λUn−1(λ) − ηnUn−1(λ) − ζnUn−2(λ), n = 1, 2, . . . , (3.162)

where Un(λ) is the polynomial of exact degree n, U0(λ) = 1, U−1(λ) = 0, and ξn+1, ηn, ζn ∈
F. The biorthogonal vectors are generated by un = Un−1(A)u, u•

n = Un−1(A∗)u•, n =
1, 2, . . . . The biorthogonal condition can be written as

(um, u•
n) = δmnαn. (3.163)
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Proof. The proof is done by considering the Gram-Schmidt orthogonalization of Un(λ), n =
1, 2, . . . . Let us consider the i-th step of the Gram-Schmidt orthogonalization. In general,
the polynomial Ũi(λ) of exact degree i can be represented by

Ũi(λ) = λUi−1(λ) −
i∑

j=1
hj,iUj−1(λ) (3.164)

where hj,i ∈ F. Note that the orthogonality means

(Um(A)u1, Un(A∗)u•
1) = (Un(A)u1, Um(A∗)u•

1) = δmnαn+1, m, n = 0, 1, . . . , i.

Note that the term Un(A)Um(A) is commutative. Using the orthogonality of Ui(λ), we
can compute the coefficients hj,i as follows:

0 = (AUi−1(A)u1, Uj−1(A∗)u•
1) − hj,iαj

When j = i, i − 1, it holds that

hi,i = (Aui, u•
i )/αi, (3.165)

hi−1,i = (Aui, u•
i−1)/αi−1 = (ui−1, A∗u•

i )/αi−1. (3.166)

When j − 2 ≤ i, we have

(AUi−1(A)u1, Uj−1(A∗)u•
1) = (Ui−1(A)u1, A∗Uj−1(A∗)u•

1)
= 0 (3.167)

because ui ⊥ A∗Uj−1(A∗)u•
1 ∈ Kj+1(A∗, u•

1) ⊂ Ki−1(A∗, u•
1). Therefore, we have

hj,i = 0, j ≤ i − 2. (3.168)

This means that the vectors vi, wi are generated from the same polynomial in the non-
Hermitian Lanczos algorithm. The reason they appear different is that each vector is
normalized in a different way. If we employ the normalization condition Ui(0) = 1, i =
0, 1, . . . , we can write the matrix form of the non-Hermitian Lanczos algorithm as follows:

AUn = UnTn + κ2nκ2n−1un+1e>
n+1, (3.169)

A∗U•
n = U•

nT ∗
n + κ∗

2nκ∗
2n−1u•

n+1e>
n , (3.170)

U•∗
n AUn = Tn, (3.171)

U•∗
n+1Un+1 = Dn+1 (3.172)
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where Un = [u1, u2, . . . , un], U•
n = [u•

1, u•
2, . . . , u•

n] are the matrix whose column is the
biorthonormal Krylov subspace bases, Dn = [κ1, κ3, . . . , κ2n−1], and

Tn =



−κ1κ2 κ3κ2 0
κ1κ2 −κ3(κ2 + κ4) . . .

. . . . . .
−κ2n−3(κ2n−4 + κ2n−2) κ2n−1κ2n−2

0 κ2n−3κ2n−2 −κ2n−1(κ2n−2 + κ2n)


.

(3.173)

Let us consider the transfer function given as

H(s) = c>(K + sN)−1b

= u•>
1 (I − σA)−1u1 (3.174)

where σ = s − s0, A = −(K + s0N)−1N , u1 = (K + s0N)−1b, u•
1 = c. By changing

the orthonormal condition in the PVL method to Ui(0) = 1, i = 0, 1, . . . , we obtain the
reduced-order model in the form of the continued fraction.

Hn(σ) = u•>
1 u1 · e>

1 (I − σTn)−1e1

=
1

1
κ1

+
1

1
σκ2

+
1

1
κ3

+
. . .

1
κ2n−1

+
1
1

σκ2n

=
[
0; 1

κ1
, 1

σκ2
, 1

κ3
, · · · , 1

κ2n−1
, 1

σκ2n

]
(3.175)

The non-Hermitian version of CVL is shown in Algorithm 8. Here, we assume that there
is no breakdown in the iteration. Using the algorithm, we obtain the Cauer circuit Fig.
3.9 - 3.12.

3.3.5 Cauer circuit via transposition free non-Hermitian Lanczos

In Algorithm 8, we have to compute the inverse matrices K−1 and K−>. In the generation
of reduced-order model of the Darwin model of Maxwell’s equations, we cannot take the
inverse of K−>. This is explained in Chapter 5. In this part, we discuss the numerically
equivalent but transposition free CVL algorithm.

In the context of the iterative methods for asymmetric matrices, there are techniques
for stabilizing the BCG algorithm which is based on the non-Hermitian Lanczos algo-
rithm. The conjugate gradient squared (CGS) algorithm [75] is one of them. The CGS
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Algorithm 8 Cauer circuit via non-Hermitian Lanczos algorithm
Input: expansion point s0, non-Hermitian matrices K, N ∈ RN×N , vectors b, c ∈ RN ,

A = −(K + s0N)−1N , iteration step n.
Output: set of biorthogonal vectors u1, . . . , un, u•

1, . . . , u•
n, v1, . . . , vn, v•

1, . . . , v•
n and

parameters in the continued fraction expansion κ1, . . . , κ2n.
Initialisation :u1 = (K + s0N)−1b, u•

1 = c, (u1, u•
1) = κ1, v0 = 0, v•

0 = 0.
1: for i = 1 to d do
2: vi = vi−1 + 1

κ2i−1
ui,v•

i = v•
i−1 + 1

κ2i−1
u•

i ,
3: κ2i = −(Avi, v•

i ),
4: ui+1 = ui + 1

κ2i
Avi,u•

i+1 = u•
i + 1

κ2i
A>v•

i ,
5: κ2i+1 = (ui+1, u•

i+1),
6: end for
7: return u1, . . . , un, u•

1, . . . , u•
n, v1, . . . , vn, v•

1, . . . , v•
n, κ1, . . . , κ2n.

method does not require matrix transposition, but it is an equivalent algorithm to the
BCG method. Using the same principle, we consider that we can derive the transposition
free CVL algorithm.

Let us consider the i-th step of the CVL algorithm. We find the circuit parameters are
determined by

κ2i = −(AVi−1(A)u1, Vi−1(A∗)u•
1), (3.176)

κ2i+1 = (Ui−1(A)u1, Ui−1(A∗)u•
1). (3.177)

These are equivalent to

κ2i = −(AV 2
i−1(A)u1, u•

1), (3.178)
κ2i+1 = (U2

i−1(A)u1, u•
1). (3.179)

If we obtain the new vectors ũi = U2
i−1(A)u1, ṽi = V 2

i−1(A)u1, we do not need the
computation of the transposition of A. Indeed, we obtain the two-term recurrence relations
for V 2

i−1(λ) and U2
i (λ) by taking the square of both side of the two term recurrence relations

as follows:

V 2
i−1(λ) = (V 2

i−2(λ) + 1
κ2i−1

Ui−1(λ))2

= V 2
i−2(λ) + 2

κ2i−1
Ui−1(λ)Vi−2(λ) + 1

κ2
2i−1

U2
i−1(λ) (3.180)

U2
i (λ) = (U2

i−1(λ) + λ

κ2i
Vi−1(λ))2

= U2
i−1(λ) + λ

κ2i
(2Ui−1(λ)Vi−1(λ) + λ

κ2i
V 2

i−1(λ)) (3.181)
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These recurrence relations are not closed due to the terms Ui−1(λ)Vi−2(λ), Ui−1(λ)Vi−1(λ).
To make the recurrence relations closed, we add the following relations:

Ui−1(λ)Vi−2(λ) = Ui−2(λ)Vi−2(λ) + λ

κ2i−2
V 2

i−2(λ), (3.182)

Ui−1(λ)Vi−1(λ) = Ui−1(λ)Vi−2(λ) + 1
κ2i−1

U2
i−1(λ) (3.183)

which can be derived from the two-term recurrence relations. Setting the auxiliary vec-
tors si−1 = Ui−1(A)Vi−2(A)u1, ti = Ui−1(A)Vi−1(A)u1, we obtain the transposition free
version of the CVL algorithm shown in Algorithm 9. In this algorithm, we have to com-
pute the matrix-vector product of A and p twice per iteration instead of computing the
transposition.

Algorithm 9 transposition free version of Cauer circuit via non-Hermitian Lanczos algo-
rithm
Input: expansion point s0, non-Hermitian matrices K, N ∈ RN×N , vectors b, c ∈ RN ,

A = −(K + s0N)−1N , iteration step n.
Output: set of biorthogonal vectors ũ1, . . . , ũn, ṽ1, . . . , ṽn, and parameters in the con-

tinued fraction expansion κ1, . . . , κ2n.
Initialisation :ũ1 = (K + s0N)−1b, u•

1 = c, (u1, u•
1) = κ1, ṽ0 = 0, s0 = 0.

1: for i = 1 to d do
2: ṽi = ( 1

κ2i−1
)2ũi + 2

κ2i−1
si−1 + ṽn−1,

3: κ2i = −(Aṽi, u•
1),

4: ti = si−1 + 1
κ2i−1

ũi,
5: si = ti + 1

κ2i
Aṽn,

6: ũi+1 = ũi + 1
κ2i

A(si + ti),
7: κ2i+1 = (ũi+1, u•

1),
8: end for
9: return ũ1, . . . , ũn, ṽ1, . . . , ṽn, κ1, . . . , κ2n.

3.3.6 Numerical result

Toy model
First, we consider a simple system governed by

(G + sC)x = bu (3.184a)

y = b>x (3.184b)
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where u and y are the input and output, respectively, and

G =
[
2 0
0 1

]
, C =

[
8 2
2 5

]
,

b =
[
1
2

]
.

A = −G−1C is given by

A =
[
−4 −1
−2 −5

]
. (3.185)

Note that A is not symmetric, whereas G and C are self-adjoint matrices. The transfer
function is analytically given by

H(s) = b>(G + sC)−1b

=
[
1 2

] [2 + 8s 2s
2s 1 + 5s

]−1 [1
2

]
= 1

36s2 + 18s + 2
[
1 2

] [1 + 5s −2s
−2s 2 + 8s

] [
1
2

]
= 29s + 9

10s2 + 12s + 2
=
[
0; 2

9 , 81
104s , 2704

225 , 25
936s

]
. (3.186)

The continued fraction in the last line is obtained using the Euclidean algorithm. By
applying Algorithm 7 to (3.184), the orthogonal basis and constants κn are obtained as
follows:

u1 = G−1b =
[1

2 0
0 1

] [
1
2

]
=
[1

2
2

]
κ1 = (u0, u0)G =

[1
2 2

] [2 0
0 1

] [1
2
2

]
= 9

2

v1 = − 1
κ0

u0 = −2
9

[1
2
2

]
=
[
−1

9
−4

9

]
κ2 = (v1, v1)C =

[
−1

9 −4
9
] [8 2

2 5

] [
−1

9
−4

9

]
= 104

81

u2 = u0 − 1
κ1

Av1 =
[1

2
2

]
− 104

81

[
−4 −1
−2 −5

] [
−1

9
−4

9

]
=
[
− 5

26
− 5

52

]
κ3 = (u1, u1)G =

[
− 5

26 − 5
52
] [2 0

0 1

] [
− 5

26
− 5

52

]
= 225

2704

v2 = v1 − 1
κ2

u1 =
[
−1

9
−4

9

]
− 2704

225

[
− 5

26
− 5

52

]
=
[ 11

5
−8

5

]
κ4 = (v2, v2)C =

[11
5 −8

5
] [8 2

2 5

] [ 11
5

−8
5

]
= 936

25

From this result, we confirm that each term in the continued fraction expansion of the
transfer function is obtained by the proposed algorithm.
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Axisymmetric reactor
As the second numerical example, we consider a magnetic reactor widely used in power
electric circuits. For simplicity, the magnetic reactor is assumed to be axisymmetric, as
shown Fig. 3.14, whereas the proposed method can be applied to three-dimensional prob-
lems in principle. When using a mesh with 166681 elements and 83491 nodes, the FE
analysis of the time response of this magnetic reactor excited by a pulse width modulation
(PWM) requires approximately 30 h with Intel(R) Core i7-7700 CPU @ 3.60 GHz, RAM
8.00 GB. Values κn in the Cauer circuit obtained by the proposed method are summarized

[mm]

(linear)

Radius ିସ [m]
Conductivity ଻ [S/m]

Figure3.14: Axisymmetric reactor.

in Table. 3.1. The frequency characteristics of the reactor are computed by FEM and the
obtained equivalent circuit, as shown in Fig. 3.15. To evaluate the dependence on the
number of stages, stage number n is increased from 1 to 5. The left figure is the char-
acteristic of the real part of the impedance, which represents the AC resistance, whereas
the right is the imaginary part, which represents the stored magnetic energy. The results
obtained by using the equivalent circuit are in good agreement with those yielded by FEM,
particularly when n = 5 where the skin effect is significant.

It takes 49 s to construct a five-stage Cauer circuit that is obtained by truncating
Algorithm 7 at n = 5 whereas it takes 140 s to get the impedance at each of 27 frequencies
by using FEA . While the conventional FEM needs solving the FE equation numerous
times to obtain the time response, we rapidly obtain the time response to solve the circuit
equation of the obtained Cauer circuit because the dimension of the circuit equation is
much smaller than that of the FE equation.
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Table3.1: Values in the continued fraction obtained by the proposed method

n κ2n−1 κ2n

1 5.015 × 10−3 2.270 × 10−6

2 1.965 × 10−1 1.018 × 10−7

3 1.821 × 100 8.433 × 10−8

4 2.013 × 100 3.041 × 10−8

5 7.055 × 100 1.839 × 10−8
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Figure3.15: Frequency characteristic of the obtained continued fraction and the results
from FEA.

Then, we performed the time domain analysis of the obtained Cauer circuit excited by
a 200 kHz PWM, which is shown in Fig. 3.16. In the time domain analysis, the stage
number is fixed to n = 5. The waveforms of the Joule losses are plotted in Fig. 3.16. The
results obtained from FEM and the DC model which is consisted of the DC resistance
and DC inductance are also plotted in the figure. The Joule losses obtained by the DC
model is different from the others because of the eddy current effects. We observe that the
waveform of the Joule losses obtained by the Cauer circuit is in good agreement with that
obtained by FEM. We conclude that the eddy current effects are accurately evaluated by
the Cauer circuit.

Note that it takes approximately 2.2 s to obtain the time response by the Cauer circuit,
whereas it takes approximately 30 h to do so by FEM. In addition, the Cauer circuit can
simulate eddy current losses comparable to those obtained by FEM.
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Figure3.16: Temporal changes in voltage and Joule losses obtained by the simple series
circuit of DC resistance and inductance (DC model), and proposed linear equivalent circuit
and FEM excited by PWM with 200kHz, 5V carrier.
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Chapter 4.

Homogenization and model order
reduction

4.1 Homogenization method
4.1.1 What is homogenization?

In electromagnetic apparatuses, magnetic composite which consists of the conductors and
air is often used to prevent globally flowing eddy currents. For example, consider an iron
core used in a transformer. Excitation generates a magnetic flux in the iron core. Since
the iron core is conductive, eddy currents are generated to prevent the time variation of
the magnetic flux. When the iron core is not divided, large eddy currents are generated
globally, as shown in Fig. 4.1 (a). On the other hand, if the iron core is divided and
insulated as shown in Fig. 4.1 (b), the loss can be greatly reduced by only allowing
eddy currents to flow in each insulating part. Thus, the iron core used in transformers
and rotating machines is made of numerous layers of thin steel sheets, i.e., magnetic
steel sheets. The Litz wire, which is made by twisting fine wires, and the soft magnetic

ୣୢୢ୷

(a) (b)

ୣୢୢ୷

(c)

Figure4.1: Eddy currents in the (a) bulk core, (b) divided iron core, and (c) bulk core
with complex permeability. In (c), the eddy currents are expressed by the equivalent
diamagnetic field Heddy.
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composite (SMC), which is made by sintering fine insulated iron powder, are also widely
used for the same reason.

Since the electromagnetic apparatus is made of the magnetic composite, it is neces-
sary to divide the conductors into finite elements considering the skin depth in order to
calculate the eddy current losses accurately. However, modeling the microstructure and
finite element discretization result in a large number of unknowns, which increase the
computational cost. The homogenization method is one way to avoid this problem. In
the homogenization method, the microstructure is replaced by a homogeneous material
which has equivalent macroscopic property to the magnetic composite. The macroscopic
properties are expressed by complex permeability µ̇ or 〈µ̇〉. In this thesis, µ̇ denotes the
complex permeability of a single material and 〈µ̇〉 denotes the complex permeability of
magnetic composite. Let us consider the magnetic steel sheets illustrated in Fig. 4.1
again. Using the homogenization method, the magnetic steel sheets are replaced by a ho-
mogeneous core whose permeability is 〈µ̇〉 as shown in Fig. 4.1 (c). Since the conductivity
of the homogeneous material is zero, the governing equation can be written by the static
Maxwell equations. We do not have to consider the skin depth when we discretize the
homogeneous material into the finite elements. Therefore, the overall unknown numbers
can be reduced.

4.1.2 Homogenization of plate, cylinder, sphere

In this part, we will give the explicit expression of the complex permeability µ̇ of
elementary-shaped conductors such as plates, cylinders, and spheres. It is significant
to consider the elementary-shaped conductors because they are widely used in the
electromagnetic apparatuses. In addition, using the Ollendorff formula, we can obtain
the complex permeability 〈µ̇〉 of the composite materials including elementary-shaped
conductors.

The complex permeability µ̇ is defined by the average reaction B to the uniform magnetic
field H0. It can be written as

µ̇ = B

H0
. (4.1)

If we consider the elementary-shaped conductors such as plates, cylinders, and spheres,
we can obtain the average reaction B by analytically solving Maxwell’s equations.

Plate
Let us consider an isolated infinitely wide flat plate applied to a uniform time-harmonic
magnetic field H0 as shown in Fig. 4.2. The thickness of the plate, the conductivity, and
the permeability are d, σ and µ, respectively. The coordinate system (x, y, z) is introduced
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where y and z-axes are defined parallel to H0 and plate. We consider only Hy(x), Ez(x)
as the eddy currents flow in z direction. From the MQS approximation of Maxwell’s
equations, we have

−∂Hy

∂x
= σEz, (4.2)

∂Ez

∂x
= −jωµHy, (4.3)

where ω is the angular frequency. Eliminating Ez from the equations, we obtain

଴

௬

Figure4.2: Cross-section of a plate immersed in a uniform time-harmonic magnetic field.

d2Hy

dx2 + k2Hy = 0 (4.4)

where k2 = −jωσµ. The general solution of the ordinary differential equation is written
as

Hy = A cos kx + B sin kx (4.5)

From the boundary conditions

Hy(d) = H0, (4.6)
Ez(0) = 0, (4.7)

we have

Hy = H0
cos kx

cos kd
. (4.8)

The average response can be calculated as

By = 1
2d

∫ d

−d

µHydy = µH0

2d cos kd

[
1
k

sin kx

]d

−d

= µH0
tan kd

kd
. (4.9)
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From the definition, we obtain

µ̇ = By

H0
= µ

tan z

z
=

µ

1 −
z2

3 −
z2

5 −
z2

. . .

(4.10)

where z = kd. The loss density in the plate can be written as

we = jωµ̇|H0|2. (4.11)

By analogy with electric circuits, we can consider jωµ̇ to be equivalent to an impedance.
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Figure4.3: Frequency dependence of relative complex permeability µ̇r = µr
tan z
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In fact, we have

jωµ̇ =
1

1
jωµ

+
1

3
σd2 +

1
5

jωµ
+

1
. . .

=
[
0; 1

jωµ , 3
σd2 , 5

jωµ , 7
σd2 , · · ·

]
(4.12)

which can be interpreted as the impedance of the Cauer circuit. In Fig. 4.3, the real
and imaginary parts of the complex permeability are plotted against the frequency where
σ = 1.05 Sm−1, µr = 1000. The real and imaginary parts represent the permeability
considering the diamagnetic effect of the eddy currents and the eddy current losses. We
observe that the real part of the complex decreases monotonically due to the diamagnetic
effect of the eddy currents. In Fig. 4.4, the real and imaginary parts of the impedance jωµ̇

are plotted against the frequency. In this case, the real part of the impedance represents
the eddy current losses which increases monotonically.

Cylinder
Let us consider an isolated cylinder applied to a uniform time-harmonic magnetic field H0

as shown in Fig. 4.5. The radius of the cylinder, the conductivity, and the permeability
are a, σ, and µ, respectively. The coordinate systems (x, y, z) and (r, θ, z) are introduced
where y and z-axes are defined parallel to H0 and the longitudinal of the cylinder. We
consider only Hr(r, θ), Hθ(r, θ), Ez(r, θ) as the eddy currents flow in z direction. From the
MQS approximation of Maxwell’s equations, we have

1
r

∂

∂r
(rHθ) − 1

r

∂Hr

∂θ
= σEz, (4.13)

1
r

∂Ez

∂θ
= −jωµHr, (4.14)

−∂Ez

∂r
= −jωµHθ. (4.15)

Eliminating Hr, Hθ, we have

∂2Ez

∂r2 + 1
r

∂Ez

∂r
+ 1

r2
∂2Ez

∂θ2 + k2Ez = 0 (4.16)

where k2 = −jωσµ. Applying the variable separation Ez(r, θ) = R(r)Θ(θ), we obtain

r2 d2R

dr2 + r
dR

dr
+ (k2r2 − β2)R = 0, (4.17)

d2Θ
dθ2 + β2Θ = 0 (4.18)
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where β is a constant. Due to the periodicity of Ez(r, θ) for the θ-direction, β must be
integer numbers n. Since (4.17) is the Bessel’s differential equation, we can write the
general solution as follows:

଴

௬

Figure4.5: Cross-section of a cylinder immersed in a uniform time-harmonic magnetic
field.

Ez(r, θ) =
∞∑

n=0
Jn(kr)(An cos nθ + Bn sin nθ) (4.19)

where Jn(ζ) is the n-th order Bessel function of the first kind. From the boundary condi-
tions

Hθ(a, θ) = H0 cos θ, (4.20)
Ez(r, π/2) = 0, (4.21)

we have

Ez(r, θ) = jωµH0J1(kr)
kJ ′

1(ka) cos θ, (4.22)

Hθ(r, θ) = H0J ′
1(kr)

J ′
1(ka) cos θ, (4.23)

Hr(r, θ) = H0J1(kr)
krJ ′

1(ka) sin θ. (4.24)
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Figure4.6: Frequency dependence of relative complex permeability µ̇r = µr
J1(z)

zJ′
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Figure4.7: Frequency dependence of impedance jωµ̇ = jωµ J1(z)
zJ′

1(z) .

The average response can be calculated as follows:

By = µ

πa2

∫ a

0
rdr

∫ 2π

0
dθ(Hθ cos θ + Hr sin θ)

= µ

πa2
H0π

kJ ′
1(ka)

∫ a

0
(krJ ′

1(kr) + J1(kr))dr

= µ

πa2
H0π

kJ ′
1(ka)

[
rJ1(kr)

]a

0

= µ
J1(ka)

kaJ ′
1(ka)H0 (4.25)

From the definition, we obtain

µ̇ = By

H0
= µ

J1(ka)
kaJ ′

1(ka) . (4.26)
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This can be also expressed as

µ̇ = µ
J1(z)
zJ ′

1(z) = µ
1

zJ0(z)
J1(z) − 1

=
µ

1 −
z2

4 −
z2

6 −
z2

. . .

(4.27)

jωµ̇ =
[
0; 1

jωµ , 4
σa2 , 6

jωµ , 8
σa2 , · · ·

]
(4.28)

where z = ka. The derivation using the equivalent dipole moment is given in [53]. In Fig.
4.6, the profile of the complex permeability is plotted as the frequency where σ = 1.07

Sm−1, µr = 1.0. In Fig. 4.7, the profile of the impedance jωµ̇ is plotted as the frequency.

Sphere
Let us consider an isolated sphere applied to a uniform time-harmonic magnetic field H0

as shown in Fig. 4.8. The radius of the sphere, the conductivity, and the permeability
are a, σ, and µ, respectively. The coordinate systems (x, y, z) and (r, θ, ϕ) are introduced
where y are defined parallel to H0. We consider only Hr(r, θ), Hθ(r, θ), Eϕ(r, θ) as the
eddy currents flow in ϕ-direction. From the MQS approximation of Maxwell’s equations,
we have

𝑧

𝑥

𝑦

𝑎

𝐻଴

𝐻௬ 𝑟, 𝜃 𝑟
𝜃

𝜑

Figure4.8: A sphere immersed in a uniform time-harmonic magnetic field.

1
r

[
∂

∂r
(rHθ) − ∂Hr

∂θ

]
= σEϕ, (4.29)

1
r sin θ

∂

∂θ
(Eϕ sin θ) = −jωµHr, (4.30)

−1
r

∂

∂r
(rEϕ) = −jωµHθ (4.31)
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Eliminating Hr, Hθ, we have

1
r

[
∂2

∂r2 (rEϕ) + ∂

∂θ

(
1

r sin θ

∂

∂θ
(Eϕ sin θ)

)]
+ k2Eϕ = 0 (4.32)

where k2 = −jωσµ. Applying the variable separation Eϕ(r, θ) = R(r)Θ(θ), we obtain

r
d2

dr2 (rR) + (k2r2 − β2)R = 0, (4.33)

d

dθ

(
1

sin θ

d

dθ
(Θ sin θ)

)
+ β2Θ = 0. (4.34)

The second equation can be written as

1
sin θ

d

dθ

(
sin θ

dΘ
dθ

)
+
(

β2 − 1
sin θ2

)
Θ = 0. (4.35)

Applying the change of variable t = cos θ, we obtain

d

dt

(
1

1 − t2
dΘ
dt

)
+
(

β2 − 1
1 − t2

)
Θ = 0. (4.36)

This is the associated Lengendre differential equation. We can find the bounded solutions
if and only if β2 = l(l + 1) where l is a integer number. The solutions P 1

l (t), Q1
l (t) are

called the l-th order associated Legendre polynomials and l-th order Legendre functions
of the second kind.

Then, equation (4.33) can be written as

d2R

dr2 + 2
r

dR

dr
+
(

k2 − l(l + 1)
r2

)
R = 0. (4.37)

This is the spherical Bessel differential equation. The solutions jl(kr), nl(kr) are called the
spherical Bessel function and spherical Neumann function. Since the spherical Neumann
function diverges at the origin, the general solution of our interest can be written as

Eϕ(r, θ) =
∞∑

l=0
jl(kr)(Al1P 1

l (cos θ) + Bl1Q1
l (cos θ)). (4.38)

From the boundary conditions

Hθ(a, θ) = H0 sin θ, (4.39)
Eϕ(r, 0) = 0, (4.40)

we have

Eϕ(r, θ) = A11j1(kr)P 1
1 (cos θ) = −A11j1(kr) sin θ (4.41)

Hθ(r, θ) = − A11

jωµr

d

dr
(rj1(kr)) sin θ (4.42)

Hr(r, θ) = A11

jωµr
j1(kr)2 cos θ (4.43)
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where

A11 = jωµaH0

j1(ka) + kaj′
1(ka) . (4.44)

The average response can be calculated as

By = µ
4πa3

3

∫ a

0
r2dr

∫ π

0
sin θdθ

∫ 2π

0
dϕ(Hr cos θ − Hθ sin θ)

= 3µ

4πa3
2πA11

jωµ

∫ a

0
rdr

∫ π

0

(
j1(kr)2 cos θ2 sin θ + d

dr
(rj1(kr)) sin θ3

)
dθ

= 3µ

4πa3
2πA11

jωµ

4
3

∫ a

0

(
rj1(kr) + r

d

dr
(rj1(kr))

)
dr

= µ

a3
2A11

jωµ

[
r2j1(kr)

]a

0

= µ

a3
2A11

jωµ
a2j1(ka)

= 2µj1(ka)
j1(ka) + kaj′

1(ka)H0. (4.45)

From the definition, we obtain

µ̇ = By

H0
= µ

2j1(z)
j1(z) + zj′

1(z) = µ
2(z − tan z)

(1 − z2) tan z − z

=
2µ

2 −
z2

5 −
z2

7 −
z2

. . .

(4.46)

jωµ̇ =
[
0; 1

jωµ , 10
σa2 , 7

2jωµ , 18
σa2 , 11

2jωµ , · · ·
]

(4.47)

where z = ka. This result is consistent with that given in [101]. In Fig. 4.9, the profile of
the complex permeability is plotted as the frequency where σ = 1.06 Sm−1, µr = 10.0. In
Fig. 4.10, the profile of the impedance jωµ̇ is plotted against the frequency.

Once we obtain the complex permeability µ̇, we can use it in FEA. It has been shown the
eddy current losses Peddy due to the uniform magnetic field H0 can correctly be computed
by using the complex permeability. The complex power can be written as

P = jω
2

∫
Ω

µ|H|2dΩ (4.48)

where µ is set to µ̇ in the homogenized material. The real and imaginary parts represent
the sum of Peddy and time variation in the stored magnetic energy. Note here that the
homogenized materials can be subdivided into the finite elements without considering the
skin depth. Thus the number of unknowns can be reduced.
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Figure4.9: Frequency dependence of relative complex permeability µ̇r = µr
2(z−tan z)

(1−z2) tan z−z .
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Figure4.10: Frequency dependence of impedance jωµ̇ = jωµ 2(z−tan z)
(1−z2) tan z−z .

However, the FE discretization of each homogenization would still result in a large
equation when the number of the elementary-shaped conductors is large. To overcome
this problem, homogenization of magnetic composite is effective. In the next part, we
introduce the two kinds of homogenization approach: Ollendorff formula and unit cell
approach.

4.1.3 Ollendorff formula and unit cell approach

Ollendorff formula
Since the complex permeability represents the average response to the uniform magnetic
fields, we no longer have to consider the eddy currents inside the conductor. However, the
microstructure consists of the conductors and air. To deal with such magnetic composite,
the Ollendorff formula [54, 53] can be effectively used. The Ollendorff formula is given as

〈µr〉 = 1 + η(µr − 1)
1 + N(1 − η)(µr − 1) (4.49)
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where η, N are the volume fraction and diamagnetic constant of the elementary-shaped
conductor. This formula is essentially equivalent to the Maxwell-Garnett formula [102],
which is widely used in microwave engineering, and the Clausius-Mossotti formula [101],
which is widely used to evaluate the macroscopic permittivity of nonpolar molecules.
Igarashi [53] has proposed the extension of the Ollendorff formula to the evaluation of the
frequency response of the magnetic composite. The extended Ollendorff formula is given
as

〈µ̇r〉 = 1 + η(µ̇r − 1)
1 + N(1 − η)(µ̇r − 1) (4.50)

If we consider the magnetic composite of the round wire, the diamagnetic constant becomes
N = 1/2.

The frequency characteristics of the complex permeability 〈µ̇〉 of the magnetic composite
including cylinders are plotted in Fig. 4.11 where a = 0.005 m, σ = 1.07 Sm−1, µr = 1.0.
The curves for eta=1 are plotted as a limited case which cannot be realized by cylinders.
In Fig. 4.12, the profile of the impedance jω〈µ̇〉 is plotted as the frequency.

It is possible to treat the magnetic composite including the elementary-shaped conduc-
tors as a homogeneous material whose permeability is 〈µ̇〉. Note that the homogeneous
materials can be subdivided into finite elements without considering the magnetic com-
posite such as conductors and air. Therefore, the number of unknowns can be reduced
when the number of the conductors is large.

Unit cell approach
The Ollendorff formula is effective when we consider the magnetic composite including the
elementary-shaped conductors whose complex permeability µ̇ and diamagnetic constant N

are obtained analytically. For more general cases such as the magnetic composite including
the rectangular or multiple conductors, it is difficult to obtain 〈µ̇〉 because µ̇, N are not
obtained analytically. To deal with the problems, the unit cell approach can be effectively
used [55, 56, 57]. In this approach, the homogenized complex permeability 〈µ̇〉 is evaluated
by performing FE analysis in a elementary cell under appropriate boundary conditions.

Let us consider the magnetic composite as shown in Fig. 4.13. We assume that the
elementary cell Ωu, which is so-called unit cell, spans periodically. The unit cell consists of
a conductor whose conductivity and permeability are σ, µ and air. The coordinate system
(x, y, z) is introduced where the uniform magnetic field H0 = B0/µ0 is parallel to y-axis
shown in Fig. 4.14. The boundary conditions are given as follows:

A × n = 0, on ΓN, (4.51)
A = ±B0wez, on ΓD. (4.52)
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Figure4.11: Frequency dependence of relative complex permeability 〈µ̇r〉.
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Figure4.12: Frequency dependence of impedance jω〈µ̇〉.
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Figure4.13: Magnetic composite consisted of conductors and air
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Figure4.14: Unit cell applied to the uniform magnetic field H0 = B0/µ0

where n is outer unit normal on the boundary ∂Ωu. Solving the MQS approximation of
Maxwell’s equations,

∇ × H = σE, (4.53)
∇ × E = −jωB, (4.54)

we obtain the electromagnetic fields B(ω), E(ω) for each frequency. There are several
methods to obtain the complex permeability 〈µ̇〉. One is the method using the average
magnetization [56],

〈µ̇〉 = 1
1 − µ0M

B0

, (4.55)

M = jω
∫

Ωu

σxAzdΩ. (4.56)

This method is effective when we consider the conductor whose permeability is µ = 1.
The second is the method using the equivalence of the energy [57],

〈µ̇〉 =
−jω

∫
Ωu

|B|20dΩ
−jω

∫
Ωu

|B|2/µdΩ +
∫

Ωu
σ|E|2dΩ

. (4.57)

The formula can be applied to the unit cell including the conductor whose permeability is
not necessary µ = 1.

Although this approach seems to be effective, one has to perform FEA to obtain 〈µ̇〉 for
different frequencies and volume fractions of the homogeneous materials. To circumvent
this problem, we have proposed a new method using the CVL algorithm 8 to obtain the
closed form of the complex permeability 〈µ̇〉.
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4.2 Model order reduction for unit cell analysis
4.2.1 Formulation

To obtain the complex permeability in a closed form, we make FE equation

(K + sN)x = bB0 (4.58)

where x ∈ CN , b ∈ RN , s ∈ C are the unknown and right hand side vectors, and com-
plex frequency jω, respectively. In two-dimensional case, we use the node interpolation
functions wn

i to obtain the FE equation. The matrices can be written as

Kij =
∫

Ω
∇wn

i · ν∇wn
j dΩ, (4.59)

Nij =
∫

Ω
σwn

i wn
j dΩ, (4.60)

where ν is the magnetic resistivity. The right hand side vector becomes

bi = ±
N∑

j=1

∫
Ω

∇wn
i · ν∇wn

j dΩ, where i ∈ ΓD. (4.61)

Note that the right hand side vector arises from the Dirichlet boundary condition. To
obtain the complex permeability in the closed form, we have to make the transfer function.
To do so, we first focus on the denominator of the complex permeability (4.57). The
denominator represents the complex permeability stored in the unit cell. To express it by
the FE matrices, we use the following deformation.

jω
∫

Ωu

|B|2

µ
dΩ +

∫
Ωu

σ|E|2dΩ = −
∫

∂Ωu

E × H∗ndS. (4.62)

The right hand side, which represents the surface integral of the Poynting vector, is dis-
cretized by FEM to obtain

−
∫

∂Ωu

E × H∗ · ndS = jω
∫

∂Ωu

A × (∇ × A∗) · ndS

= ±jωwB0

∫
∂Ωu

ez × (∇ × A∗) · ndS

= jωc>x∗B0

= jωc>(K − jωN)−1b|B0|2 (4.63)

Substituting it into (4.57) yields

〈µ̇〉 =
−jω

∫
Ωu

|B|20dΩ
−
∫

∂Ωu
E∗ × H · ndS

= V

c>(K + jωN)−1b
(4.64)
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where V =
∫

Ωu
dΩ denotes the volume or are of the unit cell. To derive the Cauer

representation of the complex permeability, we expand the denominator

c>(K + jωN)−1b = l>(I − sA)−1

= l>r + sl>Ar + s2l>A2r + · · ·

= l>r + sl>(I − sA)−1Ar (4.65)

where l = c, r = K−1b, A = −K−1N , and s = jω. The first and second terms represent
the dc inductance and frequency-dependent term. By applying CVL algorithm 8 to the
second term, we obtain the finite continued fraction expression as follows:

〈µ̇〉 = V

l>r + sl>(I − sA)−1Ar

=
1

1
κ1

+
1

1
sκ2

+
1

1
κ3

+
. . .

1
κ2n−1

+
1
1

sκ2n

=
[
0; 1

κ1
, 1

sκ2
, 1

κ3
, · · · , 1

κ2n−1
, 1

sκ2n

]
(4.66)

where κ1 = Ldc = V/(l>r) = V/(c>K−1b).
The other way to obtain the complex permeability 〈µ̇〉 is to use the average magnetiza-

tion (4.55). The average magnetization can be written as

M = jω
∫

Ωu

σxAzdΩ

= jωc>x

= jωc>(K + sN)−1bB0 (4.67)

Substituting it to the definition of the complex permeability (4.55), we have

〈µ̇〉 = 1
1 − µ0sc>(K + sN)−1b

. (4.68)
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Applying the CVL algorithm 8, we obtain

〈µ̇〉 = V

l>r + sl>(I − sA)−1Ar

=
1

1
κ1

+
1

1
sκ2

+
1

1
κ3

+
. . .

1
κ2n−1

+
1
1

sκ2n

=
[
0; 1

κ1
, 1

sκ2
, 1

κ3
, · · · , 1

κ2n−1
, 1

sκ2n

]
(4.69)

Note that (4.55) can only applied to the unit cell consisted of a conductor whose perme-
ability is µr = 1.

4.2.2 Numerical result

Cylindrical conductor
The proposed method is applied to the analysis of a unit cell, 2w × 2w, each of which
includes a cylinder of radius a. The relative permeability and conductivity of the conductor
are assumed to be 1 and 5.76 × 107 S/m, respectively. The complex permeability is
computed by (4.66) and semi-analytical method based on the extended Ollendorff formula.
The results are plotted in Fig. 4.15. The horizontal axis denotes the radius normalized
by the skin depth δ =

√
2/ωσµ. We consider five different values of the ratio a/w. The

continued fraction is truncated at n = 5. The results obtained by the proposed method
are in good agreement with those obtained by the semi-analytical method. The values
in the continued fraction are summarized in Table 4.1 which are obtained by different
representations of the complex permeability (4.66), (4.69) where a/w = 0.5.

In Fig. 4.16, we plotted the relative error between the complex permeability obtained
by the proposed method and Ollendorff formula. The number of the stage is fixed at
n = 5. When the proportion of the radius to the width of the unit cell is a/w = 0.9 , we
observe that the relative errors are approximately 4.0 % for the real part, and 10 % for the
imaginary part, respectively. We consider that the discrepancy comes from the difference
of the formulation. Since this argue has not been validated, the validation is our future
work.

Rectangular conductor
The proposed method can treat the unit cell including arbitrary-shaped conductors which
cannot be accurately modeled by the semi-analytical method. The complex permeability

— 79—



MOR for Maxwell’s equations Shingo Hiruma

Normalized radius a/

0.4

0.6

0.8

1.0

Re
al

 p
ar

t

a/w=0.5, Ollendorff
a/w=0.6, Ollendorff
a/w=0.7, Ollendorff
a/w=0.8, Ollendorff
a/w=0.9, Ollendorff

a/w=0.5, Unit cell
a/w=0.6, Unit cell
a/w=0.7, Unit cell
a/w=0.8, Unit cell
a/w=0.9, Unit cell

0 1 2 3 4 5 6 7 8
Normalized radius a/

0.30

0.25

0.20

0.15

0.10

0.05

0.00

Im
ag

in
ar

y 
pa

rt

a/w=0.5, Ollendorff
a/w=0.6, Ollendorff
a/w=0.7, Ollendorff
a/w=0.8, Ollendorff
a/w=0.9, Ollendorff

a/w=0.5, Unit cell
a/w=0.6, Unit cell
a/w=0.7, Unit cell
a/w=0.8, Unit cell
a/w=0.9, Unit cell

Figure4.15: Unit cell and dependence of the complex permeability on the normalized
radius a/δ.
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Figure4.16: The difference between the complex permeability obtained by the proposed
method and Ollendorff formula.
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Table4.1: Values in the continued fraction obtained by two representations of the complex
permeability (cylinder a/w = 0.5).

Average magnetization Energy

n Odd term κ2n+1 Even term κ2n+2 Odd term κ2n+1 Even term κ2n+2

0 1.000 × 100 8.882 × 10−9 1.000 × 100 8.883 × 10−9

1 2.895 × 100 3.825 × 10−10 2.895 × 100 3.817 × 10−10

2 1.286 × 101 5.397 × 10−11 1.291 × 101 5.364 × 10−11

3 3.493 × 101 1.551 × 10−11 3.527 × 101 1.303 × 10−11

4 1.233 × 103 8.157 × 10−12 7.496 × 101 4.316 × 10−12

of a rectangular conductor computed by (4.66) is plotted against the frequency in Fig.4.17,
where the complex permeability is anisotropic due to the rectangular conductor, which can
be obtained by applying the uniform magnetic fields parallel to x and y axes independently.
The values in the continued fraction are shown in Table 4.2.
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Figure4.17: Unit cell and dependence of the complex permeability on the frequency.

Elliptic conductor
The complex permeability of a elliptic conductor computed by (4.69) is plotted against
the normalized frequency in Fig.4.18 and Fig.4.19, where the complex permeability is
anisotropic due to the elliptic conductor, which can be obtained by applying the uniform
magnetic fields parallel to x and y axes independently where a/w = 0.9. We consider five
different values of the ratio b/w. The continued fraction is truncated at n = 5. The curves
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Table4.2: Values in the continued fraction obtained by the representation of the energy
(rectangular).

〈µ̇x〉r 〈µ̇y〉r

n Odd term κ2n+1 Even term κ2n+2 Odd term κ2n+1 Even term κ2n+2

0 1.000 × 100 4.223 × 10−4 1.000 × 100 2.530 × 10−4

1 4.441 × 10−1 5.364 × 10−5 7.369 × 10−1 3.213 × 10−5

2 8.277 × 10−1 1.030 × 10−5 1.381 × 100 5.780 × 10−6

3 1.732 × 100 2.826 × 10−6 −7.016 × 100 −1.891 × 10−4

4 3.286 × 100 8.729 × 10−7 2.035 × 100 1.668 × 10−6

for b/w = 0.9 is equivalent to that in Fig.4.15 for a/w = 0.9. The values in the continued
fraction are shown in Table 4.3 where a/w = 0.9, b/w = 0.5.
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Figure4.18: Unit cell including elliptic conductor and frequency dependence of the complex
permeability 〈µ̇y〉r.

Convergence analysis
As can be seen in Table 4.2, 4.3, the negative term appears in the latter term of the
continued fraction. Since even terms κ2n, n = 1, 2, . . . , are relatively small, we consider
the negative terms are caused by the convergence criterion of the ICCG method and the
discretization error of the unit cells. To verify these effects, we examine the changes in
each term of the continued fraction by changing the convergence criterion and the size
of the FE elements. In the following, we consider the case of the cylinder conductor
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Figure4.19: Unit cell including elliptic conductor and frequency dependence of the complex
permeability 〈µ̇x〉r.

Table4.3: Values in the continued fraction obtained by the representation of the average
magnetization (ellipse, a/w = 0.9, b/w = 0.5).

〈µ̇y〉r 〈µ̇x〉r

n Odd term κ2n+1 Even term κ2n+2 Odd term κ2n+1 Even term κ2n+2

0 1.000 × 100 1.598 × 10−8 1.000 × 100 5.183 × 10−8

1 2.000 × 100 6.960 × 10−10 7.710 × 10−1 6.625 × 10−9

2 1.005 × 101 2.009 × 10−10 1.663 × 100 1.592 × 10−9

3 3.430 × 101 8.406 × 10−11 3.402 × 100 5.506 × 10−10

4 1.508 × 102 8.978 × 10−10 5.976 × 100 −1.412 × 10−9

whose ratio is a/w = 0.6. Table 4.4 summarizes the changes in the values of each term
in the series of fractions when the convergence criterion of the ICCG method is varied as
ε = 10−7, 10−10, and 10−15 without changing the maximum element size 1.0µm. Table
4.4 shows that the value of κ8 becomes positive when the criterion value is made more
strict. This indicates that the influence of the convergence criterion appears in the latter
stages of the Cauer circuit. However, the value of κ9 is still negative even with a severe
convergence criterion, which is considered to be the discretization error of the unit cell.
Next, the same calculation was performed with the element size of 0.5µm to verify the
effect of the unit cell discretization error. The results are summarized in Table 4.5. The
results show that reducing the element size results in a positive value for κ9. However,
since negative values are found after κ10, the effect of finite element discretization will
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appear in the latter stages of the Cauer circuit.

Table4.4: Values of κn in continued fraction when a/w = 0.6. The convergence criterion
is tested for 10−7, 10−10, 10−15 (maximum element size 1.0µm).

ε = 10−7 ε = 10−10 ε = 10−15

n κn

1 1.000 × 100 1.000 × 100 1.000 × 100

2 1.842 × 10−8 1.842 × 10−8 1.842 × 10−8

3 1.857 × 100 1.857 × 100 1.857 × 100

4 9.331 × 10−10 9.333 × 10−10 9.333 × 10−10

5 7.443 × 100 7.440 × 100 7.440 × 100

6 1.368 × 10−10 1.369 × 10−10 1.369 × 10−10

7 1.962 × 101 1.966 × 101 1.966 × 101

8 −1.092 × 10−13 2.476 × 10−11 2.476 × 10−11

9 −4.467 × 108 −2.303 × 108 −2.304 × 108

10 1.089 × 10−13 −9.532 × 10−11 −9.531 × 10−11

4.3 Finite element analysis of homogenization of Maxwell’s
equations

4.3.1 Formulation in frequency domain

Using the homogenization method, we can replace the microstructure by a homogeneous
material. To obtain the eddy current losses, we solve the static Maxwell equations,

∇ × ν∇ × A = J0 (4.70)

where the permeability is set to ν = µ̇−1 or ν = 〈µ̇〉−1 in the homogeneous material. The
FE discretization results in

K(s)x = b (4.71)

where the coefficient matrix K(s) ∈ CN×N depends on the complex frequency s = jω.
The complex power in the analysis domain can be computed by

P = jω
2

∫
Ω

|B|2

ν
dΩ = jω

2

∫
Ω

A · J0dΩ. (4.72)

The real part of the complex power represents the Joule losses due to the eddy currents
in the homogeneous domain.
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Table4.5: Values of κn in continued fraction when a/w = 0.6. The convergence criterion
is tested for 10−7, 10−10, 10−15 (maximum element size 0.5µm).

ε = 10−7 ε = 10−10 ε = 10−15

n κn

1 1.000 × 100 1.000 × 100 1.000 × 100

2 1.842 × 10−8 1.842 × 10−8 1.842 × 10−8

3 1.857 × 100 1.857 × 100 1.857 × 100

4 9.328 × 10−10 9.328 × 10−10 9.328 × 10−10

5 7.453 × 100 7.453 × 100 7.453 × 100

6 1.365 × 10−10 1.365 × 10−10 1.365 × 10−10

7 1.980 × 101 1.980 × 101 1.980 × 101

8 3.408 × 10−11 3.363 × 10−11 3.363 × 10−11

9 9.084 × 101 3.271 × 101 3.262 × 101

10 9.256 × 10−10 −1.278 × 10−9 −1.298 × 10−9

4.3.2 Numerical result of frequency domain analysis

Let us consider an inductor consisted of an iron core and multi-turn coils. The multi-turn
coil is composed of the round wires. The complex permeability of multi-turn coils can be
computed by the proposed method. Here, the conductivity and relative permeability are
assumed to be σ = 5.76×107 S/m and µr = 1.0. The full and homogenized inductor models
are analyzed assuming that a/δ = 2. In Fig.4.20, the flux lines are in good agreement
although the coil region is not modeled in the homogenized model. As can be seen from
Fig. 4.21, we do not have to generate the fine finite elements in the coil region. Therefore,
the number of the total unknowns are reduced.

4.3.3 Formulation in time domain analysis

The homogenization method has a weak point that it is not straightforward to perform the
time domain analysis because the complex permeability is a complex function formulated
in the frequency-domain. The time-domain analysis is indispensable when quasi-static
electromagnetic fields are analyzed considering the magnetic saturation. Although there
are several methods of the time domain analysis of the homogenization method [100, 58],
it depends on the low-frequency approximation of the complex permeability. Therefore,
its accuracy would deteriorate as the driving frequency becomes higher.
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Figure4.20: Result of FEA of the full (right) and homogenized (left) models of an inductor.

Figure4.21: Mesh configuration of the full (right) and homogenized (left) models of an
inductor.

To overcome this difficulty, we represent the complex permeability by the Cauer circuit,
which is accurate over a wide frequency range. In [60], the circuit equations for auxiliary
unknowns coupled with the FE equation are solved simultaneously. Because the circuit
equation is considered in all the finite elements in the homogenized region, a numerous
auxiliary unknowns are involved. To solve this problem, we propose here a new method
for the homogenization of Maxwell’s equations in the time-domain that avoids the solution
of the circuit equation in the transient computation.

Let us consider the analysis domain Ω including the homogeneous material Ωh. The FE
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equations depends on the complex permeability 〈µ̇〉 = 〈ν̇〉−1, can be written as

K(s)x = bI, (4.73a)

(K(s)x)i =
∑

j

Kijaj =
∑

j

∫
Ω

∇ × N i · ν∇ × N jdΩaj , (4.73b)

bi =
∫

Ω
N i · jdΩ, (4.73c)

where K(s) ∈ CN×N , x ∈ CN , b ∈ RN j ∈ RN , N i, and I are the coefficient matrix, un-
known vector whose j-th component is aj , right hand vector, normalized current density
defined so that Ij corresponds to the current density, interpolation function and external
current in the homogeneous material, respectively. In the homogeneous material, the per-
meability is set to ν = 〈µ̇〉−1. We convert (4.73) to the time-domain without introducing
the auxiliary valuables. To do so, it is assumed that 〈µ̇〉 is expressed in the form of the
continued fraction,

〈µ̇〉 =
[
0; 1

κ1
, 1

sκ2
, 1

κ3
, · · · , 1

κ2n−1
, 1

sκ2n

]
, (4.74)

which can be obtained by the unit cell approach explained in the previous subsection. We
obtain the time-domain representation by applying the inverse Laplace transform L−1[·]
to both side of (4.73). Then, we evaluate the term L−1[〈ν̇〉aj ] by analogy with the circuit
theory. We consider the correspondence s〈µ̇〉 = Ẏ −1 , saj = V̇ , 〈ν̇〉aj = İ where Ẏ , V̇ ,
and İ are the admittance, current flowing Ẏ , and voltage across Ẏ , respectively. This
analogy leads to the Cauer circuit shown in Fig. 3.11 because the continued fraction
representation of Ẏ corresponds to the admittance of the Cauer circuit. We readily obtain
the circuit equations for the unknowns aj as follows:

zj(t) = L−1[〈ν̇〉aj ] = aj(t)
κ1

+ z1(t), (4.75a)(
R + L

d

dt

)
zj = daj(t)

dt
e1, (4.75b)

R = diag
[
κ−1

2 , κ−1
4 , . . . , κ−1

2n

]
, (4.75c)

L =


κ3 −κ3

−κ3 κ3 + κ5
. . .

. . . . . . −κ2n−1
−κ2n−1 κ2n−1

 . (4.75d)

where zj and e1 are the j-th auxiliary vector whose column is the loop currents in the
Cauer circuit and the first column of the identity matrix In, respectively. By applying
finite difference method to (4.75), we can express zj at the n-th step in terms of the past
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variables as

zn
j =

an
j

κ1
+ zn

1 ,

= 〈ν〉an
j + e>

1

(
R + 1

∆t
L

)−1 −an−1
j e1 + Lzn−1

j

∆t
, (4.76a)

〈ν〉 =
[

1
κ1

; ∆t
κ2

, 1
κ3

, · · · , 1
κ2n−1

, ∆t
κ2n

]
, (4.76b)

zn
j =

(
R + 1

∆t
L

)−1(an
j − an−1

j

∆t
e1 + 1

∆t
Lzn−1

j

)
(4.76c)

where ∆t denotes the time difference. Note that the first-order accurate backward differ-
ence is applied to (4.75) whereas the second-order accurate backward difference is used in
the numerical result. By inserting (4.76a) into the inverse Laplace transform of (4.73), we
obtain the time-domain equation which does not include the auxiliary valuables as follows:

Kxn = b′, (4.77a)

(Kxn)i =
∑

j

Kijan
j =

∑
j

∫
Ω

∇ × N i · ν∇ × N jdΩan
j , (4.77b)

b′
i = biI

n +
∑

j

∫
Ω

∇ × N i · cn−1
j ∇ × N jdΩ, (4.77c)

cn−1
j = e>

1

(
R + 1

∆t
L

)−1 −an−1
j e1 + Lzn−1

j

∆t
, (4.77d)

where ν = 〈ν〉 in the homogeneous material Ωh which can be obtained by simply replace
s by ∆t−1 in the continued fraction representation of the complex permeability. It is
remarkable that the FE matrix in (4.77) has the same form as that in (4.73). Updating
the right hand side vector, we can perform the time-domain analysis stepwise.

The terminal voltage can be computed from the interlink flux,

V = d

dt

∫
Ω

A · jdΩ + RdcI = d

dt
b>x + RdcI (4.78)

where Rdc denotes the DC resistance of the winding. We can treat the voltage excitation
by coupling (4.77) with (4.78).

In the frequency-domain, the complex power is expressed as

P = s

2

∫
Ωh

〈ν̇〉∗|B|2dΩ + s

2

∫
Ω\Ωh

ν|B|2dΩ + 1
2RdcI2

= s

2
∑

i,j∈Ωh

∫
Ωh

∇ × N i · ∇ × N jdΩ〈ν̇〉∗a∗
i aj + s

2

∫
Ω\Ωh

ν|B|2dΩ + 1
2RdcI2. (4.79)

Then, s〈ν̇〉∗a∗
i aj are expanded as follows:

s〈ν̇〉∗a∗
i aj = s

a∗
i aj

κ1
+ z†

i (R + sL)zj (4.80)
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the first and second terms are real and purely imaginary because R and L are the sym-
metric matrices. Thus, the first term of (4.80) represents the Joule losses due to the eddy
current. Consequently, we can compute the power dissipation in the time-domain from

W =
∑

i,j∈Ωh

∫
Ωh

∇ × N i · (z>
i Rzj)∇ × N jdΩ + RdcI2. (4.81)

4.3.4 Numerical result of time domain analysis

Validation on proposed method: linear case
For validation, we apply the proposed method to the FE analysis of the axisymmetric
inductor, which is composed of the multi-turn coil with 50 turns, wire radius 1 mm, and
magnetic core, as shown in Fig. 4.22. The multi-turn coil is replaced by the homogeneous
material whose complex permeability is in the form of the continued fraction, which rep-
resents the proximity effect in the coil. The number of the stage of the Cauer circuit is 5,
which is summarized in Table. 4.6, and the relative permeability of the magnetic core is
here assume to be 2000. A sinusoidal current, unit amplitude, at 1 MHz is input to the
inductor. It is assumed that ∆t = 0.1[µs], T = 3.0[µs]. Although we can compute the eddy
current losses due to the skin effect by introducing the equivalent skin effect impedance
Zskin [53], we ignore it in the analysis for simplicity.

unit cell

Figure4.22: Model configuration of the full (left) and homogeneous (right) models.
©2020IEEE

The power dissipation is plotted against time in Fig. 4.23. The relative error of the
Joule losses per period is 1.2% at largest. There are 19,485 nodes and 9,845 elements
in the conventional FE model, whereas 8,073 and 4,151 in the homogenized model. The
computational time, 2 min 11 sec, for the conventional FEM is reduced to 1 min 7 sec for
the proposed method. Since the proposed method does not include the auxiliary variables
in the FE equation, we expect that its computational time is shorter than that of the
method proposed in [60], where the FE equations are coupled with the Cauer circuit
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Table4.6: Values in continued fraction which is obtained from unit cell in Fig. 4.22.

n κ2n+1 κ2n+2

0 1.000 × 100 3.635 × 10−7

1 8.246 × 10−1 3.119 × 10−8

2 2.244 × 100 5.569 × 10−9

3 5.251 × 100 1.076 × 10−8

4 1.040 × 102 1.762 × 10−9

equations. The reduction in computational time by the proposed method becomes more
significant for three-dimensional problems as will be shown below.
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Figure4.23: Power dissipation versus time obtained with conventional and homogenization
FEM. The magnetic core with constant permeability is considered with sinusoidal current
input at 1MHz.

Validation on proposed method: nonlinear case
We apply the proposed method to the inductor considering the magnetic saturation. Since
this problem only treats the eddy current losses in the winding, we can introduce the
magnetic saturation in the usual way. If we consider the homogeneous material that has
the nonlinear magnetic saturation, we can add the nonlinear current flux property in the
first stage of the Cauer circuit [60]. The inductor is excited by the sinusoidal voltages, 200V
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and 400V, at 100kHz. We assume that ∆t = 0.1[µs], T = 30[µs]. The time variation of the
power dissipation is plotted in Fig. 4.24. The results obtained by the proposed method
are in good agreement with those obtained by the conventional FEM. The waveform for
400V is deeply distorted by the magnetic saturation.
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Figure4.24: Power dissipation versus time obtained with conventional and homogenization
FEM. The saturable magnetic core is considered with sinusoidal voltage input at 100kHz.

Three-dimensional inductor model
The proposed method is applied to the three-dimensional inductor model, which has a
homogeneous multi-turn coil, shown in Fig. 4.25. Due to the symmetry of the model, we
model one-eights domain for FEA. The turn number and wire radius are the same as those
in the two-dimensional model. We also consider the magnetic saturation in the magnetic
core. It requires a heavy computational cost to analyze this model using conventional
FEM. There would be more than 4,000,000 elements when we consider the skin depth at
100 kHz. On the other hand, the homogenized model requires only 173,866 elements and
210,676 edges. A pulsatile, 1V, at 100kHz, duty factor 0.5, shown in Fig. ??, is input to
the inductor. We assume that ∆t = 0.1[µs], T = 30[µs]. To conjunction with the external
circuit, the FE equations is coupled with the circuit equation,

V = d

dt
b>x + (Rdc + Rload)I (4.82)

where Rload is the load resistance. Here, we assume that Rload = 2[Ω]. The output
current and the power dissipation are plotted against time in Fig. 4.26, respectively.
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For comparison, the Joule losses of the inductor due to DC resistance is also plotted in
Fig. 4.26. In periods T ∈ [0, 5], [10, 15], [20, 25], the current increases linearly and the
DC loss has the quadratic increase whereas the Joule losses obtained by the proposed
method has fairly complicated waveform due to the proximity effect. In periods T ∈
[5, 10], [15, 20], [25, 30] the current becomes constant, therefore, the Joule losses obtained
by the proposed method has the nearly same value as the DC loss because there is no time
variation in the electromagnetic field.

Figure4.25: Three-dimensional inductor one-eight model. ©2020IEEE
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Figure4.26: Current and power dissipation versus time obtained with homogenization
FEM. The inductor with a saturable magnetic core is excited by pulse voltage at 100kHz,
duty factor 0.5, amplitude 3V.
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4.4 Model order reduction and homogenization of Maxwell’s
equations

4.4.1 Formulation

Although the homogenization method is useful to reduce the computational cost, the time-
domain analysis still requires a computational cost to solve the FE equation stepwise.

To tackle this problem, we propose here a new method that generates ROM from the
homogenization of the Maxwell’s equation. The resultant ROM corresponds to the equiv-
alent circuit, which can easily be analyzed not only in the frequency domain but also in
the time domain. Moreover, we can introduce the magnetic nonlinearity due to the core
saturation to the equivalent circuit.

Let us consider the domain Ω including the homogeneous material Ωh that has the
macroscopic permeability 〈µ̇〉. We assume the linearity of the material. The governing
equation is given as

K(s)x = bI, (4.83a)

(K(s)x)i =
∑

j

Kijaj =
∑

j

∫
Ω

∇ × N i · ν∇ × N jdΩaj , (4.83b)

bi =
∫

Ω
N i · jdΩ, (4.83c)

where K(s) ∈ CN×N , x ∈ CN , b ∈ RN j ∈ RN , N i, and I are the coefficient matrix,
unknown vector whose j-th component is aj , right hand vector, normalized current density
defined so that Ij corresponds to the current density, interpolation function and external
current in the homogeneous material, respectively. In the homogeneous material, the
permeability is set to ν = 〈µ̇〉−1. The coefficient matrix K is a function of the complex
permeability, that is, K = K(〈µ̇〉). If the complex permeability is expressed in the form
of continued fraction,

〈µ̇〉r =
[
0; 1

κ1
, 1

sκ2
, 1

κ3
, · · · , 1

κ2n−1
, 1

sκ2n

]
, (4.84)

which can be obtained by the unit cell approach explained in the previous subsection, we
can write

K = K1 + χ(s)K2, (4.85a)
K1 = K(0), (4.85b)

K2ij =
∫

Ω
∇ × N i · ν∇ × N jdΩ, (4.85c)

χ(s) =
[
0; 1

sκ2
, 1

κ3
, · · · , 1

κ2n−1
, 1

sκ2n

]
(4.85d)
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where K(0) denotes the coefficient matrix of the static Maxwell equations. Note that
ν = 1/µ0 in the homogeneous material. The terminal voltage can be written as

V = sb>x + ZskinI

= sb>(K1 + χK2)−1bI + ZskinI. (4.86)

where Zskin is the impedance relevant to the skin effect in the coil. If we consider the
round wire, it can be written as [53]

Zskin = Rdc
zJ0(z)
2J1(z)

=
[
Rdc; 1

κs1
, 1

sκs2
, · · · , 1

κs2m−1
, 1

sκs2m

]
(4.87)

where Rdc is the DC resistance of the wire. The impedance of the system can be written
as

Z = sb>(K1 + χK2)−1b + Zskin (4.88)

where the first term represents the eddy current losses due to the homogeneous materials.
By applying the CVL algorithm 8 to the first term of the impedance, we get

Z =
[
0; 1

sκh1
, s

χκh2
, · · · , 1

sκh2l−1
, s

χκh2l

]
+
[
Rdc; 1

κs1
, 1

sκs2
, · · · , 1

κs2m−1
, 1

sκs2m

]
(4.89)

where λn, n = 1, 2, . . . , 2l are the parameters obtained from the CVL algorithm. Since

s

χλ2l
= 1

κh2l

[
1

κ2
; 1

sκ3
, · · · , 1

sκ2n−1
, 1

κ2n

]
=
[

1
κh2lκ2

; κh2l

sκ3
, · · · , κh2l

sκ2n−1
, 1

κh2lκ2n

]
(4.90)

has the same topology as the Cauer circuit 3.4, we can express the impedance as the equiv-
alent circuit shown in Fig. 4.27. The equivalent circuit has a hierarchical structure that
is composed of the Cauer circuits. The upper and lower part of the circuit corresponding
to the eddy current due to the homogeneous material, and skin effect, respectively. When
we consider the multi-turn coil, the upper part represents the proximity effect. Therefore,
we express multiple physical phenomena in the equivalent circuit separately.

From the structure of the equivalent circuit, we observe that the currents which flow
in the higher stages of the equivalent circuit vanish in the stationary limit ω → 0. Thus,
the currents only flow in the primary inductor of the first stage. It means that the
primary inductor represents the magnetostatic property of the system. Based on this
physical interpretation of the equivalent circuit, the primary inductor is replaced with
the pre-computed current-flux property to express magnetic saturation, as shown in Fig.
4.28. We can compute the property by solving the nonlinear static Maxwell equations in
advance.
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Figure4.27: Reduced-order model of the homogenization of Maxwell’s equation.
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Figure4.28: Nonlinear reduced-order model of the homogenization of Maxwell’s equation.
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Note that this method is valid when the following two assumptions hold for the equiv-
alent circuit.

1. The eddy currents have little effect on the magnetic field. And the main flux is well
governed by the static Maxwell equations.

2. The circuit parameters in the higher stages, which represent the effect of the eddy
currents, do not change by the nonlinear saturation. This assumption is valid when
the magnetic field distribution and skin depth have little changes due to the mag-
netic saturation.

4.4.2 Numerical result

Validation on proposed method: linear case
Let us consider the axisymmetric reactor consisted of the homogeneous multi-turn coil
and linear magnetic core, shown in Fig. 4.29. The model is homogeneous version of the
reactor shown in Fig. 3.14. The specification of the multi-turn coil is summarized in Table
4.7. We assume that the relative permeability of the magnetic material is 950, the initial
permeability of NL40S, and Rdc is set to 0.679Ω.

By applying the proposed method, we obtain the circuit parameters in Fig. 4.27. Each
continued fraction is truncated at l, m, n = 5. All circuit parameters are summarized
in 4.8. To validate the proposed method, we compare the frequency characteristic of
the impedance obtained by the proposed method with that obtained by the conventional
FEM. The impedance is plotted in Fig. 4.30 against the normalized radius a/δ. The result
obtained by the proposed method is in good agreement with that obtained by conventional
FEM. The discrepancy between the full and homogeneous model may be caused by the air
gap. The linkage flux is not uniform around the air gap, and thus the assumed uniformity
in the field is partially broken there. Note that this discrepancy is not due to the proposed
method but to the homogenization method.

Now we can perform the time-domain analysis of the simple series circuit of DC re-
sistance and linear DC inductance (DC model) and proposed linear equivalent circuit
and conventional FEM. A source voltage has the pulse width modulation (PWM) exci-
tation with 200 kHz, 5V carrier, as shown in Fig. 4.31. The Joule losses are plotted
against the time in Fig. 4.31. The proposed equivalent circuit can accurately evaluate
the eddy currents whereas the DC model cannot represent the eddy currents. The whole
computational time, which is composed of the construction of the equivalent circuit and
time-domain analysis, is 46.2 seconds (CPU: Intel Core i7-7700@3.6GHz, RAM: 8.00 GB),
whereas it takes about 31 hours to perform the conventional FE analysis under the same
environment.
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Table4.7: Specification of multi-turn coil

Shape of conductor Cylindrical wire
Radius a 0.175[mm]

Filling ratio η 0.601
Conductivity σ 5.76 × 107 [S/m]

Relative permeability µr 1
Turn number 50

Connection of winding Series-connection

Table4.8: Values in equivalent circuit of the two-dimensional reactor obtained from ho-
mogenization FEA, skin effect impedance, and unit cell analysis.

Homogenizaiton Skin effect Unit cell
b>(K1 + χK2)−1b Zskin 〈µ̇〉r

l, m, n κh2l−1 κh2l κs2m−1 κs2m κ2n−1 κ2n

1 4.523 × 10−3 7.198 × 100 1.633 × 10−6 4.910 × 10−1 1.000 × 100 2.660 × 10−7

2 1.029 × 10−1 4.343 × 10−1 8.164 × 10−7 2.946 × 10−1 8.878 × 10−1 2.060 × 10−8

3 1.138 × 100 1.800 × 10−1 5.443 × 10−7 2.104 × 10−1 2.722 × 100 3.440 × 10−9

4 6.733 × 10−1 9.322 × 10−1 4.082 × 10−7 1.637 × 10−1 6.472 × 100 8.610 × 10−10

5 3.068 × 10−2 2.310 × 10−1 3.266 × 10−7 1.339 × 101 1.384 × 10−1 3.000 × 10−10

୦

≈

௥

଴

𝑩
⋅𝒏

=
0

Magnetic material

Air gap

Figure4.29: Axisymmetric reactor consisted of homogeneous multi-turn coil and magnetic
core.
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Figure4.30: Frequency profile of the two-dimensional reactor model.
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Figure4.31: Temporal changes in voltage and Joule losses obtained by the simple series
circuit of DC resistance and inductance (DC model), and proposed linear equivalent circuit
and FEM excited by PWM with 200 kHz, 5 V carrier.
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Validation on proposed method: nonlinear case
Next, we perform the nonlinear analysis in the time-domain using the proposed equivalent
circuit and conventional FEM for the PWM excitation with 200 kHz, 75 V carrier. In
this case, we replace the core material with NL40S to consider the nonlinear magnetic
saturation. The current flux characteristic is pre-computed by solving the nonlinear static
Maxwell equations, which is shown in Fig. 4.32. The Joule losses are plotted against the
time in Fig.4.33. We find the excellent correspondence between the results obtained by the
proposed method and FEM. We also find that both waveforms are distorted by saturation
in contrast to that obtained by the DC model.

Three-dimensional reactor model
Let us consider a one-eighth model of a reactor model consisted of a homogeneous multi-
turn coil and magnetic core, as shown in Fig. 4.34. Note that it is difficult to analyze the
eddy current loss of this model by the conventional FEM because this three-dimensional
model contains fine windings which result in numerous finite elements. The material
specification is the same as the two-dimensional reactor model provided in Table 4.7. We
compute the current-flux characteristic by solving the static Maxwell equations, as shown
in Fig. 4.36. The circuit parameters are summarized in Table 4.9. Since the unknowns of
the synthesized equivalent circuit are much less than that of the original model, we can
incorporate the equivalent circuit into a circuit simulator. In this study, we assemble it
into the buck-boost converter. The circuit topology is illustrate in Fig. 4.35 where the
capacitance and resistance are 200µF and 20Ω, respectively. Fig. 4.37 shows the time
response of the terminal voltage of the linear and nonlinear equivalent circuit obtained
by the proposed method. The differences between responses of the linear and nonlinear
equivalent circuits. Also, we can compute the eddy current loss from the equivalent circuit.
Since we can obtain the time response of the electromagnetic apparatuses considering the
eddy currents at high speed, we consider that it is useful for the design considering the
various operating conditions.

4.5 Extension of Dowell’s method
To show the advantage of the Cauer representation, we apply the complex permeability
in the form of the continued fraction to the evaluation of the eddy current losses due to
the proximity effect in a copper winding. It is important to evaluate the eddy current
losses due to the proximity effect for the design of high-frequency (HF) transformers,
resonant inductors, motor windings. Although Dowell’s method has been widely used to
evaluate the eddy current losses, it has been pointed out that the accuracy deteriorates in
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Figure4.32: Current-flux characteristic of the two-dimensional reactor which is pre-
computed by solving the static Maxwell equations.
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Figure4.33: Temporal changes in voltage and Joule losses obtained by the simple series
circuit of DC resistance and inductance (DC model), and proposed nonlinear equivalent
circuit and FEM excited by PWM with 200 kHz, 75 V carrier.
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3D model

2D model

Figure4.34: Three-dimensional reactor consisted of homogeneous multi-turn coil and mag-
netic core.

Eddy current in 
homogeneous material DC resistance Skin effect

ୢୡୢୡ

Figure4.35: Buck-boost converter circuit considering skin and proximity effects in the
winding.
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Figure4.36: Current-flux characteristic of the three-dimensional reactor which is pre-
computed by solving the static Maxwell equations.

0.000 0.025 0.050 0.075 0.100 0.125 0.150 0.175 0.200
Time [s]

0

20

40

60

80

100

120

140

160

180

Vo
lta

ge
 [V

]

linear
nonlinear

0.1454 0.14550.0419 0.0420

Figure4.37: Response of the voltage of the buck-boost converter.
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Table4.9: Values in equivalent circuit of three-dimensional reactor obtained from homog-
enization FEA, skin effect impedance, and unit cell analysis.

Homogenizaiton Skin effect Unit cell
b>(K1 + χK2)−1b Zskin 〈µ̇〉r

l, m, n κh2l−1 κh2l κs2m−1 κs2m κ2n−1 κ2n

1 4.967 × 10−3 5.694 × 100 1.110 × 10−6 4.910 × 10−1 1.000 × 100 2.660 × 10−7

2 1.366 × 10−1 3.406 × 10−1 5.540 × 10−7 2.946 × 10−1 8.878 × 10−1 2.060 × 10−8

3 1.484 × 100 7.524 × 10−2 3.690 × 10−7 2.104 × 10−1 2.722 × 100 3.440 × 10−9

4 5.276 × 100 3.322 × 10−2 2.770 × 10−7 1.637 × 10−1 6.472 × 100 8.610 × 10−10

5 1.008 × 101 1.641 × 10−2 2.220 × 10−7 1.339 × 10−1 1.384 × 101 3.000 × 10−10

high-frequency. In this part, we propose a new method and validate it.
Let us consider the copper winding and homogeneous winding Ωh, as shown in Fig. 4.38.

The copper winding consists of za × zt-turn sub-conductors and is inserted in a slot whose
permeability is infinite. The width and height of the sub-conductors and homogeneous
winding are bc0, hc0, bc = zabunit and hc = zthunit, respectively, where bunit and hunit are
the width and height of the unit cell. Alternative current I parallel to z-axis flows in each
conductor. The current density and net current in the homogeneous winding are J and∫

Ωh
JdS = zaztI, respectively.

From Dowell’s method, the average resistance factor k = Rac/Rdc of the winding at
frequency ω can be evaluated from

k = ζ
sinh 2ζ + sin 2ζ

cosh 2ζ − cos 2ζ
+ 2ζ

z2
t − 1

3
sinh ζ − sin ζ

cosh ζ + cos ζ
, (4.91)

ζ = hc0

√
1
2ωσµ

zabc0

b
(4.92)

where σ, µ are the conductivity and permeability, respectively. Note that this approach
can be inaccurate when its main assumptions that the magnetic field is one-dimensional
and the eddy currents in the sub-conductors have no influence on the global field do not
hold.

Though the proposed method is available for 2D and 3D models, it is applied to the
simple model shown in Fig. 4.38 for comparison. The permeability of the homogeneous
winding 〈µ̇〉 can be computed from the unit cell approach. Using the proposed method,
the impedance and resistance factor of the homogenized winding are expressed as

Z = zaztRdc + jω〈µ̇x〉hcbclz2
az2

t

3b2 , (4.93)

k = Re[Z]
zaztRdc

= 1 − Im[〈µ̇x〉]ωhcbclzazt

3b2Rdc
(4.94)
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where l denotes the length of the sub-conductors. The DC resistance of a sub-conductor
can be computed as Rdc = l/σhc0bc0. (4.93) is obtained by solving the one-dimensional
equation for magnetostatic field while the two-dimensional structure is reflected in 〈µ̇x〉,
see Appendix B.

To validate the proposed model, we consider the winding shown in Fig. 4.39 for
hc0 = 2.38mm, bc0 = 10mm, bc = 14mm, za = 1, zt = 12, hunit = 2.38mm, bunit = 12mm,
and σ = 5.76×107S/m. The resistance factors are computed by Dowell’s method, proposed
method and FEM shown in Fig. 4.40. In the FE analysis, we apply the homogeneous Neu-
mann boundary condition to the boundary of the iron core. When frequency is relatively
low, the three results are in good agreement. However, the conventional resistance factor
evaluated from Dowell’s method has discrepancies from the other two results as frequency
increases. We consider that the discrepancies between the proposed method and FEA are
caused because the assumption of the uniformity of the magnetic fields is locally broken
at the edge of the sub-conductors.

௖

௖

௖଴

௖଴

௔

௧

Figure4.38: Copper winding inserted in a slot whose permeability is infinite. The sub-
conductors are connected in series. Left and right figures show the non-homogeneous and
homogeneous windings. ©2020IEEE

The equivalent circuit of the winding can be developed by (4.93) because the complex
permeability is represented by the continued fraction. The impedance of the winding can
be written as follows:

Z = =
[
zaztRdc; 1

scκ1
, c

κ2
, · · · , 1

scκ2n−1
, c

κ2n

]
(4.95)

where c = hcbclz2
az2

t /3b2. Considering more general cases such as interleaved transformer
winding, the equivalent circuit can be obtained by using magnetomotive force (m.m.f.)
diagram which is utilized in Dowell’s method. Analyzing the equivalent circuit by the
circuit simulator, we can evaluate the eddy current losses even when the non-sinusoidal
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Figure4.39: Validation model. ©2020IEEE
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Figure4.40: Frequency characteristic of the resistance factor k = Rac/Rdc.

current flows in the conductors.
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Chapter 5.

Darwin model and model order
reduction

5.1 Formulation
Let us consider a simple connected domain Ω = Ωc +Ωe where Ωc and Ωe is the conductive
domain and non-conducting domain. Note that the non-conducting domain Ωe does not
include the boundary ∂Ωc, i.e., Ωe = Ω \ Ωc. The boundary ∂Ω = Γ can be divided into
three non-overlapping parts Γ0, Γ1, ΓD. We assume that the power supply is connected
to the boundaries Γ0, Γ1. We consider the A − φ formulation of the Darwin model of
Maxwell’s equations in the complex phasor notation,

∇ × ν∇A + σ(jωA + ∇φ) + jωε∇φ = 0, (5.1)

∇ · σ

(
jωA + ∇φ

)
+ jω∇ · ε∇φ = 0. (5.2)

where µ, σ, ε, ω, ν are the permeability, conductivity, permittivity, angular frequency, and
magnetic resistivity. Note that σ = 0 in non-conductive domain, and ε = ε0 in conductive
domain where ε0 is the vacuum permittivity. The boundary conditions are given as

A × n = 0, φ = lU, on Γl, l = 0, 1, U ∈ C, (PEC) (5.3)
B · n = 0, D · n = 0, on ΓD, (Symmetric boundary) (5.4)

The FE discretization results in([
K Lσ

0 Mσ

]
+ jω

[
N Lε

L>
σ Mε

])[
a
φ

]
=
[
0
0

]
(5.5)
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where

(K)ij =
∫

Ω
∇ × we

i · ν∇ × we
jdΩ, (5.6)

(N)ij =
∫

Ωc

we
i · σwe

jdΩ, (5.7)

(Lχ)ij =
∫

Ω
we

i · χ∇wn
j dΩ, (5.8)

(Mχ)ij =
∫

Ω
∇wn

i · χ∇wn
j dΩ. (5.9)

Note we
i , wn

i denote the i-th edge element, and i-th node interpolation function, respec-
tively, and χ = σ or ε. By applying the boundary conditions to (5.5), we obtain([

K Lσ

0 Mσ

]
+ jω

[
N Lε

L>
σ Mε

])[
a
φ

]
= b1 + jωb2. (5.10)

Note that the coefficient matrices are deformed by the operation explained in Section 2.8
to impose the Dirichlet boundary conditions. As a result, b1 and b2 come from the first
and second coefficient matrices in (5.10), respectively.

We can see that (5.10) is the asymmetric equation, which can be solved by the iterative
methods for the large sparse asymmetric equation such as BiCGstab [70]. Since the au-
thor’s numerical experiments did not converge, it is suggested that some preprocessing and
gauge conditions should be added. Although there are some symmetrization techniques
using the gauge conditions, it may deteriorate the convergence of the iterative method [85]
because the condition number of the coefficient matrix becomes large. Therefore, we try
to apply the CVL method to (5.10) without any gauge conditions.

If we consider the model order reduction of (5.10), we find the following four difficulties
in applying the CVL method to (5.10):

1. The right hand side of (5.10) results in two transfer functions due to the frequency
dependent term. So, we have to apply the CVL method twice.

2. We cannot take to inverse of the first coefficient matrix of (5.10), which represents
the stationary limit. This is because, in the stationary limit, Gauss’s law in Ωe

vanishes from the governing equations, and we cannot determine φ in Ωe.
3. We cannot compute A> in the CVL algorithm 8 because the inconsistent equations

are derived.
4. We have to solve the asymmetric equation in the CVL iteration.

Let us consider the first point. This is caused by the treatment of the Dirichlet boundary
conditions. The treatment explained in Section 2.8 is introduced to make the coefficient
matrix symmetry. If we allow the asymmetric matrix in the resultant equation, we can
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make the right hand side frequency independent. To do so, we do not carry out the second
operations in (2.83), (2.84) for the second coefficient matrix (5.5). Then, we can write([

K Lσ

0 Mσ

]
+ jω

[
N Lε

L>
σ Mε

])[
a
φ

]
= b1. (5.11)

Since the diagonal and non-diagonal component of the i-th row of the matrix becomes
a constant and zeros, respectively, we confirm that the Dirichlet boundary condition is
imposed correctly.

Then, let us consider the second point. If we consider to apply the CVL algorithm to

H(s) = b>
1

([
K Lσ

0 Mσ

]
+ jω

[
N Lε

L>
σ Mε

])−1
b1, (5.12)

we have to take inverse of [
K Lσ

0 Mσ

]
(5.13)

However, we cannot take inverse because Mnn
σ becomes zero matrix on the vertices in Ωe.

To circumvent this problem, we write the current continuity equation as follows:

∇ · (σ(jωA + ∇φ) + jωε∇φ) = 0, in Ωc, (5.14)
∇ · ε∇φ = 0, in Ωe (5.15)

which is equivalent to the original current continuity equation (5.2). (5.42) denotes Gauss’s
law in the external domain of the conductor, and expresses that there is no true charge
outside the conductor. Using this expression (5.14) and (5.42), we can solve the equation
at the stationary limit ω → 0 because Gauss’s law in Ωe does not vanish from the governing
equations. Then, we introduce the following notations:

φ = φi, in Ωc, (5.16)
φ = φe, in Ωe. (5.17)

The FE discretization of (5.1), (5.14), and (5.42) results in(K Lσ1 0
0 Mσ11 0
0 Mε21 Mε22

+ jω

 N Lε1 Lε2
L>

σ1 Mε11 Mε12
0 0 0

) a
φi

φe

 = b1 (5.18)

where [
Lχ1 Lχ2

]
= Lχ, (5.19)[

Mχ11 Mχ12
Mχ21 Mχ22

]
= Mχ. (5.20)
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Now we can compute the inverse ofK Lσ1 0
0 Mσ11 0
0 Mε21 Mε22

 (5.21)

because the matrix encompasses Gauss’s law in Ωe.
Let us consider the third point. When we apply the non-Hermitian CVL algorithm 8,

we have to compute the transposition A>. In our problem, it corresponds to solve K 0 0
L>

σ1 Mσ11 Mε12
0 0 Mε22

y =

 N Lσ1 0
L>

ε1 Mε11 0
L>

ε2 Mε21 0

v•
i . (5.22)

By multiplying the discrete divergence operator [G]> by the first line of (5.22), we have

0 =
[
L>

σ1 Mσ11 0
]

v•
i . (5.23)

If we solve (5.22) by the iterative solvers, (5.23) must be consistent with the second and
third lines of (5.22). Nevertheless, it seems to be inconsistent. Indeed, from the author’s
numerical experiments, we cannot solve (5.22) by the iterative solvers. The problem comes
from the gauge freedoms of the edge elements we

i . Although we consider that this problem
can be solved by imposing the gauge condition on the curl-curl matrix K, we do not take
this approach in this study because the gauge condition would deteriorate the convergence
of the iterative solvers [85]. To overcome this difficulty, we avoid the computation of the
transposition A> by using the transposition free version of the CVL algorithm 9. Owing to
the algorithm, we can compute κn in the reduced order model by computing A twice per
iteration. Note that the computation of A is always consistent, and there is no difficulty
on the convergence of the iterative method.

Finally, we can apply the CVL algorithm to the Darwin model of Maxwell’s equation.
However, we have to solve the asymmetric equations in each CVL iteration. In the CVL
iteration, we solve K Lσ1 0

0 Mσ11 0
0 Mε21 Mε22

y =

 N Lε1 Lε2
L>

σ1 Mε11 Mε12
0 0 0

 z (5.24)

for y. Although the matrix is asymmetric, we find the the equation is decoupled to three
equations:

Mσ11yi = L>
σ1za + Mε11zi + Mε12ze, (5.25)

Mε22ye = −Mε21yi, (5.26)
Kya = −Lσ1yi + Nza + Lε1zi + Lε2ze (5.27)

— 110—



Chapter 5. Darwin and MOR 5.2 Numerical results

where y = [ya, yi, ye]>, and z = [za, zi, ze]>. From top to bottom, the equations are the
Poisson equation in Ωc, Poinsson equation in Ωe, and magnetostatic Maxwell’s equations,
respectively. Since the coefficient matrices of the three equations are symmetric, we can
solve the equations by the iterative solvers for the symmetric equations. In this study, we
use the ICCG method to solve the equations. Note that we have to set the different ICCG
convergence conditions for each equation.

The above solutions are summarized as follows:

1. Hide the frequency dependent term into the left hand side by changing the opera-
tions to impose the Dirichlet boundary conditions.

2. Use Gauss’s law in Ωe by changing the expression of the current continuity law.
3. Use Algorithm 9 to avoid the computation of A> in the CVL iteration.
4. Decouple the equations into three symmetric equations.

5.1.1 Reconstruction of the electromagnetic fields

Using Algorithm 9, we obtain

(D−1
n − sTnD−1

n )z = e1I(s) (5.28)

where Dn = [κ1, κ3, . . . , κ2n−1], and

TnD−1
n =



−κ2 κ2 0
κ2 −(κ2 + κ4) . . .

. . . . . .
−(κ2n−4 + κ2n−2) κ2n−2

0 κ2n−2 −(κ2n−2 + κ2n)


. (5.29)

The electromagnetic fields are reconstructed by using the basis vectors as follows: a
φi

φe

 =
n∑

i=1

zi

κ2i−1
ui. (5.30)

5.2 Numerical results
5.2.1 Cylinder model

To validate the proposed method, we consider the cylindrical conductor model shown in
Fig. 5.1. The conductivity σ, relative permittivity εr, and relative permeability µr of
the conductor domain Ωc are 1.0 × 106S/m, 1.0, and 1.0, respectively. On the boundaries
Γ0, Γ1, the electric scalar potential is set to φ = 0, 1. The number of the elements and
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nodes in the finite element mesh is 208095 and 41775, respectively. The ICCG convergence
criterion is set to εa = 10−10 for the static Maxwell equations, εc = 10−30 for the Poisson
equation in Ωc, εe = 10−30 for the Poisson equation in Ωe, respectively. The values in
the continued fraction obtained from the CVL iteration 9 are summarized in Table. 5.1.
We observe that the negative values are obtained and the large scale differences between
κ2n−1 and κ2n. To evaluate the quality of the reconstructed electromagnetic fields, we
compute the residuals of the reconstructed fields by

r(ω) = |b1 − (K̃ + jωÑ)xrec|
|b1|

, (5.31)

K̃ =

K Lσ1 0
0 Mσ11 0
0 Mε21 Mε22

 , (5.32)

Ñ =

 N Lε1 Lε2
L>

σ1 Mε11 Mε12
0 0 0

 (5.33)

where xrec is the reconstructed solutions.

ୡ

௥
଺

௥

ଵ

଴

ୈ

ୣ

Figure5.1: Cylinder model supplied by U volt source.

The residual of the reconstructed electromagnetic fields at each frequency is shown in
Fig. 5.2. We observe that the residual becomes smaller when we increase the number of
the stages in the continued fraction. When the stage is 15, the residual becomes minimum
around 10kHz. The skin depth is approximately 5mm at 10kHz, which is smaller than the
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Table5.1: Values in the continued fraction obtained from the CVL algorithm applied to
the cylinder model.

n κ2n−1 κ2n

1 6.954 × 104 −3.082 × 10−12

2 −5.363 × 107 −1.613 × 10−15

3 −3.999 × 109 −2.975 × 10−16

4 −8.204 × 109 −5.098 × 10−17

5 −2.502 × 109 4.869 × 10−13

6 2.847 × 109 −7.090 × 10−17

7 −8.993 × 1010 −1.366 × 10−17

8 8.895 × 1010 1.265 × 10−16

9 −3.383 × 1010 −1.067 × 10−15

10 −1.220 × 1011 3.508 × 10−18

11 1.0371 × 1012 −3.062 × 10−19

12 4.064 × 1013 5.016 × 10−19

13 1.692 × 1012 1.355 × 10−16

14 −4.783 × 1011 −3.643 × 10−18

15 −1.426 × 1011 7.428 × 10−17

100 101 102 103 104 105 106

Frequency [Hz]

10 11

10 9

10 7

10 5

10 3

10 1
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sid
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Figure5.2: Residual of the reconstructed electromagnetic fields.
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radius of the conductor. In addition, since the element size in the conductor is 1mm, the
finite element solutions are reliable up to around 10kHz. ROM obtained by the proposed
method reproduces the electromagnetic fields at satisfactory accuracy.

To validate the reconstructed electromagnetic fields, we compare it with the solutions
of the full Maxwell equations. We solve

∇ × ν∇ × A + jωσ(A + ∇Φ) + (jω)2ε(A + ∇Φ) = 0, (5.34)
jω∇ · σ(A + ∇Φ) + (jω)2∇ · ε(A + ∇Φ) = 0, (5.35)

for the boundary conditions:

A × n = 0, φ = 1, on Γl, l = 0, 1, (PEC) (5.36)
B · n = 0, D · n = 0, on ΓD, (Symmetric boundary). (5.37)

The electromagnetic fields obtained by the proposed method and the full Maxwell equa-
tions are given in Figs. 5.3-5.6. The current density and flux density reconstructed from
the CVL basis are in good agreement with those obtained by the full Maxwell equations,
whereas the real and imaginary parts of the electric field are not correct in Ωe. In the
Darwin approximation, we ignore the displacement current DT due to the vector poten-
tial A. This means that the displacement current due to the vector potential A does not
carry the charge and there is no electric flux density. To restrict the vector potential, we
consider Gauss’s law in Ωe.

Figure5.3: Comparison of the real part of the current densities obtained by the proposed
method (left) and full Maxwell’s equations (right) at 1kHz.

∇ · DT = 0, in Ωe. (5.38)
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Figure5.4: Comparison of the real part of the electric fields obtained by the proposed
method (left) and full Maxwell’s equations (right) at 1kHz.

Figure5.5: Comparison of the imaginary part of the electric fields obtained by the proposed
method (left) and full Maxwell’s equations (right) at 1kHz.

To impose this condition on the vector potential, we modify the vector potential obtained
by the proposed method by using the extra scalar potential χ. Since the vector potential
has indeterminacy of the gradient component, we can modify it by

∇ · (εA + ε∇χ) = 0, in Ωe. (5.39)

By solving the equation for χ, we obtain the vector potential which satisfies (5.38). In the
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Figure5.6: Comparison of the real part of the flux densities obtained by the proposed
method (left) and full Maxwell’s equations (right) at 1kHz.

proposed method, we solve

∇ × ν∇A + σ(jωA + ∇φ) + jωε∇φ = 0, (5.40)
∇ · (σ(jωA + ∇φ) + jωε∇φ) = 0, in Ωc, (5.41)

∇ · ε∇φ = 0, in Ωe, (5.42)
∇ · (εA + ε∇χ) = 0, in Ωe, (5.43)

simultaneously. The FE discretization results in

(
K Lσ1 0 0
0 Mσ11 0 0
0 Mε21 Mε22 0

L>
ε2 0 0 Mε22

+ jω


N Lε1 Lε2 0

L>
σ1 Mε11 Mε12 0
0 0 0 0
0 0 0 0


)

a
φi

φe

χ

 = b1. (5.44)

In the CVL algorithm, we solve the decoupled four equations:

Mσ11yi = L>
σ1za + Mε11zi + Mε12ze, (5.45)

Mε22ye = −Mε21yi, (5.46)
Kya = −Lσ1yi + Nza + Lε1zi + Lε2ze, (5.47)

Mε22yχ = −L>
ε2ya (5.48)

where y = [ya, yi, ye, yχ]>, and z = [za, zi, ze, zχ]>. Using this expression, we can
modify the electric field in Ωe by

E = −jω(A + ∇χ) + ∇φe, in Ωe. (5.49)

We can regularize the electric field by using the extra scalar potential χ.
In Figs. 5.7, 5.8, the electric field obtained by the above regularization is in good

agreement with that obtained by the full Maxwell equations.
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Figure5.7: Improvement the real part of the electric field reconstruction by the regular-
ization. The electric fields obtained by the proposed method (left), regularization method
(middle), and full Maxwell’s equations (right) are shown.

Figure5.8: Improvement the imaginary part of the electric field reconstruction by the
regularization. The electric fields obtained by the proposed method (left), regularization
method (middle), and full Maxwell’s equations (right) are shown.

5.2.2 Massive conductor model

Next, we consider the massive conductor model shown in Fig. 5.9. The conductivity
σ, relative permittivity εr, and relative permeability µr of the conductor domain Ωc are
1.0×104S/m, 1.0, and 1.0, respectively. The conductor is embedded in the material whose
relative permittivity is 10.0. On the boundaries Γ0, Γ1, the electric scalar potential is set
to φ = 0, 1. The number of the elements and nodes in the finite element mesh is 1305464
and 238536, respectively. The ICCG convergence criterion is set to εa = 10−7 for the
static Maxwell equations, εc = 10−20 for the Poisson equation in Ωc, εe = 10−20 for the
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Poisson equation in Ωe, respectively. The values in the continued fraction obtained from
the CVL iteration 9 are summarized in Table. 5.2.

The residual of the reconstructed electromagnetic fields at each frequency is shown in
Fig. 5.10. We observe that the residual becomes smaller when we increase the number of
the stages in the continued fraction. In this case, we observe that the obtained ROM is
accurate up to the frequency where the skin depth is larger than the finite elements in the
conductive domain.

The electromagnetic fields obtained by the proposed method and the full Maxwell equa-
tions are given in Figs. 5.11-5.14. Each quantity obtained by the proposed method is in
good agreement that obtained by the full Maxwell equations.

ସ [S/m], ௥

[mm]

[S/m], ௥

Cross section at center

[mm]

[mm]

[mm]

Figure5.9: massive conductor supplied by U volt source.

5.3 Concluding Remarks
We proposed a new method to generate ROM from the Darwin model of Maxwell’s equa-
tions. Although the asymmetric equations arise from the FE discretization of the Darwin
model, we can obtain ROM only by solving the symmetric equations such as Poisson
equations and static Maxwell equations. Since the size of the obtained ROM is relatively
small, we believe that the proposed method is effective when we consider the time-domain
analysis.
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Table5.2: Values in the continued fraction obtained from the CVL algorithm applied to
the massive conductor model.

n κ2n κ2n+1

0 6.866 × 103 2.717 × 10−13

1 1.207 × 107 1.681 × 10−14

2 3.718 × 107 6.991 × 10−15

3 7.020 × 107 1.265 × 10−15

4 1.248 × 108 1.952 × 10−15

5 3.144 × 108 4.231 × 10−16

6 6.433 × 108 1.833 × 10−15

7 7.847 × 108 1.331 × 10−15

8 4.580 × 108 3.182 × 10−16

9 7.908 × 108 3.985 × 10−16

10 4.954 × 108 1.699 × 10−16

11 −7.272 × 108 −5.424 × 10−15

12 3.199 × 108 6.489 × 10−16

13 −1.796 × 109 −2.614 × 10−15

14 8.994 × 106 −2.641 × 10−13

100 101 102 103 104 105 106
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Figure5.10: Residual of the reconstructed electromagnetic fields of the massive conductor.
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Figure5.11: Comparison of the real part of the current densities obtained by the proposed
method (upper) and full Maxwell’s equations (lower) at 100kHz.

Figure5.12: Comparison of the real part of the electric fields obtained by the proposed
method (upper) and full Maxwell’s equations (lower) at 100kHz.

Figure5.13: Comparison of the imaginary part of the electric fields obtained by the pro-
posed method (upper) and full Maxwell’s equations (lower) at 100kHz.
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Figure5.14: Comparison of the real part of the flux densities obtained by the proposed
method (upper) and full Maxwell’s equations (lower) at 100kHz.
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Chapter 6.

Conclusion and future work

In this thesis, we developed the MOR techniques based on the Krylov subspace meth-
ods. Moreover, we have applied the method to the homogenization and Darwin model of
Maxwell’s equations. We summarize the results of this thesis.

For the Krylov subspace methods based MOR, we developed the CVL algorithms that
compute the continued fraction approximation of the transfer function H(s). We derived
CVL from PVL, which computes the Padé approximation via the Lanczos algorithm, by
changing the normalization condition. We also developed different algorithms for the
computation of CVL. We applied the CVL algorithms to the FE equations of the elec-
tromagnetic apparatuses and obtained the Cauer circuit as a reduced-order model. We
confirmed that we could perform the time-domain analysis faster than FEM.

For the homogenization method, we applied the CVL algorithm to the homogenization
method. So far, we had to solve the equations at each frequency to determine the complex
permeability of the arbitrary shaped-conductor for the wide frequency range. Using the
proposed method, we can obtain it by solving the equations for few times. By using the
obtained complex permeability, we can reduce the number of unknowns and the compu-
tational costs because the microstructure of the materials are replaced by homogeneous
materials. We also proposed a method to perform the time-domain analysis of the ho-
mogenization of Maxwell’s equations by utilizing the Cauer circuit representation of the
complex permeability. To reduce the computational cost of the homogenization farther, we
proposed a method to derive the equivalent circuit from the homogenization of Maxwell’s
equations. Owing to the method, we can reduce the computational cost because the size
of the equivalent circuit is much smaller than the homogenization of Maxwell’s equations.
Utilizing the physical meaning of the equivalent circuit, we can introduce the nonlinearity
due to the core saturation into the obtained equivalent circuit. We applied the complex
permeability to Dowell’s equations and showed that the proposed method can effectively.

For the Darwin model of Maxwell’s equations, we applied the CVL algorithm to the
equations and obtained ROM which is accurate in the wide frequency range. Although
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the FE discretization of the Darwin model of Maxwell’s equations results in the asymmetric
equations, we can obtain ROM only by solving the Poisson equations and static Maxwell’s
equations, which are symmetric equations.

It has been difficult to evaluate the eddy current losses considering the external control
systems due to the computational cost of the FE equations. Using the CVL algorithm, we
can obtain the Cauer circuit, which is accurate in the wide frequency range, whose size is
much smaller than the FE equations. Moreover, we can introduce the nonlinearity due to
the magnetic core saturation in the Cauer circuit. The obtained Cauer circuit can be used
in the usual circuit simulators such as the SPICE simulator and can be solved with the
external control systems at high speed. Therefore, we consider the proposed algorithms
can fill the gap between the FEM and circuit simulation. We consider that the methods
can be useful for the optimization of electromagnetic systems.

There are several open problems that we suggest for future works. We describe a list of
them below.

1. When we consider the symmetric transfer function such as the symmetric positive-
definite matrices and the same input-output vectors, we can obtain the passive ROM
because we can show that the circuit parameters are always positive. However, if the
conditions are not satisfied, we cannot preserve the passivity of the original system
on ROM. This property has been widely known, and there are lots of studies and
methods on these topics. We consider the passivity is important especially for the
time-domain analysis of the Darwin model of Maxwell’s equations. Therefore, we
have to check the stability of the obtained ROMs.

2. We have introduced nonlinearity due to the magnetic saturation into the Cauer
circuit. Although this method seems to effective, we consider that we have to
validate the effectiveness and accuracy of the nonlinear Cauer circuit quantitatively
because the introduction of the nonlinearity is followed by the physical intuition.

3. The time-domain analysis of the Darwin model is also important. Since the FE
discretization of the Darwin model results in large ill-conditioned asymmetric equa-
tions, it is difficult to solve it repeatedly. In contrast, the reduced-order model
obtained by the proposed method results in small symmetric equations, which can
readily be solved by the direct method. Therefore, we can expect that we can
perform the time-domain analysis much faster than the FE equations. However,
we have not yet validated the time-domain analysis of ROM of the Darwin model.
Since the circuit parameters are negative, there is a concern about the instability
in the time-domain analysis. This problem relates to the first point. We consider
further study has to be done.
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Appendix A

S-fraction representation

Let us consider the reduced-order transfer function

Hn(s) = κ1e>
1 (I − sTn)−1e1 (A.1)

where

Tn =



−κ1κ2 κ3κ2 0
κ1κ2 −κ3(κ2 + κ4) . . .

. . . . . .
−κ2n−3(κ2n−4 + κ2n−2) κ2n−1κ2n−2

0 κ2n−3κ2n−2 −κ2n−1(κ2n−2 + κ2n)


. (A.2)

In this chapter, we demonstrate that (A.1) is equivalent to (3.112). First, (A.1) can be
written as

Hn(s) = κ1|An−1|
|An|

, (A.3)

where |An| is the determinant of I − sTn, and

|An−1| =∣∣∣∣∣∣∣∣∣∣∣∣∣

1 + sκ3(κ2 + κ4) −sκ5κ4 0
−sκ3κ4 1 + sκ5(κ4 + κ6) . . .

. . . . . .
1 + sκ2n−3(κ2n−4 + κ2n−2) −sκ2n−1κ2n−2

0 −sκ2n−3κ2n−2 1 + sκ2n−1(κ2n−2 + κ2n)

∣∣∣∣∣∣∣∣∣∣∣∣∣
.

(A.4)

|An−1| is the (1,1) cofactor of An. The cofactor expansion along the first column of An

gives:

|An| = (1 + sκ1κ2)|An−1| − s2κ1κ2
2κ3|An−2|. (A.5)
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By substituting it into (A.3), we obtain

Hn(s) = κ1|An−1|
(1 + sκ1κ2)|An−1| − s2κ1κ2

2κ3|An−2|

=
1

1
κ1

+
sκ2|An−1| − s2κ2

2κ3|An−2|
|An−1|

=
1

1
κ1

+
1

|An−1|
sκ2|An−1| − s2κ2

2κ3|An−2|

=
1

1
κ1

+
1

1
sκ2

+
κ3|An−2|

|An−1| − sκ2κ3|An−2|

. (A.6)

We can find that the denominator of the last line of the continued fraction

|An−1| − sκ2κ3|An−2| =∣∣∣∣∣∣∣∣∣∣∣∣∣

1 + sκ3κ4 −sκ5κ4 0
−sκ3κ4 1 + sκ5(κ4 + κ6) . . .

. . . . . .
1 + sκ2n−3(κ2n−4 + κ2n−2) −sκ2n−1κ2n−2

0 −sκ2n−3κ2n−2 1 + sκ2n−1(κ2n−2 + κ2n)

∣∣∣∣∣∣∣∣∣∣∣∣∣
(A.7)

has the equivalent form to |An|. Therefore, we can deduce

Hn(s) = κ1|An−1|
|An|

=
[
0;

1
κ1

,
1

sκ2
,

κ3|An−2|
|An−1| − sκ2κ3|An−2|

]
=
[
0;

1
κ1

,
1

sκ2
,

1
κ3

,
1

sκ4
,

κ5|An−3|
|An−2| − sκ4κ5|An−3|

]
=
[
0;

1
κ1

,
1

sκ2
,

1
κ3

,
1

sκ4
, . . . ,

1
κ2n−5

,
1

sκ2n−4
,

κ2n−3|A1|
|A2| − sκ2n−4κ2n−3|A1|

]
(A.8)

where

|A2| =
∣∣∣∣1 + sκ2n−3(κ2n−4 + κ2n−2) −sκ2n−1κ2n−2

−sκ2n−3κ2n−2 1 + sκ2n−1(κ2n−2 + κ2n)

∣∣∣∣ , (A.9)

|A1| = 1 + sκ2n−1(κ2n−2 + κ2n). (A.10)
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Thus, we have

κ2n−3|A1|
|A2| − sκ2n−4κ2n−3|A1|

= κ2n−3|A1|
(1 + sκ2n−3κ2n−2)|A1| − s2κ2n−3κ2

2n−2κ2n−1

=
1

1
κ2n−3

+
sκ2n−2|A1| − sκ2

2n−2κ2n−1

|A1|

=
1

1
κ2n−3

+
1

|A1|
sκ2n−2(|A1| − sκ2n−2κ2n−1)

=
1

1
κ2n−3

+
1

1
sκ2n−2

+
κ2n−1

|A1| − sκ2n−2κ2n−1

=
1

1
κ2n−3

+
1

1
sκ2n−2

+
κ2n−1

1 + sκ2n−1κ2n

=
1

1
κ2n−3

+
1

1
sκ2n−2

+
1

1
κ2n−1

+ sκ2n

, (A.11)

and

Hn(s) =
[
0;

1
κ1

,
1

sκ2
,

1
κ3

,
1

sκ4
, . . . ,

1
κ2n−3

,
1

sκ2n−2
,

1
κ2n−1

,
1

sκ2n

]
. (A.12)
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Appendix B

Impedance of slot conductor

Let us consider the infinite long homogeneous winding immersed in a slot, as shown in
Fig. 4.38. A uniform current I flows in the winding. If the permeability of the iron
is infinite, the magnetic field H generated by the current has only the x-component.
Applying Amepère’s law, we obtain

−Hx(y)
∂y

= bc

b
J (B.1)

where J is a uniform current density in the winding. Note that we can consider the
eddy current losses by the complex permeability 〈µ̇x〉 owing the homogenization method.
Therefore, the eddy current term σEz does not appear in the equation. The equation can
be solved to obtain

Hx(y) = −bcJ

b
y + c (B.2)

where c is a constant. From the boundary condition

Hx(0) = 0, (B.3)

we obtain c = 0 and

Hx(y) = −bcJ

b
y. (B.4)

The impedance of the homogenization domain can be obtained from the complex power
which can be computed as

Z = 2P

|I|2
= zaztRdc + jω

∫
Ωh

〈µ̇〉|H|2dΩ/|I|2

= zaztRdc + jω 〈µ̇〉
|I|2

∫ bc

0

∫ hc

0

∫ l

0

b2
cJ2

b2 y2dxdydz

= zaztRdc + jω〈µ̇〉hcbclz2
az2

t

3b2 . (B.5)
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