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Absent Colors and their Application to Image Matching∗

Ying TIAN

Abstract

A novel approach called absent color indexing (ABC) is proposed in this thesis for ro-

bust image matching in similar objects and cluttered scenes. Image matching plays an

important role in the field of computer science and technology; color features have been

frequently utilized as a statistical measure of color distribution to analyze image simi-

larity. In particular, color histograms are widely used for image matching because they

have good characteristics for handling different challenges, such as rotation, deforma-

tion, scale variation, and occlusion. However, existing color histogram-based approaches

focus on the main color. For similar images with few, but prominent, color features,

mismatches may occur during the comparison process. Therefore, we are interested in

how to make this type of color feature work.

The proposed approach provides a balanced method to focus on the contributions

of absent or minor colors belonging to low-frequency or vacant bins in the histograms,

which are realized by separating the source color histogram into apparent and absent

color histograms. Among them, apparent colors are an essential element of conventional

algorithms, serving as the main image color. Then, a threshold for this separation is

obtained from the mean color histogram by considering the statistical significance of the

absent colors, the frequency of which in the histogram bin is relatively low. Therefore, the

inverting operation becomes particularly important. After inverting, we can effectively

increase the proportion of absent colors by reversing the absent color histogram after

separation. Finally, we evaluate a variety of similarity measures that can be combined

with the proposed ABC, which exhibited robust image matching and distinguishability.

Algorithms based on color histogram matching exhibit better robustness, but the

location information of the search target is missing in the process of color statistics.

Furthermore, offset or drift often occurs in the image matching process. To overcome

this problem, we propose a method that combines ABC with correlation filtering (CF)

to improve matching accuracy. The CF algorithm calculates the filter by learning a

template image as input and generating a two-dimensional, peak-centered, Gaussian-

like model as output. Further, it relocates the matching position searched by ABC

according to the generation filter to obtain the response map. The highest point in

the response graph represents the best-matched position found using the combination of

ABC and CF (ABC-CF).

∗Doctoral Thesis, Division of Systems Science and Informatics, Graduate School of Informa-
tion Science and Technology, Hokkaido University, SSI-DT46195032, January 20, 2022.
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To improve the ABC approach, the offset or drift problem can be addressed by

using only the color information. A multiple-layered (ML) structure is designed to

add location information to the histogram-based matching process. The ML structure

divides the image into three layers based on the principle that the color information

of the central area remains unchanged, with the central location as the common base

point. To combine ABC and ML structures (ABC-ML) in the image matching process,

we perform ABC on the image of the corresponding layer. The similarities of each layer

are weighted and summed to obtain the final result. These two improved algorithms

improve the matching accuracy while maintaining the advantages of ABC.

This thesis is organized into the following chapters.

Chapter 1 introduces the related works in image matching and describes the im-

portance of our research. Some of the challenges are included and discussed in image

matching. Furthermore, the motivations and contributions of this study are described.

Chapter 2 presents the details of the novel concept of ABC based on the color his-

togram in image matching. We introduce the definitions of apparent and absent colors

obtained by separating the original color histogram. Subsequently, the selection of color

space is illustrated. Threshold hT is defined to obtain apparent and absent color his-

tograms using the mean color histogram. Four similarity measurements are discussed,

which were each separately combined with ABC to evaluate the similarity of images.

Therefore, many measurements can be combined with our proposed ABC methods. The

margin discussion shows the distinguishability of ABC with different measurements on

the Mondrian pattern. We further analyze the performance of ABC under different chal-

lenges, such as variations in illumination and scale as well as rotation, deformation, and

occlusion.

Chapter 3 introduces our proposed method to utilize the proposed ABC in com-

bination with CF. The scheme presented is effective for precise registration based on

Fourier domain training and filtering, which can generate a sharp peak in the relevant

output to precisely position the matching image. We train the reference as the first

step. An optimal filter is obtained by calculating the minimum output sum of squared

error (MOSSE) on inputs and outputs. Subsequently, the optimal filter is applied to

the position selected from the search by pre-processing ABC to transform its response

map into the Fourier domain. Finally, we convert the space to find the best matching

position. We verify the ability of ABC-CF with adequate experiments.

Chapter 4 presents the proposed ABC-ML in detail, including the new concept of

total color space and how to combine ABC and ML. An ML structure based on the

isotonic principle to keep the center location is not changed. Because target images

involve scale variation, rotation, and deformation, the image features at the center zone

are largely retained, especially color features. Next, we aim to accurately position the

target by dividing the image into multiple layers. Ultimately, each layer plays a role in

restraining each other’s positional relationship to obtain an optimized matching effect.

We report the results of measurements of the robustness and efficiency of our proposed
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ABC-ML on real-world images and open data.

Chapter 5 introduces the experimental evaluation. The experimental setup is de-

scribed in detail. Parameter selection is discussed for comparison with fixed values. The

matching performance of ABC, ABC-CF, and ABC-ML were compared experimentally,

and the results are reported. We also discuss some aspects of the advantages and dis-

advantages of the proposed technique in this chapter. ABC has some notable benefits,

including technical simplicity as well as invariance in rotation, distortion, and to some

extent scaling. Furthermore, we compare ABC, ABC-CF, and ABC-ML to describe

their respective performance characteristics.

The final chapter summarizes the main points of our research. Finally, we present

the conclusion and suggest some possible avenues for future research.

Keywords: Color histograms, Absent color indexing (ABC), Apparent colors (AP）,

Correlation filter (CF), Multiple-Layered structure (ML), Image matching
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Chapter 1. Introduction

1.1 Research background

Image matching is a task of finding targets using images or some statistic or de-

terministic features extracted from images. The rapid development of computer vision

methods has resulted in the availability of a wide variety of image information storage

and extraction techniques. In recent years, various types of digital imaging equipment

have been widely used with the development and popularization of image acquisition

equipment, such as smartphones and UAVs in the consumer market, surveillance cam-

eras in security, and industrial cameras in manufacturing. In most practical applications,

these applications typically used together with image matching techniques. The measure

of similarity or dissimilarity between images by using image matching techniques is a

key task in image retrieval [1], image recognition [2], pedestrian detection [3], and defect

detection [4]. Image matching [5] technology aims to identify a similar or a dissimilar

structure or content from two or more images. In addition, image matching technology

is applied to generate image mosaics and three-dimensional reconstruction.

Among color features, color histograms, a statistical measure of color distribution

in images, have been widely used to describe color information. Such histograms are

beneficial in that the color distribution in the template image is recorded without compli-

cated learning processes. They feature strong robustness to object deformation and scale

changes, and they provide effective statistics for utilizing discrete color distributions or

histograms over a given color space. Thus, color histogram-based approaches [6, 7] can

be effectively used to search for objects. In many applications, the color features often

appear in the algorithms as a main or auxiliary feature. However, these approaches

reduce performance in discriminating similar objects, because any histogram trades po-

sitional information of pixels for flexibility in matching.

With in-depth research and application of image matching, the accuracy of image

matching directly affects the results of experiments and performance in practical ap-

plications. However, there are still some problems with using image matching, such as

increasing amounts of image data, diverse shapes of targets, and large numbers of simi-

lar targets. Therefore, further research on methods the enable faster and more accurate

target image recognition is required. Image matching methods are also widely applied

in common consumer usage and practical applications, such as surveillance cameras as

shown in Fig. 1.1. Using surveillance video data to identify and track specific target

features is a key task in the computer vision field. To complete the task of recogni-

tion or tracking in existing video surveillance systems, it was necessary to watch the
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Figure 1.1: The application of image matching.

captured video content to search for targets and perform comparisons manually. This

method requires considerable time to screen the video content, and the search results

are dependent on the experience of human operators. Therefore, automatic extraction

of target features has attracted attention as a research topic. As an essential part of this

application, image matching can accurately and rapidly identify targets in a video image

sequence. In the subsequent process, it can track the target by continuously matching

the image and returning to its tracked position. However, the challenge is that many

targets may appear with similar features. Therefore, image matching methods with

discrimination abilities become significant to accurately match correct targets.

However, many image matching approaches are designed to pay attention to the

prominent information of image content due to different application objectives and ex-

hibit a lack attention directed to minor features, especially in color feature-based ap-

proaches. Therefore, methods designed to use image-matching technology to accurately

judge the minor difference in images to be matched remains as an urgent problem to

be solved. Therefore, while using primary features, the development of methods to pro-

vide fair treatment and analysis of minor features that play an important role would be

a major breakthrough in image matching approaches based on color histograms, with

applications such as of product defect detection.

In summary, image matching plays a decisive role as an important step in many appli-

cations, such as image retrieval, pedestrian detection or tracking, and defect detection

technology. To better apply image matching technology in these methods, our study

aims to improve accurate matching between similar images and improve the robustness

of image matching in cluttered scenes.
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Chapter 1. Introduction 1.2. Motivation of the research

Figure 1.2: Two images I1 and I2 as example of same size.

1.2 Motivation of the research

By describing the background of this study, we may note that image matching faces

challenges that need to be solved. An ideal evaluation method for image matching should

be robust, discriminative, and stable. The ABC approach is proposed to overcome these

problems. The development of the proposed approach was motivated by the aim of

enhancing color-based features in cases wherein an object to be searched exhibits few,

but prominent, colors and existing features. For example, eye color is a quantitatively

minor or hidden color feature when identifying a person, but it can provide an essen-

tial element for identification. Especially in the cases of computational image pattern

search problems, these may be somewhat hopeful to contribute separation of the targets

from other candidates through enhancement of identifiers in apparent or neutral color

features. In Fig. 1.2, I1 and I2 are examples of the same size (100, 90) that exhibit re-

markably similar colors; the primary color is black, which occupies a large proportion of

the image, whereas yellow, red, and white are present as minor colors with relatively few

pixels. The primary colors have played an essential role in existing similarity calculation

methods for conventional color histogram-based matching. However, minor colors were

ignored as trivial information for evaluating similar images. The proposed approach

focuses on low-frequency colors in any pair of two histograms of reference and target

images. Three conditional combinations concerning high and low frequencies in their

respective bins are required to evaluate histogram similarity. If both two bins include

high frequencies, they may have high similarities. In contrast, if only one of the two

bins has a lower frequency, its contribution to the overall similarity may be much lower.

The last case where they both have low frequencies has been evaluated as having only a

relatively small contribution to the overall similarity. However, it is considered to be of

interest in this work. This shows that the two images include the color with low frequen-

cies represented in the bins. In our study, this case was regarded as a helpful feature in
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histogram evaluation. However, we must prevent additional noise in histograms when

designing algorithms because such low frequencies may be easily influenced by noise.

This study aims to solve this problem by using some particular definitions of minor col-

ors. This work provides a method of similarity evaluation from a color histogram-based

approach. The separation of colors in the histogram can enable a better understanding

of the composition of colors. To the best of our knowledge, the present work is the first

to explore this research direction by generating minor but essential features for image

matching.

1.3 Conventional image matching methods

Image matching is among the basic problems of computer vision. Such methods can

search for correct images in a given scene through image information or detection and

description of different features as shown in Fig. 1.3. As a result, the tasks of recognition

Figure 1.3: The example of different image features.

or matching are completed. Conventional image matching technology can be divided into

methods based on global features and methods based on local features. Local features

are features extracted from local areas of an image, including feature points, lines, edges,

and areas with special attributes. The advantage of local feature matching is that the

matching effect is better when the image is occluded, and the matching can be completed

by the correspondence of some features. Methods based on local features also involve

some shortcomings. First, the density of features extracted in image regions with less
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Chapter 1. Introduction 1.3. Conventional image matching methods

texture is frequently sparse, making it difficult to extract local features. Second, if

there are two or more repetitive features in an image, matching methods based on

local features are prone to mismatches. Third, most of the feature points extracted

from images with a large number of cluttered backgrounds are meaningless, leading

to image matching errors. Moreover, with the increasing performance of image capture

equipment, the resolution of the collected images is progressively increasing. The number

of extracted features and time invested in recording them have increased greatly. As the

number of feature points increases, the time required for image matching also does so.

Global features are the attributes of the entire image, including color features, texture

features, and shape features. Most of the global features are visual features at the pixel

level of the bottom layer. Hence, they have good invariance, simple calculation, and

intuitive representation. The advantage of this type of algorithm is that it can quickly

extract many image features and efficiently use the context of the entire image, so it is

widely used in computer vision. Image matching based on global features still has some

shortcomings. For example, the matching effect is not ideal when there is occlusion or

overlap in the image.

Figure 1.4: Classification of image matching methods.

The conventional image matching algorithm is widely used owing to its high operation

speed and low time consumption. With the development of machine learning, such

methods have been applied in the field of computer vision. An increasing number of

researchers have adopted machine learning methods to improve algorithms in each stage

of image matching. Image feature extraction and feature description have a stronger
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ability to extract features than conventional methods. However, the methods based on

machine learning require a large amount of data to perform training. In some application

contexts, such as defect detection, it is typically difficult to obtain sufficient training data,

such as defect detection. Hence, the development of a robust and time-saving algorithm

is essential.

In the previous discussion, we introduced image matching methods based on the use

of different features in the image to classify and the advantages and disadvantages of dif-

ferent classification methods. Fig. 1.4 shows a classification summary of image matching

methods. In the following section, we introduce in detail some of the image match-

ing methods related to this research, including color- and histogram-based matching

methods.

1.3.1 Color feature-based methods

Color features are basic and direct visual features that describe the content of an

image and are widely used in image matching. In addition, color features are generally

stable and are not sensitive to noise, size, resolution, and direction changes. However,

due to the different goals of various image matching tasks, matching a single color feature

adequately may be difficult. Thus, the method of combining color features with other

image features has also been widely investigated in image matching. In this section, the

color features are mainly introduced, and then some other features are described that

combine with color features, such as grayscale, texture, and shape features. Table 1.1

shows the commonly used feature-based matching methods.

In the image matching process, different methods should be used to extract color

features after color space transformation. The extraction and description of color fea-

tures is the most important part of the image matching method based on color features.

The existing color features mainly include color histograms [8], cumulative color his-

tograms [9], color co-occurrence histograms [10], fuzzy color histograms [11], dominant

color descriptors [12, 13], color sets [14], color moments [9], color correlograms [15], color

coherence vectors [16], and color co-occurrence matrices [17].

Color space

Before color feature extraction, it is frequently necessary to select a suitable color

space. Essentially, the color space is a three-dimensional coordinate system, and a

three-dimensional coordinate point can represent each color in the system. At present,

the commonly used color spaces [18] mainly include RGB, HSV, and CIE L*a*b* space.

The RGB color space is based on the three basic colors of R (red), G (green), and B

(blue), which are superimposed in different degrees to produce a rich and wide range of

colors, so it is commonly known as the three-primary color mode. The RGB mode can

represent more than 16 million different colors. It is quite close to the natural colors
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Table 1.1: Summarization of the feature-based matching methods.

Feature Method

Color

Color histogram

Cumulative color histogram

Color co-occurrence histogram

Fuzzy color histogram

Dominant color descriptor

Color sets

Color moments

Color coherence vector

Color correlogram

Color co-occurrence matrix

Grayscale

Sum of squared differences

Normalized cross correlation

Mutual information

Texture

Gray-level co-occurrence matrix

Tamura

Wavelet transform

Gabor filter

Curvelet transform

Local binary pattern

Local directional pattern

Shape

Histogram of oriented gradients

Edge histogram descriptor

Geometric moment invariant

Chain code histogram

normally perceived by the human eye, so it is also called the natural color mode. The

greatest advantage of the RGB color space is that it is intuitive and easy to understand.

However, the disadvantage is that the three components of R, G, and B are highly

correlated; if a certain component of color changes to a certain extent, then the color

is likely to change. Another disadvantage of the RGB color space is the quite poor

uniformity.

The HSV color model defines colors based on humans’ intuitive perception of color,
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based on light, and shade, and hue, where H (Hue), S (Saturation), and V (Value)

represent chroma, color saturation, and lightness, respectively. This color system is

considered better than the RGB system in that it is closer to human experience and

perception, and thus it is widely used in computer vision.

CIE L*a*b* is composed of one luminance channel and two color channels. Each color

is represented in the CIE L*a*b* color space by three numbers L*, a*, and b*, which

represent brightness, the component from green to red, and the component from blue to

yellow, respectively. CIE L*a*b* is designed based on human perception of color; more

specifically, it is intended to be perceptually uniform. The CIE L*a*b* space involves

many notable advantages. First, lightness and color are separated, the L* channel has

no color information, and the a and b channels only have color. Second, the color range

is wide, which includes all the color ranges of RGB and expresses colors that it does not

include. It also compensates for the uneven distribution of the RGB color model.

Color histogram

Color histograms are the earliest proposed method of color features and remain widely

used. Extensions such as cumulative color, color co-occurrence, and fuzzy color his-

tograms, as well as dominant color descriptor are all considered color histograms. The

study mainly adopts the method based on color histogram, so we introduce this part in

detail in Sec.1.3.2.

Color moments

Color moments are another simple and effective color moment proposed by Stricker

and Orengo [9]. The mathematical basis of this method is that any color distribution

in the image can be represented by using the moment. In addition, because the color

distribution information is mainly concentrated in the low-order moments, only the first-

order moment (mean), the second-order moment (standard deviation), and the third-

order moment (skewness) of the color are sufficient to express the color distribution

of the image. Compared with the color histogram, another advantage of this method

is that vectorizing the features is not necessary. Therefore, the color moment of the

image only requires nine components (3 color components, 3 low-order moments on

each element), which is more concise that those of other color features. In practical

applications, to avoid the weak resolving power of low-order moments, color moments

are often used in combination with different parts and generally play a role in narrowing

down the color information before the use of other features. Kadir et al. [19] used color

moments as color features, combined with polar Fourier transform and inter-vein pattern

features to perform plant foliage image matching. The performance of this method was

better than that of the Fourier transform. In a matching experiment on 50 species of

plants, the accuracy rate reached 90.80%. Saikrishna [20] and others proposed a method
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that divided the image into multiple parts, extracted the color moment for each region,

performed clustering to calculate the average color moment, and finally used the sum

of absolute differences method to determine the image matching similarity, compared

with other content-based image retrieval methods available at the time, it had better

performance. In a content-based image matching system based on color moment features,

Mosbah et al. [21] used different color models to examine images of matching results and

found that the color moment method works better in HSV color space than RGB space.

Color sets

The color set is an approximation of the color histogram. Smith and Chang proposed

the color set feature to quickly find an image that matches the content of a target

image in a large-scale image library [14]. First, the color image is converted into a

visually balanced color space, such as an HSV space, and the color space is quantized

into several bins. Then, the space is divided into several regions using the intuitive color

segmentation technology. Each part is indexed by a specific color component of the

quantized color space so that the image is expressed as a binary color index set. In image

matching, the distance between different image color sets and the spatial relationship of

color regions are compared, including the separation, inclusion, and intersection of parts,

each corresponding to a different score. Because the color set is expressed as a binary

feature vector, a binary search tree can be constructed to speed up the retrieval speed,

which is beneficial for large-scale image collections. In the process of using color sets to

represent images, relevant color combinations should be determined. Thus, Mlsna [22]

and others provided improved methods of calculating related color combinations, which

were able to evaluate corresponding color combinations more effectively and accelerate

the color set extraction and description process.

Color-coherence vector

To address the lack of color histograms and color moments that cannot express the

spatial position of the image color, Pass et al. [16] proposed the color-coherence vector

of images. The color aggregation vector is also an evolution of the color histogram. The

core concept is to divide the pixels belonging to each bin of the histogram into two parts.

If the area of the contiguous space occupied by some pixels in the bin is more signif-

icant than a given threshold, the pixels in the area are regarded as aggregated pixels;

otherwise, they are regarded as non-aggregated pixels. Because it contains the spatial in-

formation of the color distribution, the color aggregation vector can achieve better image

characteristics than the color histogram. Ravani et al. [23] analyzed the performance of

different stages of the color aggregation vector, optimized each step, improved the con-

current implementation of the algorithm, and used the parallel calculation method to

speed up the calculation of the color aggregation vector method. Furthermore, Hamami
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et al. [24] optimized the number, distance, and angle of color coherence regions. They

used histogram technology to represent the information of each color coherence region

and combined the number and location information of coherence regions with the color

aggregation vector to improve the matching effect. Recently, Singh et al. [25] used color

features based on a color aggregation vector combined with texture features based on

the Gabor filter to perform content-based image retrieval to obtain the best-matching

image. The accuracy of their proposed approach improved on that of popular image

retrieval methods.

Color correlogram

Color correlation diagrams are an alternative expression of the color distribution of

images [15]. Zhao [26] and others used different correlation maps as image features

for matching, retaining spatial information, and detecting the rotation change of the

target during matching. Moreover, using the gradient descent method average moving

algorithm to calculate the best position and direction can accurately track rotating

targets. In a target experiment, this method demonstrated the ability to accurately

complete tracking tasks involving movement, size changes, or occlusions. Rasheed et

al. [27] proposed an image separation technique that first decomposes the image into

four bins, displays each bin, and extracts the maximum regeneration to generate a color

correlation map. Their experimental results demonstrated the validity of their proposed

method. Vinayak [28] and others combined a color autocorrelation map with colors when

extracting color features and added Gabor filter texture features used as image features

in retrieval tasks. The method of retrieving matching results is more reasonable.

Color co-occurrence matrix

The color co-occurrence matrix is a special type of color feature, which contains

only color but also texture information. It uses the co-occurrence matrix method to

integrate the color and texture information in the image [17]. The color co-occurrence

matrix can be divided into single-channel and multi-channel color co-occurrence matri-

ces according to the combination of color channels. Among them, the single-channel

color co-occurrence matrix is only a descriptor similar to the gray-scale co-occurrence

matrix extracted from a single color channel image and does not contain the spatial

correlation of different channel colors. The multi-channel color co-occurrence matrix is

spatially related to the colors of other channels to achieve quantification summarizes the

color and texture attributes of the image [29]. Vadivel et al. [30] proposed an improved

method based on the color co-occurrence matrix called an integrated color and intensity

co-occurrence matrix and used this feature to perform content-based image retrieval.

Compared with other color and texture-based co-occurrence matrix features, it showed

a higher matching accuracy. Lin et al. [31] studied the integration of three image features
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for image retirement: color or co-occurrence, the difference between pixels of scan pat-

tern, and color histogram for K-mean. They used three features: color features, texture

features, and space features. When matching, different features were selected through

sequential forward selection, and the optimal feature was used for matching search. Los-

son et al. [32] proposed a new color feature, chromatic co-occurrence matrices in color

filter array images based on color co-occurrence matrices. They compared colors and

textures through the similarity of color filter array and color co-occurrence matrices.

Thangarasu [33] and others combined the bit pattern feature and color co-occurrence

feature with image matching based on the image ’s color, texture, and edge features,

thereby enhancing the retrieval accuracy.

Others

The use of a single color feature for image matching will typically lose the information

of other components in the image, which may affect the accuracy of image matching in

some cases. Thus, some methods have been developed that combine multiple elements

investigated in previous research using different color features for image matching. For

example, the color co-occurrence matrix includes combined color features and gray-scale

texture features to develop a new feature description method. Most of the multi-feature

fusion matching methods can compensate for the shortcomings of different parts and

improve the matching performance. Because grayscale, texture, and shape features

are the same as color features, they are all widely used low-level visual features. The

calculation is simple and efficient; frequently, these features are considered with color

features to apply to image matching. The feature combination method can directly use

the existing mature grayscale texture, shape features, and matching methods. Therefore,

we introduce existing image matching methods and, in the following, describe research

status of other features.

The grayscale image matching method is also called the template matching method [34].

Template matching uses a given image as a template and searches for the best-matched

target image among other images. In the process of image matching, there is no need

to only detect the feature information in the target, and the correlation estimation is

directly performed by using the region of interest of the predefined size or even the entire

image size window. In spatial domain matching, similarity measures include the sum

of squared differences (SSD) [35], normalized cross-correlation (NCC) [36], and mutual

information (MI) [37].

Image texture is also an important image feature that describes the inherent surface

characteristics of a specific object and its relationship with the surrounding area. It re-

flects the spatial distribution law of the neighborhood grayscale of pixels. The most com-

monly used texture features in image matching mainly include gray-level co-occurrence

matrices [38], Tamura textures [39], wavelet transforms [40], Gabor filters [41], curvelet

transforms [42], local binary patterns [43], and local directional pattern [44]. Along
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with many texture-based methods, they have been proposed and applied to image-based

matched image retrieval aspects [45].

Shape features [46] are another basic visual feature that describes image content.

Commonly used shape features include histogram of oriented gradients (HOG) [47], edge

histogram descriptor [48], geometry geometric moment invariant (Hu moment) [49], and

chain code histogram [50]. In a sense, the shape feature contains certain semantic in-

formation. When the texture and color information is insufficiently rich, the accuracy

can be improved from the perspective of shape features. Shape features are robust to

image displacement and scale transformation and will not be affected by different color

information, but the shape expression and description are complicated. Because the

three-dimensional scene is projected into a two-dimensional image and one-dimensional

information is lost, the image shape feature can only partially express the scene. There-

fore, the shape feature is often damaged by noise, defects, accidental deformation, and

occlusion.

1.3.2 Histogram-based methods

Among image matching methods based on histograms, color histograms are the most

commonly used method. The color histogram records each color that appears in an

image and the ratio of each color in the image. Frequently, a rectangular coordinate

system can be used to represent the results of the color histogram intuitively. The

abscissa represents the color value of various colors appearing in the image, and the

ordinate represents the proportion of each color in the image. As the most commonly

used feature-matching method in image matching, color histograms have the following

advantages. (1) They allow intuitive expression and convenient calculation. They de-

scribes the ratio of each color in an image, which has significant advantages for image

matching where the color space distribution can be ignored. (2) They are not sensitive

to image rotation, translation, size change, and other types of processing. The histogram

calculated by this method is accurate, and the method does not yield different calcula-

tion results due to such changes in the image. (3) They are superimposable. Suppose

an image is divided into several blocks. In this case, the color histogram of each block is

calculated separately, and the blocks are added together to obtain the color histogram

of the entire image. Although the color histogram is widely used given the above ad-

vantages, it also has many shortcomings. The greatest weakness is that this method

only describes the overall ratio of various colors in the image and does not consider the

spatial distribution of multiple colors. Therefore, two images with the same color his-

togram may have different color spatial distributions, and the resulting image contents

may differ significantly. Swain et al. [51] proposed the color index method (CI), which

uses color histograms for image matching. This method uses the histogram intersection

to calculate the similarity between the images, thereby obtains the degree of matching

images. The advantages of the CI method include its simple calculation, fast speed,
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and successful matching even when the target is deformed or scaled. However, it is

more sensitive to noise and brightness changes. Subsequently, a matching method was

proposed based on the cumulative color histogram (CCH) [9]. The bin value of each

color in CCH is the sum of all probabilities less than this color value. During image

matching, the color of the image sometimes cannot be taken over all possible colors,

resulting in zero values in the color histogram. A zero value in the histogram affects

the intersection operation of the histogram so that the matching value cannot correctly

reflect the color difference between the two images. This problem is solved based on

the CCH matching method. The L1 and L2 distance between the two cumulative his-

tograms are used as the similarity measure to perform matching. Compared with the CI

method, this method has similar matching accuracy but is more robust. Chang [10] et

al. used the color co-occurrence histogram (CH) as a color feature for image matching

for object recognition. The color co-occurrence histogram adds geometric information

to the normal color histogram so that the new feature contains both color information

and geometric information. Moreover, by setting different co-occurrence distances, the

algorithm can adapt to the geometric changes of the target. This method can accurately

identify objects when the target is deformed and partially occluded. However, it requires

high calculation time. Han et al. [11] proposed a color histogram feature called a fuzzy

color histogram. It used the fuzzy set membership function to associate the color of

each pixel with each bin in the color histogram through similarity to obtain the fuzzy

color histogram. Using this feature for image matching can overcome small illumination

changes and noise interference. After the most representative color histogram-based

methods above were proposed, more color histogram matching methods were applied to

different fields. Subsequently, a series of fuzzy color histogram-based methods have been

proposed to overcome the problems of noise interference and illumination. Verma et

al. [52] introduced triangular membership functions to improve fuzzy color histograms

for template matching (TFCM).

Singh et al. [53] combined color histogram features and statistical texture features

based on wavelet theory, used Euclidean distance to measure similarity, and used it

in X-ray image retrieval to improve the efficiency of image analysis. Jasmine et al. [54]

combined color histograms with maximum local edge binary pattern joint histograms for

content-based image retrieval based on the color histogram and significantly improved

the retrieval effect through the fusion of multiple features. Zeng et al. [55] used a Gaus-

sian mixture model to quantify the color space and generate a color histogram as an

image feature. The Shannon divergence was used to measure the image similarity to

achieve the goal of image retrieval. The experimental results showed that their proposed

approach showed the advantage of strong practicability. Gupta et al. [56] used color

correlation maps to supplement the missing spatial information of color histograms for

image retrieval. This method had the advantages of high retrieval efficiency and insensi-

tivity to the location of the scene. Sun et al. [57] used statistical principles, improved the

color histogram, combined it with the features of the gray-level co-occurrence matrix,
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normalized them, and then merged them. This method effectively improved the original

weakness of insufficient expression of color feature information. Shen et al. [58] com-

bined the color histogram and the edge direction histogram to calculate the similarity

with the improved Canberra distance, which improved the final retrieval accuracy and

robustness. Soni et al. [59] added color-related features using color histograms and used

Euclidean distance to calculate the similarity of matching to perform efficient image

retrieval. Lacheheb et al. [60] proposed a hybrid clustering method for image retrieval.

This method first extracts the mean SIFT feature of the image as a local feature while

also extracting the HSV color histogram feature as a global feature. Then, local and

global features are combined to maximize the segmentation of the target image and the

background image, thereby ensuring the performance effect of each feature descriptor in

the image description. Mohammed et al. [61] used color histograms as color features and

discrete cosine transform to extract image texture features, combining the two features

to perform image matching. Using Manhattan distance, Euclidean distance, and mean

square error as similarity measures for analysis, the results indicate that Manhattan

distance performed better for retrieval accuracy when used as similarity measures. Bhu-

nia et al. [62] improved the color histogram, extracted the relationship between the H

channel and the S channel in the HSV color space as the color feature, and proposed a

diagonally symmetric local binary co-occurrence pattern method to record the texture

feature description Symbiosis between adjacent textures. Finally, the retrieval result was

satisfactory when combining the color and texture features with the best strategy.

Comaniciu et al. [63] proposed calculating the Bhattacharyya distance through the

color histogram of the target image and the reference image and iteratively finding

the minimum distance to obtain the target position and complete the target tracking.

Bertinetto et al. [64] combined the correlation filter with the color histogram. They used

the complementary advantages of the color histogram and the correlation filter method

to address the poor tracking effect of the correlation filter method when the shape of

the target changes. While improving the tracking performance, their proposed method

also exhibited good real-time performance. Zhang et al. [65] proposed a multi-feature

fusion tracker, combining local and global tracking methods. At a local level, a tracking

method for the structural local color histogram feature block is proposed. At a global

level, a correlation filter tracker based on HOG features is used. The two trackers are

fused when calculating the response to achieve good tracking performance. Abdelali et

al. [66] proposed a new accept–reject color histogram-based matching method, in which

the similarity measure uses Bhattacharyya kernel. The target area was determined by

the similarity with the target image to track the target. This method can track the

target in real-time and is not sensitive to the target’s rotation scale change. Possegger

et al. [67] researched a target tracking method based on color representation to address

tracking errors due to areas similar to the target appearing in the tracking process. An

improved color histogram matching method was proposed to identify potential errors

in the tracking process and improve tracking accuracy. Lukežic et al. [68] introduced
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channel and spatial reliability into discriminative correlation filter tracker by using color

histograms to increase the search area of target tracking and improve the tracking ef-

fect of non-rectangular targets. Fan et al. [69] used a color clustering-based histogram

model to replace the color histogram model to enhance the ability to distinguish be-

tween the target and background [64] and added the structure information of the target.

Then, their proposed method learn spatiotemporal regularized CFs, which improved the

tracking effect of this method when the target had a large deformation. Hao et al. [70]

offer a complementary tracker based on structural patch response fusion. Lightning and

shape changes can be automatically processed during matching through the fusion of

correlation filter and color histogram models. They carried out tracking experiments on

multiple datasets, and their proposed approach has shown excellent performance.

In these tasks, the matching method based on the color histogram has gradually de-

veloped from a single feature matching to a multi-feature fusion matching method after

years of research and development. The matching method of multi-feature fusion can

effectively improve matching accuracy by including more image information. However,

there are also some problems. First, excessive amounts of features may cause infor-

mation redundancy, which increases the burden of the algorithm. Second, the method

of multi-feature fusion frequently drastically increases the amount of calculation for

image matching. Finally, in the matching of multiple feature fusions, the increase of

information also increases the matching constraints, which may lead to a decrease in

matching flexibility. In summary, more research is required on the multi-feature fusion

image matching method, and an excellent single-feature image matching method is still

a problem worthy of research.

1.4 Challenges and contributions in image matching

Challenges

At present, there are many highly effective image matching methods, which are used

in different image processing tasks. However, many challenges remain to be solved in the

image matching process. Because the varying purpose, conditions, and environment, the

challenges encountered are also diverse. However, image matching involves some common

challenges, as shown in Fig. 1.5, including illumination variation [71], rotation [72],

deformation [73], scale variations [74], and partial occlusion [75]. Existing research

also aimed to solve these challenges in the matching process effectively. The following

summarizes the challenges in image matching.

• Illumination variation

The problem of illumination variations is an old problem in computer vision, but a

critical factor that affects the accuracy of image matching. There are many reasons

for the changes in the illumination of the image. Including environmental changes,

collection equipment changes, and target changes. Environmental changes, such
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(a) Reference (b) Illumination variation (c) Rotation

(d) Deformation (e) Scale variation (f) Occlusion

Figure 1.5: The case of challenges in image matching.

as outdoor images, are primarily due to changes in illumination caused by natural

light over time and changes in lighting due to changes in weather and environment.

Environmental changes are divided into indoor and outdoor situations. The illu-

mination variation of outdoor images is mainly caused by natural light over time

and changes in the weather environment. Indoor lighting changes especially come

from the opening and closing of the light source, adjustment of the brightness, and

change of the position of the light source. Different types of collection equipment

or changes in the location and parameters of the collection equipment also cause

image illumination variation. Moreover, the movement of the target causes illumi-

nation variation. Changes in illumination lead to changes in pixel values in images

and produce images of color characteristics for color images. This has a significant

influence on the method of matching based on gray and color features. In addition,

severe lighting changes affect the texture and contour features of the image. For

example, overexposure or insufficient image brightness causes the texture features

of the image to disappear or change the shape of the target. This also affects the

accuracy of image matching based on texture features and shape features.

• Deformation

Deformation in images is a considerable challenge in image matching methods,

such as template matching, face recognition, and target recognition and tracking.

The deformation in the image is mainly caused by the movement of the target

or the position and angle changes when the image is collected. Many methods in

template matching are matched based on the one-to-one correspondence between
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pixels. This method is quite sensitive to the deformation in the image, which can

easily lead to the failure of the matching. In facial recognition, the matching is

mainly based on the geometric features of the human face. However, due to the

change of human expression, the face will be deformed, which will cause the face

recognition accuracy to decrease. Methods to recognize facial deformation and

perform accurate matching have become noted difficulties of this technology. In

addition, deformation is a common interference problem in target tracking. When

the posture of the moving target changes, its characteristics and appearance model

change, which drastically reduces the matching success rate and easily leads to

tracking failure.

• Rotation

There are two cases of rotation in two-dimensional image matching: the rotation

of the image and the rotation of the target in the three-dimensional space. In

some template matching methods, image rotation is a considerable challenge in

the matching process. Frequently, more matching times are required to complete

the matching, which significantly increases the amount of calculation. Moreover,

achieving the matching of images not based on rotation-invariant features is typ-

ically difficult. The rotation of the target in the three-dimensional space is a

significant challenge in image matching methods. This type of rotation causes the

disappearance of some original features and the generation of new features, which

significantly impacts the matching of grayscale, texture, contour, and color fea-

tures. Therefore, the development of method to perform accurate image matching

in the presence of rotation remains as a notable research problem.

• Scale variation

Scale changes are frequently caused by changes in the distance between the collec-

tion device and the target. When the image size does not change, the scale change

of the target to be matched will cause two situations to occur. One case is that the

smaller the target leads to a substantial increase in the proportion of background

in the image to be matched. Another situation is that the larger the target causes a

part of the target to exceed the image range, reducing image characteristics. Both

of these situations will reduce the success rate of matching. Therefore, realizing

scale adaptive matching is a considerable challenge in image matching.

• Occlusion

In image matching, occlusion is a severe challenge for almost all matching methods

based on global features. Moreover, although the matching method based on local

features can tolerate the existence of occlusion to a certain extent, it leads to a

decrease in matching accuracy. However, occlusion conditions are widespread in

various tasks. Especially in pedestrian tracking in a surveillance environment, an

object to be matched may be blocked by hats, backpacks, and other accessories or
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blocked by other pedestrians or buildings. The existence of occlusion affects the

feature extraction and matching, leading to tracking failure. For image matching

with occlusion, the problem is difficult to solve it in a targeted manner. The best

approach is to perform a more robust feature extraction.

Contributions

In this paper, we propose a new method for image matching based on ABC. Our

proposed approach performs robust matching under illumination, rotation, deformation,

occlusion, and scale variation. The contribution of this thesis are summarized as follows:

• We design an approach called ABC by enhancing the performance of minor or non-

existing colors. ABC uses a decomposition method to separate color histograms

into apparent and absent color histograms to perform image matching. The pro-

posed method is focused on both the apparent and absent colors.

• The ABC approach can be robust under illumination variation via the use of the

CIE L*a*b* color space to generate a two-dimensional color histogram. Among

them, L-channel as illumination information is ignored to realize the property of

robustness.

• A stable threshold definition is achieved. To distinguish between the use of a fixed

threshold, the ABC approach obtains a mean color histogram from two compared

images, where the mean color histogram represents the trend of colors between the

compared images. It can effectively define the absent colors and find a suitable

threshold to decompose the histogram, which is of great significance to this study.

• Sensitivity to minor or non-existing colors in the target image can be realized by

inverting absent color histograms. After separating the colors, the absent colors in

the color histogram have a rather lower frequency in the absent color histogram.

Inverting the information is a vital operation for emphasizing the importance of

absent colors. Meanwhile, apparent colors as a part of the ABC approach also

conduct similarity evaluation jointly with absent colors by similarity measures.

• ABC-CF is introduced to improve the demerits of color histogram-based methods.

We select the CF method for the relocated matching position after ABC searching.

ABC can maintain the performance of margin, and then CF can solve the offset or

drift problem in the process of matching. Compared with some machine learning

approaches, the proposed ABC-CF is simpler and involves a lower training cost.

• An image matching method based on a ML structure has been also proposed, which

only uses color information during the process. We train the total color space for

a certain range of colors in CIELAB color space. Then, total color space is utilized

to generate the color histogram. Subsequently, based on the principle that the
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central feature remains unchanged, the image is structured and layered. ABC-ML

used to perform more accurate matching to improve the problem of offset or drift.

1.5 Overview

The remainder of the paper is organized as follows.

In Chapter 2, ABC is introduced based on the color histogram in image matching.

The definitions of apparent and absent colors are obtained by separating the initial color

histogram. The selection of color space is illustrated. Subsequently, we define threshold

hT to obtain apparent and absent color histograms by using the mean color histogram.

Four similarity measurements are discussed to be combined with ABC to evaluate the

similarity of images. We verify that ABC can combine with many similarity measure-

ments as a feature. The margin discussion shows the distinguishability of ABC with

different measurements on the Mondrian pattern. Various challenges, such as illumi-

nation variation, rotation, deformation, scale variation, and occlusion, are designed to

analyze the performance of ABC.

In Chapter 3, we introduce the concept of ABC combined with CF. This is an effective

scheme for precise matching based on training and filtering in the Fourier domain, which

can produce sharp peaks in the output to achieve the accurate localization of matched

images. The reference image is trained by the affine transformation to obtain input

samples. The minimum output sum of squared error (MOSSE) on inputs and outputs

is utilized, and then an optimal filter is generated. Thereafter, the filter is applied to

the searched position by pre-processing ABC to obtain its response map in the Fourier

domain. Finally, we convert the space from the Fourier domain to the image domain to

find the best-matching position. In the experiments, we verify the ability of ABC-CF

with adequate experiments.

In Chapter 4, the design of ABC-ML is provided in detail, including the new concept

of total color space and how to combine ABC and ML. The ML structure based on

the isotonic principle retains the center location immutably. Because target images

include scale variation, rotation, and deformation, the image features at the center zone

are essentially retained, especially color features. Then, we aim to accurately position

the target by dividing the image into multiple layers. Finally, each layer plays a role

in restraining one another ’s positional relationship to obtain the optimized matching

effect. We measure the robustness and efficiency of our proposed ABC-ML in real-world

images and open data.

In Chapter 5, we introduce the experimental evaluation on image matching tasks. We

describe the experimental setup in detail. Parameter selection is discussed for compari-

son with the fixed value. The performance of ABC, ABC-CF, and ABC-ML is compared

in the matching experiment. We also discuss some aspects of the advantages and draw-

backs of the proposed technique in this chapter. The merits of ABC include its technical

simplicity and invariance to rotation, distortion, and to some extent scaling. Finally, we
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compare ABC, ABC-CF, and ABC-ML to describe the merits and demerits.

In Chapter 6, we conclude the whole dissertation and present some possible avenues

for future research.
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Chapter 2. Absent color indexing

(ABC)

2.1 Definition of apparent and absent colors

By introducing absent colors to realize this idea, we propose a novel approach to

utilizing color histograms for robust pattern identification. This approach focuses on low-

frequency colors in any two histograms of the target image. When evaluating histogram

similarity, there must be four conditional combinations with respect to high and low

frequencies in their bins. If both bins include high frequencies, they have high similarity,

and if one is low and the other is high, it provides a low contribution to the total

similarity. The case where both have low frequencies is conventionally evaluated as

having a low contribution to similarity, but recognizing this as a common characteristic

in our trials formalizes their treatment in similarity evaluations as an effective new

approach. However, we must prevent contamination by additional noise in histograms

when designing algorithms, because noise may easily influence such low frequencies.

Table 2.1 defines histograms H and G in a same color space or specification, which

Table 2.1: Combinations of apparent (AP) and absent (AB) colors.

Histograms
H

hAP hAB 0

G

gAP (hAP, gAP) (hAB, gAP) (0, gAP)

gAB (hAP, gAB) (hAB, gAB) (0, gAB)

0 (hAP, 0) (hAB, 0)

consist of high-frequency bins hAP and gAP, low-frequency bins hAB and gAB, and bins

with no entities 0 and 0. Below, we will propose a detailed scheme for defining these by

use of a reasonable threshold value. As Table 2.1 shows, we define apparent colors (AP)

as those in high-frequency bins, while colors in low- and null-frequency bins provide

candidate absent colors (AB). There are nine possible arrangements of bins having the

same colors, as shown in Table 2.1. In the top row and the leftmost column, every pair

includes hAP or gAP, which are evaluated for similarity in almost all methods based on

color histograms as features; if both bins are AP their contribution to similarity may be

larger, while those including an AB element make a lower contribution. As mentioned in
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the previous section, our motivation is to focus on other items in the table, namely those

such as (hAB, gAB) where both elements are AB. Such pairs are conventionally evaluated

as minor elements in similarity calculations. Note that the last possible combination,

0 and 0, is never evaluated in any similarity evaluation scheme, because they represent

colors not present in target images and thus are beyond the scope of consideration.

2.2 Color space selection

Many color spaces have been proposed in color management and image processing,

e.g., HSV, YUV, and CIE L*a*b*. When establishing many color features in color

statistics, the CIE L*a*b* color space has a broader color gamut that is closer to human

vision, allowing separation brightness as an independent coordinate (the L* channel). In

this study, the CIE L*a*b* color space [76] was used for ABC because it is a perceptually

uniform space, where the color distribution shows a concentrated distribution trend, and

the L* channel expresses the lightness. As shown in Fig. 2.1, RGB image as reference is

used to generate color histogram in different color spaces. In CIE L*a*b* color space,

the concentrated distribution is verified which the bins are in the center of the histogram.

On the contrary, there is a discrete distribution trend in the HSV space. The value of

(a) RGB image

(b) Color histogram in CIE L*a*b* color space (c) Color histogram in HSV color space

Figure 2.1: Analysis of the distribution of colors in different color spaces.

L* channel defines from 0 and 100. The a* and b* channels mean colors from green
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to red and blue to yellow, respectively. The range of these two channels is −128 to

127. CIE L*a*b* color space is closer to human vision. It can separate the lightness

independently. To avoid the effect of illumination, the a* and b* channels without the

L* channel are used in this study.

2.3 Color histogram decomposition

In this section, we explain in detail how to decompose the two-dimensional color

histogram and invert absent colors. Fig. 2.2 shows two images 1 and 2 as an ex-

ample. Let their color space have I × J bins or quantization. For images 1 and

(a) Image 1 (b) Image 2

Figure 2.2: Images 1 and 2 at 173× 100 pixels.

2 to be evaluated as matched or unmatched, their two-dimensional color histograms

H = {hij}(i,j)=(1,1),··· ,(I,J) and G = {gij}(i,j)=(1,1),··· ,(I,J) after normalization are repre-

sented in terms of the relative frequencies of classified colors in their bins, confirming

their summation to be unity. Moving forward, for explanation purposes, we use H as a

representative example. Fig. 2.3 shows the relative histograms H and G for images 1 and

(a) H for image 1 (b) G for image 2

Figure 2.3: Original color histograms (I = 10, J = 10).

2, respectively. From the original two-dimensional color histogram H, we create a pair

of two-dimensional histograms, H =AP H+ABH, APH =
{
APhij

}
, and ABH =

{
ABhij

}
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as complements. We have omitted the subscripts i and j in the formula for simplicity

and to avoid confusion.
APh = h(1− ϕ(h)) = hϕ(h), (2.1)

ABh = hϕ(h), (2.2)

where ϕ(x) is an indicator function that shows classification such that ϕ(x) = 1 if x ≤ hT

and ϕ(x) = 0 otherwise. The threshold value hT is an important parameter in this study

and is defined in Section 2.4. Note that the initial values of the other elements without

any indication in the above definition were set to 0. APH includes major colors frequently

observed in image 1, while ABH contains minor colors that are denoted as“ absent”
colors because their occurrence is infrequent within the image. Both have the same

structure as the two-dimensional histogram H. The elements APh and ABh represent

the color frequencies. We expect to systematically and effectively utilize information

included in low frequencies in the histogram through the decomposition process.

From ABH, we intend to make an opposite counterpart for the major color histogram

as a complementary feature in the original histogram. However, some special cases, such

as zero frequency, should be considered. To briefly explain the cases of zero frequency

(ABh = 0) during the inversion process of the absent color histogram ABH, we temporar-

ily assume that ABH, H, and G are one-dimensional histograms only in Fig. 2.4. In the

(a) (b)

Figure 2.4: Some special cases of zero frequency ABh = 0 during the inverting process.

first case (a) shown in Fig. 2.4, if ABh = 0 and h > hT, then
ABh̄ = 0; in the second

case (b), if ABh = 0, h = 0 and g > 0, then ABh̄ = hT; and, finally, in the third case (c),

if ABh = 0, h = 0 and g = 0, then ABh̄ = 0. Table 2.2 summarizes these three transfor-

mations to provide a clear explanation. After the abovementioned inverting process, the

absent color histogram ABH̄ =
{
ABh̄ij

}
is defined to represent small or zero frequencies

in the original one as follows:

ABh̄ = (hT −AB h)ϕ(h)ψ(h) + hTψ(h)ψ(g). (2.3)
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Table 2.2: Value of ABh̄ in conditions of ABh = 0.

ABh̄ ABh = 0, h > hT
ABh = 0, h = 0

g > 0 0 hT

g = 0 0 0

Here, ψ(x) is another indicator function that satisfies the following conditions: ψ(x) =

1 if x > 0; otherwise, ψ(x) = 0. Finally, it is necessary to normalize both APH and ABH̄

into HAP and HAB to satisfy the condition that all components should sum to 1. Fig. 2.5

(a) HAP for image 1 (b) HAB for image 1

(c) GAP for image 2 (d) GAB for image 2

Figure 2.5: Apparent and absent color histograms.

shows apparent or major color histograms HAP and GAP and absent color histograms

HAB and GAB for images 1 and 2, respectively.

25



Absent Colors and their Application to Image Matching Ying TIAN

2.4 Threshold definition

In the algorithm described in the last section, threshold hT plays a main role in

defining apparent and absent colors [77]. This section describes how to define hT to

provide a meaningful algorithm with effective performance. We first introduce the

mean color histogram M to find an averaged tendency of the color distributions in

two histograms to be compared, and then to realize a stable definition of the threshold.

M = {mij}(i,j)=(1,1),··· ,(I,J) is defined as

mij =
hij + gij

2
. (2.4)

Generating mean color histogram is a critical phase before threshold selection. The

proportion of each color in the histogram is statistically analyzed for matching im-

ages, thereby improving the rationality and dynamism of threshold determination and

guaranteeing accuracy of the final similarity measurement. We next convert the two-

dimensional histogram M to a sorted one-dimensional histogram M sorted as

M sorted =
{
msorted

i−1 ≥ msorted
i

}
. (2.5)

The threshold value hT can be defined by the following equation through use of an

order index s related to a significant rate α, by which we can separate the set of all bins

into sets of apparent and absent colors by considering the rarity of absent colors in the

images.

hT =
msorted

s +msorted
s+1

2
, (2.6)

s = argmin

{
s∑

i=1

msorted
i ≥ 1− α

}
. (2.7)

By using parameter s, a stable decomposition can be performed with no“chattering”
near the threshold value in comparison with a constant threshold. Fig. 2.6 shows the

mean color histogram for histograms H and G. Fig. 2.7 is a Pareto chart [78] for

this example. We can use this information to determine the significant rate α, which

represents the effectiveness at revealing the rareness of absent colors and contributes to

setting of the threshold value.

Fig. 2.7 shows the distribution of M sorted when the distributions of two color his-

tograms are similar. In contrast, Fig. 2.8 shows the case of opposite distributions, where

the distribution of M sorted shows a uniform distribution in the histogram. We can ob-

serve that the frequency in all bins has a smaller change. If the smallest frequency in the

histogram exceeds α, then no bins are assigned to absent colors, so no absent colors need

to be added to the calculation for the similarity measure. When the smallest frequency

is less than or equal to α, the inverse of the H and G distributions can still reduce

similarity of the results, because the inverted low frequencies are in different bins in the

two original color histograms. Note that the mean color histograms can be used both

to derive the threshold hT and to calculate similarities based on apparent and absent
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Figure 2.6: Mean color histogram.

Figure 2.7: Pareto chart of parameter α and sorted histogram M sorted.

colors, as described in the next section. In this work, we proposed a novel approach us-

ing a method called ABC for robust pattern search or matching. A key contribution of

this work is it offers a fair way of focusing on contributions of absent colors belonging to

low-frequency or vacant bins in the histograms. Furthermore, we also introduce a mean

color histogram into the ABC to find an averaged tendency of the color distributions

in two histograms to be compared, and thereafter to realize a stable definition of the

threshold. Finally, we evaluate a variety of similarity measures that can be combined

with the ABC method. In Section 2.6, the experimental results of Mondrian random

patterns, real-world images, and open data demonstrate the effectiveness of our method

for matching even in some difficult cases.
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Figure 2.8: Analysis of the case of uniform distribution in M .

2.5 Similarity measure analysis of ABC

Many measures for testing similarity between two histograms or probability den-

sity functions have been proposed, including intersection, chi-square distance, Jensen–

Shannon divergence, and Bhattacharyya distance. This section describes these measures

in combination with our ABC to show its universality in evaluating the similarity of im-

ages as described in Section 2.6.1. We expect this universality of ABC to make it useful

as an effective schema for many applications.

2.5.1 Intersection

Intersection [79, 80, 81] has been used in many studies and applications because of

its simplicity. It is defined for two same-sized histograms H and G as

I (H,G) =

(I,J)∑
(i,j)=(1,1)

min {hij , gij} . (2.8)

For the two histogram types proposed in this paper, we define a scheme for combining

the two intersections by use of weighting coefficients as [82]

S = wAPI
(
HAP, GAP

)
+ wABI

(
HAB, GAB

)
, (2.9)

where wAP and wAB are weights for balancing to the two types of intersections by the

constraint wAP + wAB = 1.
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2.5.2 Chi-square distance

The chi-square test is a non-parametric test mainly used to compare two or more

sample rates. To measure similarity between two histograms, we use the χ2 statistic to

observe frequencies. We define our version using the mean color histogram as

χ2 (H,G) =

(I,J)∑
(i,j)=(1,1)

(hij −mij)
2

mij
+

(I,J)∑
(i,j)=(1,1)

(gij −mij)
2

mij
, (2.10)

where mij is the element of the mean color histogram. Eq. (2.10) can be simplified as

χ2 (H,G) =

(I,J)∑
(i,j)=(1,1)

(hij − gij)
2

(hij + gij)
. (2.11)

The total distance between the histograms is defined as follows by using the weights:

Dχ2 = wAPχ
2
(
HAP, GAP

)
+ wABχ

2
(
HAB, GAB

)
. (2.12)

2.5.3 Jensen–Shannon divergence

JS divergence [83] is a symmetric divergence measurement based on Kullback–Leibler

divergence [84]. By calculating divergences between histograms, a larger divergence

indicates smaller correlative relation and smaller similarity between the histograms. This

is defined as

DKL (H ∥ G) =
(I,J)∑

(i,j)=(1,1)

hijlog
hij
gij

. (2.13)

We define a particular version of JS divergence as follows by using the mean color

histogram M :

DJS (H,G) =
1

2
DKL (H ∥M) +

1

2
DKL (G ∥M) . (2.14)

In this formula, the antilogarithm cannot be zero in logarithm calculations so that we

can give log
hij

gij
a relatively minimum value. The JS divergence-based distance between

the histograms is defined as

DJSD = wAPDJS

(
HAP, GAP

)
+ wABDJS

(
HAB, GAB

)
. (2.15)

2.5.4 Bhattacharyya distance

In statistics, the Bhattacharyya distance [85] is often used to measure dissimilar-

ity of two discrete or continuous probability distributions. It is closely related to the

Bhattacharyya coefficient, which measures overlap between two statistical samples or

populations. Bhattacharyya distance can also be used to determine relative relation-

ships between two samples or to determine differences between two classes. We can

consider the two histograms as discrete probability distributions, so the formula is

BD = −ln (BC (H,G)) , (2.16)
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where 0 ≤ BD ≤ ∞, 0 ≤ BC ≤ 1, and BC (H,G) is the Bhattacharyya coefficient,

BC (H,G) =

(I,J)∑
(i,j)=(1,1)

√
hijgij . (2.17)

The distance between two sets of apparent and absent color histograms is defined as

DBD = wAPBD
(
HAP, GAP

)
+ wABBD

(
HAB, GAB

)
. (2.18)

Algorithm 1: Proposed ABC approach

Input: Reference image SR and compared image SS.

Output: Target location LT in the scene.

1 Initialization: I = 10, J = 10, α = 0.2, wAP = 0.6, wAB = 0.4

2 for each SS(i, j) do

3 Crop the compared image from position (i, j) in the scene.

4 Generate two-dimensional color histograms H and G by a* and b* channels.

5 Divide color histograms into apparent color histograms APH, APG and

absent color histograms ABH, ABG.

6 Invert absent color histograms ABH and ABG to ABH̄, ABḠ.

7 Normalize apparent and absent color histograms
{
HAP, GAP,HAB, GAB

}
.

8 Calculate similarity R(i,j) by H
AP and GAP, HAB and GAB.

9 All locations are scanned, then find position LT with max(R(i,j));

2.6 Ability of ABC

We first describe a color image It = {tij}. We denote It by signal Is = {sij} and

noise In = {nij}, is defined as

It = Is + In. (2.19)

The variance of image It is represented as

σ2t = E (It − µt)
2 =

1

mn

m−1∑
i=0

n−1∑
j=0

[It (i, j)− µt]
2 , (2.20)

where µt = µs + µn is the average value in image It. µs and µn are the average values

of Is and In, and E (In) = µn = 0 describes the noise distributions obeyed by some

balanced and unbiased Gaussian distributions. m and n are the sizes of the images. As
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Table 2.3: Statistical characteristics of background noise

R G B

Biker
σn 0.958 0.903 1.143

SNR 35.09 35.20 34.17

Walking
σn 1.021 0.953 1.028

SNR 36.48 37.90 37.23

mentioned in Eq. 2.20,

σ2t = E ((Is + In)− (µs + µn))
2

= E
(
(Is − µs)

2
)
+ 2E ((Is − µs) (In − µn)) + E

(
(In − µn)

2
)

= E
(
(Is − µs)

2
)
+ E

(
(In − µn)

2
)

= σ2s + σ2n,

(2.21)

where σ2s and σ2n represent variance of the signal and noise in image Is and In. The

formulas are calculated as

σ2s =
1

mn

m−1∑
i=0

n−1∑
j=0

[Is (i, j)− µs]
2 , (2.22)

σ2n =
1

mn

m−1∑
i=0

n−1∑
j=0

[In (i, j)− µn]
2 . (2.23)

The signal-to-noise ratio SNR is calculated as

SNR = 10 log
σ2s
σ2n

= 10 log
σ2t − σ2n
σ2n

= 10 log

(
σ2t
σ2n

− 1

)
. (2.24)

Next, we analyzed standard deviations σn of noise in stationary background regions

of the datasets [86], where we collected the small regions of interest (ROI ) with sizes

of (100, 100) at the same positions in their background without any moving things:

(61, 531) in 50 frames of Biker, and (1, 1) in 50 frames of Walking, respectively. σn can

be calculated from numerous estimated noise values in the difference images In = It− Īt.
σt is from one of 50 images in each dataset.

Table 2.3 shows the SNR in the sampled images of these databases. The average value

of SNR in these two datasets is 36.01. To add noises to the noise-free Mondrian random

pattern, we utilize the knowledge on noise obtained from Table 2.3 and thereafter add

the noise of unbiased Gaussian distributions to the individual channels of the color image

by SNR = 36, 33, and 30 where a reduced SNR implies increased noise. The example

model of how to add noise into the noise-free color image is shown in Fig. 2.9.

31



Absent Colors and their Application to Image Matching Ying TIAN

Figure 2.9: The example model of adding noise.

2.6.1 Basic analysis on Mondrian pattern

In this section, for performance evaluation we compare ABC with three other color

histogram-based matching methods, CI [8], CCH [9], and TFCM [52] because these

methods are frequently cited and used in many papers and studies. The reference image

and scene are shown in Fig. 2.10. We next add noise to the color image. We first

separate the individual channels of the color image and then add unbiased Gaussian

noise of SNR = 36, 33, and 30 to each channel, before finally merging the channels

into a color image. Therefore, CI, CCH, TFCM, and ABC are tested by use of these

Mondrian random patterns embedded as typical additional noise.

Figure 2.10: Mondrian random pattern (noise-free).

Margin [87] is defined as the difference in similarity between the best and second-best

matching positions. The best-matching position is the maximum value at which the area
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of IoU between ground truth and the searched position should exceed 0.90. The second-

best matching position is the maximum value at which the area of IoU is less than 0.15.

A larger margin provides stronger distinguishability for avoiding interference by similar

objects. Fig. 2.11 shows example profiles. They are projected onto the horizontal axis

by 3D similarity profiles for ABC, CI, CCH, and TFCM. We found that the margin of

ABC was much larger than that of the other three methods. We compared the best-

(a) ABC (b) CI

(c) CCH (d) TFCM

Figure 2.11: Projected profiles of similarity (No noise σ = 0).

matched image at the highest peak and the second-best matched image, and observe

the apparent and absent colors by their visibility maps, as shown in Fig. 2.12. Fig. 2.12

includes two matching examples, the one at the second-best position and the other at

randomly selected position for showing details of the histogram decomposition, where

we have three original images, i.e. the reference image at the position (128, 55), the

second-best image, and then the random image all in Fig. 2.10. Here, we do not include

the best-matched image because we use the target scene of no noise so it must be the

same as the reference. The second column shows apparent color visibility maps including

{a, b, c}, where the white color indicates absent or non-existing colors, while the fourth

and fifth columns show absent color visibility maps with respect to two conditions, the

one defined by low-frequencies as {p1, q1, r1, s1} and the other by non-existing colors

as {p2, p3, q2, q3, r2, r3, s2, s3}. The third and sixth columns are their histograms,
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Figure 2.12: Visibility map for apparent and absent colors.

respectively. We can observe in the first row the apparent colors a1, a2 and a3 are in

the position (7, 7), (6, 6) and (6, 4), and the absent colors p1, p2 and p3 are in the

position (3, 8), (9, 4) and (8, 6) of their own histograms, respectively. We can evaluate

that the absent colors p2, p3, q2, and q3 are of a lot importance in the contribution

to high similarity margins by use of the proposed method. In the last two rows at the

bottom, the combination of the reference and a randomly selected image makes a lot of

absent colors in their histograms and images representing the colors that are not included

in the original images at all, which do not have any large overlap in their histograms.

Observing the absent color maps, we also see that some shapes in connected parts have

some absent colors, mainly because of artifactual color mixture caused by smoothing in

the process of color conversion. Absent colors thus capture this subtle change with high

accuracy, providing a more reliable analysis of color information in the image. This case

could show possible examples in which absent colors contribute to decreasing similarity,

resulting in a larger margin through their use.

To statistically investigate the performance of ABC and others in terms of margin,

we independently extracted from random positions 100 reference images sized 50 × 50,

and then we searched for them within the reference image itself or in contaminated

versions with noise. For each, we could find the best position or peak as peak1 and the

second-best position as peak2. From the noisy image, we separated 100 pairs of peak1

and peak2, and thereafter created their histograms as shown in Fig. 2.13. The similarity
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(a) ABC (b) CI

(c) CCH (d) TFCM

Figure 2.13: Distributions of margins between peak1 and peak2 for ABC, CI, CCH, and

TFCM (SNR=36).

ranges of ABC, CI, and CCH are the same from 0.3 to 1, and that of TFCM is from 0.8

to 1. To better clarify this observation, we utilize Fisher’s ratio (FR) to evaluate the

discriminating power of any two-class discriminator. FR is defined as

FR =
(mp1 −mp2)

2

σ2p1 + σ2p2
, (2.25)

where mp1, mp2, σ
2
p1, and σ2p2 represent the means and variances, respectively, of the

peak1 and peak2 classes. Here, an increased numerator indicates an increased distance or

interval between classes, and a reduced denominator indicates the greater compactness of

each class; thus, FR can be greater when the feature space for classification is better for

discrimination or identification. Table 2.4 summarizes FR obtained by CI, CCH, TFCM,

and ABC in cases of noisy Mondrian random patterns, where we vary the SNR is from

36 to 30. Table 2.4 indicates that FR of ABC was superior to those of CI, CCH, and

TFCM with the case of SNR = 36, 33, and 30, and furthermore, that it maintained the

performance even in the case of a reduced SNR. As shown in Fig. 2.14, the horizontal axis

represents the change in variance, and the vertical axis represents the change in mean

value, which is the size of the average margin. In these experiments, we use every set of

ten images for observing some distributions in the means and variances that construct
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Table 2.4: Margins in CI, CCH, TFCM, and ABC

CI CCH TFCM ABC

SNR Class Mean Std Mean Std Mean Std Mean Std

36

Peak1 0.952 0.034 0.935 0.041 0.999 3.6× 10−4 0.946 0.049

Peak2 0.583 0.060 0.590 0.069 0.902 0.020 0.456 0.055

FR 28.67 18.28 21.75 43.77

33

Peak1 0.937 0.038 0.915 0.042 0.999 2.2× 10−4 0.935 0.057

Peak2 0.575 0.058 0.591 0.072 0.910 0.021 0.455 0.064

FR 26.52 14.80 16.95 31.18

30

Peak1 0.919 0.040 0.898 0.045 0.998 5.7× 10−4 0.914 0.058

Peak2 0.579 0.053 0.592 0.065 0.908 0.024 0.465 0.064

FR 25.79 14.85 14.07 26.58

Figure 2.14: Analytical diagram of FR (SNR=36).

their FR values. As a result, we may have two types of similarity measures corresponding

to the two approaches to increase FR: to increase the difference or distance between the

means or centers of the two classes and to decrease their own variances. ABC adopts

the former approach, while TFCM uses the latter approach.
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2.6.2 Verification of ABC’s performance

Search in a cluttered scene

We designed search tasks in a cluttered scene and with actual objects under five

conditions: varied illumination, rotation, deformation, scaling, and occlusion. In these

(a) Reference (b) The cluttered scene under dark illumina-
tion

Figure 2.15: Search in a cluttered scene. The red, blue, and green bounding boxes

respectively show ABC, CI, CCH, and TFCM.

experiments, the reference in Fig. 2.15(a) is of size 88×44, and the five scenes are of the

same size, 360 × 640. We first tested ABC performance under the illumination change

as shown in Fig. 2.15. Except for TFCM, the other three methods could correctly

find the position of the reference under the illumination change, but observing their

profiles, we can see that the difference between the highest and second-highest peak

under ABC-based search was larger than that under the other two. This observation

can be confirmed from its profile in Fig. 2.16(a), which also verifies that ABC may have

the best discrimination performance among these classes. We compare the highest peak

and the second highest peak of the profile graphs, ABC has a larger margin. Fig. 2.17

shows the other challenges of searching for the reference. In Fig. 2.17(a), the doll was

rotated by a small angle at the same location. In Fig. 2.17(b), the doll’s clothing was

deformed, and in Fig. 2.17(c) the doll ’s apparent size was reduced by moving it back.

Finally, in Fig. 2.17(d) the doll was occluded by placing it behind another doll, but ABC

and others could still find its true position.

2.6.3 Tracking in open data

Tracking is a difficult task requiring a stable and reliable matching scheme for consec-

utive following of objects of interest. Many conventional tracking algorithms [88, 89, 90]

track targets by accurately updating the reference, but here our aim was to test the fun-

damental feasibility of ABC in tracking tasks with no modification of the single reference.

Liquor [86] is an open dataset that includes interesting sequences of bottles being picked

up and moved by human hands, where rotation, deformation, scaling, and occlusion hap-

pen over many consecutive frames. We used frames #1301–#1400 to test the tracking
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(a) Profile of ABC similarity (b) Profile of CI similarity

(c) Profile of CCH similarity (d) Profile of TFCM similarity

Figure 2.16: Three-dimensional profiles of similarity under the case of illumination

change by ABC, CI, CCH, and TFCM.

(a) Rotation (b) Deformation

(c) Scaling (d) Occlusion

Figure 2.17: Search under rotation, deformation, scaling, and occlusion by ABC, CI,

CCH, and TFCM.
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performances of CI, CCH, TFCM, and ABC. In frames #1301–#1380, the target bottle

remains in the leftmost position. Other bottles are picked up by hands, passed in the

front of the target bottle, then moved to other positions. In frames from #1381 to the

end, the target is picked up and moved forward, including small out-of-plane rotations

to the left and right.

In the first frame, we defined the reference shown at the top left in Fig. 2.18. We used

Figure 2.18: Tracking by ABC (α = 0.2), CI, CCH, and TFCM.

horizontal displacement ∆x of matched positions from the central ground truth positions

as a fundamental evaluator, because in these frames the bottle of interest was moved

mainly horizontally, and other candidates mismatched bottles were placed on the same

level. Therefore, smaller ∆x can show better tracking performance in the algorithms.

In this tracking experiment, we chose the following five typical situations for the target

bottle to demonstrate ABC performance: 1) In frame #1304, all three methods can find

reasonable positions, because the bottle is not moved. 2) Because of the large occlusion

in frame #1320, only ABC could capture the lower-left position of the target, while other

three methods were misled to unreasonable places. 3) Because of the partial occlusion

in frame #1351, the result from CCH is largely shifted. 4) In frame #1354, possibly the

most difficult case of full occlusion, none of the four methods can identify the target. 5)
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In frame #1395, where the bottle is lifted and moved to the right, only ABC maintained

stable tracking of the bottle.

Table 2.5: Number of mismatches in 100 frames

CI CCH TFCM ABC

|∆x| ≥ 20 15 28 49 16

|∆x| ≥ 30 15 22 40 7

|∆x| ≥ 40 15 20 18 4

|∆x| ≥ 50 15 19 16 3

Table 2.5 shows the number of mismatches in the Liquor dataset for frames #1301–

#1400. The size of the reference image is 210 × 73 pixels. If |∆x| exceeds 73, the

searched position does not overlap with ground truth. We thus set 20, 30, 40, or 50

pixels to observe the number of mismatches. For example, if |∆x| exceeds 20, the result

is incorrect matching. As a result, ABC could not find targets under large occlusion

conditions, but it remains robust in other frames.

In Fig. 2.19, we show the performance of the Skiing [86] dataset for frames #31–

#60. The reference image is defined at the top left, and the size is 41× 39 pixels. The

challenges are deformation and rotation. 1) In frame #32, ABC, CI, CCH, and TFCM

can search for the correct positions because the skier does not change significantly in

the sky. 2) Frames #38, #45, and #58 have only ABC that can match the target. This

is because ABC provides a good balance between the major and absent colors. In the

comparison process, red and yellow colors are major colors for the reference image, and

they are also the absent colors for the compared images. 3) In frame #50, the proportion

of yellow pixels is decreased because of the large deformation. Therefore, four methods

cannot match the target. Table 2.6 shows the number of mismatches in the Skiing

Table 2.6: Number of mismatches in 30 frames

CI CCH TFCM ABC

|∆x| ≥ 20 25 24 23 5

|∆x| ≥ 30 24 24 23 4

|∆x| ≥ 40 23 23 23 4

|∆x| ≥ 50 23 23 23 4

dataset for frames #31–#60. The number of mismatches also proves the performance

of our proposed ABC approach. ABC is more robust in the matching process.

40



Chapter 2. Absent color indexing (ABC) 2.7. Summary

Figure 2.19: Matching performance in Skiing dataset.

2.7 Summary

In this chapter, we first introduce the design of our proposed ABC approach. To

divide the color histogram into apparent and absent color histograms, we provide a way

to obtain threshold hT by using the mean color histogram. Inverting is an important

step for enhancing the performance of absent colors. Thereafter, absent or minor colors

are used to provide fair treatment. Finally, four similarity measures were put forward

to calculate the similarity of the ABC method. The performance of our proposed ABC

approach is extremely robust and it has a good distinguishability for similar object

matching.

41





Chapter 3. Combination of ABC with

correlation filter

(ABC-CF)

Our proposed method ABC shows the robustness in the field of image matching at be-

fore’s chapter. It can effective to deal with the case of rotation, deformation, occlusion,

and scale variation [91, 92]. However, ABC is not enough in positional precision due to

the loss of pixel location information. Higher sensitivity and positioning precision are

needed in some applications, such as matching, pedestrian tracking, image retrieval, and

image registration. As well, robustness is also necessary for adverse conditions. As a trial

in this paper, these requirements can be realized by combining ABC and another reg-

istration scheme of higher positional precision. Therefore, ABC-CF is proposed against

the problem of precision.

CF uses the correlation in signal processing to train the filter by extracting target

features to filter the input image. This is an effective strategy to enhance matching

precision in the process of training and filtering, where color images are transformed

into the Fourier domain [93, 94] to reduce the computation cost. Fourier transform is a

way of analyzing signals. It can analyze the components of the signal, and it can also

use these components to synthesize the signal. Many waveforms can be used as signal

components, such as sine waves, square waves, sawtooth waves. The Fourier transform

uses a sine wave as the signal component. In the study of image processing, we can

use the image as a signal. In Fig. 3.1, p as a reference image is shown in image and

(a) Reference image p in image
domain

(b) Reference image p in Fourier
domain

Figure 3.1: Reference image p in different domains.
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Fourier domains. Then, the sharp peak is produced in the correlation output to obtain

the accuracy of the localization of matched images.

In the following section, we introduce how to combine ABC and CF in detail. Among

them, it includes the step of the training stage, filter generation modeling, integration

of ABC and CF, and the experiments of ABC-CF.

3.1 Training stage of CF

To better overcome the problems of rotation and deformation in the matching process,

the input image should first be trained, that is, the reference image. By training the

reference image, CF can be less sensitive against rotation or deformation to match the

correct target image. It is suitable for combining with robust but rough approaches, such

as ABC. Let a reference image be p in image domain. Several pi are trained as a training

set via the affine transformation of the reference image as shown in Fig. 3.2. i is the

Figure 3.2: Affine transformation for getting reference samples pi.

number of samples from 1 to 60 in our experiment. In many applications, the process of

training images is involved. Good training can learn the feature information extracted

from the image more effectively, but the demerit is that the training is time-consuming.

Therefore, it is equally important to establish a reasonable training sample set through

experiments.
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(ABC-CF) 3.2. Filter generation modeling

3.2 Filter generation modeling

Subsequently, an output q in different domains is calculated to use the model of

Gaussian-like profile, where σ = 8, as shown in Fig. 3.3.
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(a) Output q with two-dimensional peak-centered
Gaussian-like distribution

(b) Output q in Fourier domain

Figure 3.3: The model of output q.

In this method, an optimal filter is defined by a provided two-dimensional peak-

centered Gaussian-like distribution and is obtained through several training processes

to get a maximum value in a response map, which indicates the best-matched position.

The correlation operation with filter u in the image domain was performed via pixel-wise

calculations, which is efficiently performed in the frequency domain [95] as follows:

Q = P ⊙ U∗ (3.1)

where P , Q, and U are the Fourier transforms of p, q, and u, respectively; symbols

“∗” and “⊙” indicate the complex conjugate and Hadamard product [96]. To obtain a

better filter U , qi as the output was generated to make a two-dimensional peak. This

training is a key process for achieving high and stable sensitivity in finding any precise

position in spite of the ill conditions. The minimization of the output sum of squared

error (MOSSE) [97] is utilized.

ε = min
∑
i

|Pi ⊙ U∗ −Qi|2 (3.2)

A closed-form expression of U∗ is obtained as follows:

U∗ =

∑
iQi ⊙ P ∗

i∑
i Pi ⊙ P ∗

i

(3.3)

3.3 Integration of ABC and CF

Let an image t be the input to CF from the searched position by pre-processing, ABC,

as shown in Fig. 3.4. The optimal filter U∗ is applied to T , the transformed version of t,
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Figure 3.4: Pre-processing by using the ABC approach

for making its response map R in the Fourier domain, in which the largest peak indicates

any target position.

R = T ⊙ U∗ (3.4)

Figure 3.5: Overview of ABC-CF matching.

46



Chapter 3. Combination of ABC with correlation filter

(ABC-CF) 3.4. Performance verification

Fig. 3.5 is an overview of the combination of ABC and CF. As shown in the upper

left corner of the figure, ABC as the first step for coarse matching gives a searched image

t for initial candidate, and then CF is performed as the next step, in which the filter

u in the upper right corner allows for more accurate registration. The figure shows the

profile of the response map r in the upper right and the yellow bounding box shows the

best-matched position by use of the image data from Box dataset [86].

Algorithm 2: Proposed ABC-CF approach

Input: Reference image SR and compared image SS.

Output: Target location LT in the scene.

1 Initialization: σ = 8

2 for each SS(i, j) do

3 Crop the compared image SS from position (i, j) in the scene.

4 Generate two-dimensional color histograms H and G by a* and b* channels.

5 Divide color histograms into apparent color histograms APH, APG and

absent color histograms ABH, ABG.

6 Invert absent color histograms ABH and ABG to ABH̄, ABḠ.

7 Normalize apparent and absent color histograms
{
HAP, GAP,HAB, GAB

}
.

8 Calculate similarity R(i,j) by H
AP and GAP, HAB and GAB.

9 All locations are scanned, then find matched image ST with max(R(i,j)).

10 Training reference image SR by affine transformation for getting samples pn,

where n is from 1 to 60.

11 Generate outputs qn with two-dimensional peak-centered Gaussian-like

distribution.

12 Obtain the correlation filter U∗ in the Fourier domain by inputs pn and outputs

qn.

13 Calculate the response map by filter U∗ and matched image ST from ABC.

14 Find the target location LT by the maximum value in the response map.

3.4 Performance verification

Some experiments are performed to demonstrate the performance of our proposed

method by comparing it with other approaches. In Section 3.4.1, four color histogram-

based approaches, i.e., CI, CCH, ABC, and ABC-CF, are compared using real-world

images. In Section 3.4.2, not only color histogram-based approaches as comparison, but

also template matching approaches are compared for tracking using the open data.
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(a) Reference (b) Rotation

(c) Deformation (d) Occlusion

(e) Scale variation (f) Illumination variation

Figure 3.6: Matched results in (a) reference image. (b–f) show matching results by CI,

CCH, ABC, and ABC-CF. Bounding black, red, blue, and green boxes show matching

results by ABC-CF, ABC, CI, and CCH, respectively.

3.4.1 Search in a cluttered scene

Meanwhile, ABC-CF was selected as an improved version of ABC to compare the

matching results. In the experiments, different challenges could be tried, such as rotation,

deformation, occlusion, scale variation, and illumination variation, to prove the merits

of ABC and ABC-CF. The results obtained in a scene measuring 360×640 are shown in

Fig. 3.6. The key feature of ABC is to complete image matching via a color histogram.

Therefore, it is compared with some existing color histogram-based methods to evaluate

the performance of our approach. Fig. 3.6(a) shows a reference image measuring

100× 40. Fig. 3.6(b) through Fig. 3.6(f) show the different challenges to search for the

reference position. For the case of rotation, deformation, and occlusion, the methods of
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(a) Similarity profile in ABC

(b) Similarity profile in CI (c) Similarity profile in CCH

Figure 3.7: (a)–(c) show profiles of their similarity in the case of rotation.

ABC, CI, and CCH yielded good performances in the experiments; this demonstrates

the advantages of the color histogram-based approaches. In the case of scale variation,

the CCH indicated a slight shift, whereas ABC and CI maintained the correct matching

position. In the experiment pertaining to illumination variation, only ABC matched

with the target, although the matching target position shifted upward slightly.

Table 3.1: Location error comparison with different challenges for color histogram-based

approaches.

CI CCH ABC ABC-CF

Rotation 3.79 2.23 9.19 3.16

Deformation 2.82 6.09 9.16 5.09

Occlusion 12.04 21.63 10.66 4.46

Scale variation 3.41 12.16 3.70 3.16

Illumination variation 190.96 164.76 9.05 3.60
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(a) Rotation (b) Deformation

(c) Occlusion (d) Scale variation (e) Illumination variation

Figure 3.8: High precision matching by ABC-CF. Black bounding boxes show ABC-CF

matching, while red boxes are ABC results. Yellow boxes are their ground truth (GT).

Fig. 3.7(a)–(c) show the similarity profiles. The best-matched position is compared

with the second-best matched position; ABC demonstrated better discrimination ability

compared with the other two methods. It was evident that the margin distance of ABC

was larger than those of CI and CCH. Fig. 3.8 shows the results of ABC and ABC-CF.

ABC-CF, which is the improved version of the original ABC, yielded more accurate

searching results and solved the shift problem. GT represents the ground truth for

evaluating the performance of the comparison methods. Table 3.1 shows a comparison

of the location error based on different challenges for color histogram-based methods,

where the location error was calculated based on the Euclidean distance that used GT

to compare with the searched position. In cases involving rotation and deformation, the

CCH and CI can search for the best position in the experiments. The ABC matching

position exhibited a slight downward shift, and this problem was mitigated using the

ABC-CF method. In another three cases, the ABC-CF method proved to be the best

method as it yielded the lowest location error.

3.4.2 The matching performance of ABC-CF

To evaluate the performance of our new approach, ABC-CF, with color-histogram-

and template-based matching methods, the four histogram-based algorithms are selected,

i.e., ABC, CI, CCH, and TFCM and two template-matching algorithms, i.e., SSD and

NCC, for comparison using open data. Fig. 3.9 shows a reference image of the 85 × 77
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(ABC-CF) 3.4. Performance verification

Figure 3.9: Comparison of template- and color-histogram-based methods.

from Tiger1 data in [86], where many frames included various instances with severe ill-

conditions such as out-of-plane rotation, occlusion, and scaling in many frames. Pixel-

by-pixel scanning is done over the scene using the reference image for all the algorithms.

In Fig. 3.9, the horizontal axis represents frame label, and the vertical axis represents the

location error in the Euclidean distance between their best-matched positions and the

ground truths. The five frames are extracted as examples to show some details in finding

or matching the reference in the scene. For instance, Frame #31 shows the matching

result under the conditions of deformation and illumination variation, where ABC, CI,

CCH, TFCM, and SSD obtained better positions despite being slightly shifted. The

ABC-CF method yielded the best-matched precision. Similar results were observed in

other frames.

The precision plot is shown in Figure 3.10, in which the horizontal axis shows the

upper limit of the location error. For example, the precision value at limit 15 signifies

the total rate of frames in which the detected positions do not exceed 15 relative to all

the frames. The vertical axis shows the precision in the range of 0 to 1. Because both the

template-matching-based algorithms failed to increase their precisions as the limits in-

creased, they might have a clear bound of registration up to a distance of approximately
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Figure 3.10: Precision plot in Tiger1 data.

20 pixels. All the histogram-based approaches did not exhibit such characteristics; how-

ever, the precisions are lower than the template-based methods, particularly in the low

limits. Table 3.2 shows the number of matching precision in 80 frames. The ABC-CF

method demonstrated the best overall performance among all the methods, as indicated

by the following findings: higher values around the low limits showed more precise sen-

sitivity in terms of registration performance, whereas higher values in the high limits

indicated more robustness identifying the targets.

Table 3.2: Matching precision in 80 frames

SSD NCC CCH CI TFCM ABC ABC-CF

Precision ≤ 10 24 28 4 3 9 14 17

Precision ≤ 20 50 45 17 19 25 35 48

Precision ≤ 30 50 46 34 38 33 48 68

Precision ≤ 40 53 46 50 48 37 58 74

Precision ≤ 50 56 46 62 66 38 71 75

52



Chapter 3. Combination of ABC with correlation filter

(ABC-CF) 3.5. Summary

3.5 Summary

In the chapter, we extend our original idea ABC approach to combine with CF for

image matching called ABC-CF. ABC-CF can robust and precise against the demerit

of color histogram-based approaches. Firstly, we train the reference image as input and

then generate two-dimensional peak-centered Gaussian-like output. After the MOSSE

function, a filter u is obtained to do the next step. Finally, we get the matching result

of ABC-CF by observing the peak value in the response map. The experiments show

the performance of our ABC-CF.
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performance by using

Multiple-Layered matching

(ABC-ML)

Improvement ABC by using the Multiple-Layered structure is proposed called ABC-

ML. In the Multiple-Layered model, we implement an effective three layers structure

based on the isotonic principle to control the location of each layer. We match each

layer by ABC, which is a color histogram-based matching method. Color histogram is

decomposed by the ABC approach into apparent and absent color histograms. Low-

frequency and non-existent colors are attended to enhance the discrimination ability in

the matching process. Next, the Multiple-Layered model is a power supporting against

the problem of the offset or drift in color histogram-based methods. Different from ABC-

CF in the previous chapter, the ABC approach is integrated with the ML structure. The

matching result does not depend on the initial matching result of ABC, but the position

information of the color is added in the ABC matching process. Therefore, ABC-ML is

an approach that combines local and global color features.

4.1 Total color space

In the field of computer vision [88, 89, 90], numerous color spaces are explored to uti-

lize achieve different algorithms. Generally, we can generate a one- or multi-dimensional

color histogram by the range of each component of the selected color space. However,

the range of some color spaces far exceeds the range perceived by human vision and

selected datasets, such as CIE L *a *b* and other color spaces. Therefore, we define

the total color space in a given color histogram as shown in Fig. 4.1. In Fig. 4.1, the

Girl2 dataset [86] as an example is utilized to train the total color space (TCS) in CIE

L *a *b* color space. Obviously, the range of a* and b* channels are (-52, 74) and (-58,

55) that is not (-128, 127) and (-128, 127) in Girl2 dataset. Just the L-channel keeps

the same range from 0 to 100. Color histogram-based methods are a statistical way to

judge the color feature in images. To calculate the accuracy range of each channel can

get a more effective analysis of color feature and reduce the computation time. Even in

real-time projects, it is easy to update the TCS frame by frame.
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(a) Total color space in Girl2 dataset (b) Pixel distribution in L-channel

(c) Pixel distribution in a-channel (d) Pixel distribution in b-channel

Figure 4.1: Analyze the distribution of pixels on each channel to generate a TCS.

4.2 The introduction of ML structure

Due to the histogram-based matching algorithms are focused on the statistical dis-

tribution of given data, hence, it has good properties against rotation, deformation, and

scale variations. As a result, it also reduces the matching precision. On the contrary,

the template matching algorithms are based on pixels or pixel blocks that have well-

controlled accuracy problems. However, there are still weaknesses to search target with

the deformation and scale variations produced during the movement process. Fig. 4.2

shows the demerit of color histogram-based methods and the merit of combining with

Multiple-Layered matching. For the conventional color histogram-based methods, the

matching results in position (a) or (b) have the same similarity. It is because the color

distribution of images in positions (a) and (b) are the same, which is why the conven-

tional color histogram-based matching methods have matching accuracy problems. It is

difficult to combat the matching offset problem in image processing. In the same situa-

tion, combining the merits of color histogram-based method by layering the image can

solve the problem caused by the use of the histogram algorithm alone. Multiple-layered

matching is based on the isotonic principle to keep the center location is not changed as

shown in Fig. 4.3.
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(ABC-ML) 4.2. The introduction of ML structure

Figure 4.2: The distribution of target color features in different positions under ML

matching.

Figure 4.3: The principle of ML matching.
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4.3 Combination of ABC and ML

We can observe that when the template image occurs scale variation, rotation, and

deformation, the image features at the center zone are essentially kept, especially color

features. Therefore, we aim to accurately position the target by dividing the image into

multiple layers, and then each layer plays a role in restraining each other’s positional

relationship to get the optimized matching effect. In Fig. 4.3, Ml1 is that the inner layer

consists of Tm1 pixels in the rectangle; Ml2 and Ml3 are the second and third layers

where they have the relationship as Tm2 = 2× Tm1 and Tm3 = 3× Tm1.

Next, we assume that the position Pm3 in Eq. 4.3 and size of the template image

are [0, 0] and [h, w], where the initial position of the image [0, 0] is at the upper left

of the image. Following the given two conditions, first, the center point of each layer is

consistent; Second, the relationships between each layer of pixels are Tm2 = 2×Tm1 and

Tm3 = 3× Tm1. Thereafter, the position Lm2 and size of template image in Ml2 layer is

in Eq. 4.2, and the Lm1 in layer Ml1 is in Eq. 4.1.
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√
3
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√
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]
(4.2)

Ll3 = [0, 0, h, w] (4.3)

The similarity Si=1,2,3 of each layer is obtained by using the absent color indexing

method, Multiple-Layered similarity Sml is expressed as follows

Sml =
1

3
×

3∑
1

Si (4.4)

4.4 Effectiveness of ABC-ML for image matching

The proposed ABC-ML can aginst the shift problem in color histogram-based meth-

ods without combining with other features. First, we implement experiments with color

indexing (CI), cumulative color histogram method (CCH), and absent color indexing

(ABC) to validate the performance of the proposed ABC-ML method in Section 4.4.2.

Next, we evaluate ABC-ML with template-based matching methods, such as SSD, NCC,

BBS, to demonstrate the effect of the proposed robustness and accuracy of ABC-ML in

Section 4.4.2.
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Algorithm 3: Proposed ABC-ML approach

Input: Reference image SR at position L3 and compared image SS.

Extract each layer M r
κ of image SR and M s

κ of image Ss.

Train the given dataset to determine the range of TCS.

Output: Target location LT in searched image.

1 Initialization: κ = 3.

2 for each Ss(i, j) do

3 Extract an image Ss at position (i, j) in the scene.

4 for κ > 0 do

5 Extract the layer M r
κ of image SR and M s

κ of image Ss in position Lκ.

6 Generate two-dimensional color histograms Hκ and Gκ by images M r
κ

and M s
κ in TCS.

7 Divide color histograms into apparent color histograms HAP
κ , GAP

κ and

absent color histograms ABHκ,
ABGκ.

8 Invert absent color histograms ABHκ and ABGκ to ABH̄κ and ABḠκ.

9 Normalize apparent and absent color histograms to{
HAP

κ , GAP
κ ,HAB

κ , GAB
κ

}
.

10 Calculate similarity Sκ(i,j) by H
AP
κ and GAP

κ , HAB
κ and GAB

κ .

11 κ = κ− 1

12 Similarity S(i,j) =
1
3S1(i,j) +

1
3S2(i,j) +

1
3S3(i,j).

13 All locations are scanned, then find position LT with max(S(i,j));

4.4.1 Analysis of performance

To fair comparing, we set using experimental parameters which are identical to 2 for

all images or sequences in ABC-ML. We evaluate the proposed ABC-ML method on

real-world images. These images are analyzed with five challenges for detailed analysis,

including rotation, deformation, scaling, occlusion, and illumination variation. We set

the reference image in Fig. 4.4(a) where the size is 98×50. The scenes are the same size

360 × 640 in the experiments. We compare the best-matched position from each color

histogram-based method with ground truth, thereafter, calculate the Euclidean distance

to evaluate the experimental results. By observing Fig. 4.4, we can find color histogram-

based methods have a property on robustness. But, it is unstable for the precision during

the matching process. Therefore, ABC-ML is proposed to improve ABC for handling

the matching precision problem.

All of the four methods could correctly find the position of the reference image al-

though under the case of rotation, but in observation of their profiles, we could see that

the difference between the highest peak and the second peak of in ABC- and ABC-ML-

based search were larger than the other two as shown in Fig. 4.5. Margin is a symbol that

has a better discrimination ability among these classes. Fig. 4.6 shows the matching re-

sults between ABC and ABC-ML. Ground truth presents by white. We observe that the
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(a) Reference (b) Rotation

(c) Deformation (d) Occlusion

(e) Scale variation (f) Illumination variation

Figure 4.4: Matching results in color histogram-based methods. (a) is a reference image.

(b)-(f) show matching results by CI, CCH, ABC, and ABC-ML under different chal-

lenges. Bounding blue, green, red, and black boxes show matching results by CI, CCH,

ABC, and ABC-ML, respectively.

results in ABC can find roughly location but it is not accurate. ABC-ML is more near

ground truth. In ABC-ML, the center point in each layer is not changed and improves

the matching accuracy through the positional relationship and mutual control of each

layer. Table. 4.1 shows a comparison of the location error based on different challenges

for color histogram-based methods, where the location error was calculated based on the

Euclidean distance that used the ground truth to compare with the searched position. In

cases involving rotation and occlusion, the CI and ABC can search for the best position

in the experiments. In another three cases, the ABC-ML method proved to be the best

method as it yielded the lowest location error.
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(a) The profile of similarity in ABC (b) The profile of similarity in CI

(c) The profile of similarity in CCH (d) The profile of similarity in ABC-ML

Figure 4.5: Profile plots which are used CI, CCH, ABC, and ABC-ML methods in

Fig. 4.4(b)

4.4.2 Robustness of ABC-ML matching

We compare our approach with three color histogram- and three template-based

matching methods, including ABC, CI, CCH, SSD, NCC, and BBS. We select open data

for comparison and present the results using location error that is Euclidean distance

between the searched center- and ground truth center-point. Skiing data in [86] is

utilized to evaluate the performance of six methods, where the size of reference image

is 33 × 36. In Fig. 4.7, the horizontal axis represents the frame label, and the vertical

axis represents the location error in the Euclidean distance between their best-matched

positions and the ground truths. Some representative frames as examples are shown in

detail. Frame #35 shows the good matching result in six methods, and only SSD can

not find the skier. In Frame #42, NCC matches the position around the tree, not the

target. The template-based matching approach calculates the pixel value; therefore, the

similarities between correct and incorrect positions are almost identical. Frames #61

and #64 show the deformation condition if compared with the reference image. ABC

and ABC-ML can catch the absent colors, red and yellow, to match the correct position

under the case of deformation. The skier is far away from the camera, and background

information becomes more large proportion. Hence, another five methods focus on the

main colors, which can not match the correct position. Meanwhile, we observe that the
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(a) Rotation (b) Deformation

(c) Occlusion (d) Scale variation (e) Illumination

Figure 4.6: Increasing matching precision with ABC-ML. Black bounding boxes are

ABC-ML. Red boxes show ABC results. Bounding white boxes are ground truth.

Table 4.1: Location error in color histogram-based methods.

CI CCH ABC ABC-ML

Rotation 3.60 5.09 7.21 4.24

Deformation 3.60 11.04 14.31 2.23

Occlusion 29.06 158.1 12.04 14.86

Scale variation 11.40 16.27 11.04 9.21

Illumination variation 7 4.12 11.04 4

precision of ABC-ML is better than our original proposed ABC approach. The ABC-ML

approach demonstrated the best overall performance among all the approaches.

4.5 Summary

We exploit a Multiple-Layered structure against the shift problem of matching in

color histogram-based methods. It utilizes the isotonic principle to construct each layer.

To challenge the various matching problem, we combine Multiple-Layered with ABC

(ABC-ML). In the experiments, we evaluate our approach to Mondrian random patterns,

real-world images, and open databases, and it obtains state-of-art results. Moreover,

the proposed ABC-ML performs superiorly against deformation and scale variances.

Experiments are conducted on real-world data and benchmark sequences. ABC-ML can
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Figure 4.7: Matching results in Skiing data.

keep the merit of ABC on a large margin, and also provide the location information

of color features by combining with a Multiple-Layered model. Under the different

challenges, ABC-ML has stable performance in the area of image matching.
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Chapter 5. Experimental evaluation

This chapter introduces the experimental evaluation for ABC, ABC-CF, and ABC-ML

approaches, including five main parts: (1) Experimental setup is described for initial

experiment parameters. (2) How to select a reasonable threshold hT? (3) Do the com-

parison experiments by using three of our proposed approaches to explain the merits

and demerits for each approach. (4) Computation cost is shown. (5) Discussion will be

presented to conclude experimental results for our proposed three approaches. In the

final, we summarize this chapter.

5.1 Experimental setup

In the experiments, we add some artificial noises to original images for investigating

the performances of our proposed ABC approach. Fig. 5.1 shows an example of a

synthetic Mondrian random pattern with no structures except for a colored circle as an

elemental shape.

Figure 5.1: Mondrian random pattern with noise.

We tested four similarity measures as follows: First, reference images of the size

50×50 in Fig. 5.1 were randomly selected in noise-free image, and then searching for the

best-matched positions were performed in each noisy version. In Fig. 5.2, the abridged

general view of the analysis measures is shown, such as Precision and Recall. To evaluate
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Figure 5.2: Abridged general view of the analysis measurements.

each similarity measure, we use F-measure as

Precision =
TP

TP+FP
(5.1)

Recall =
TP

TP+FN
(5.2)

F-measure =
2× Precision× Recall

Precision+Recall
(5.3)

where TP and FP indicate numbers of true positives and false positives, respectively,

Table 5.1: Performance of ABC with various similarity measures

F-measure

SNR 36 33 30

ABC + Intersection 0.973 0.965 0.952

ABC + Chi-square 0.976 0.971 0.961

ABC + JS divergence 0.980 0.974 0.971

ABC + Bhattacharyya 0.974 0.970 0.968

defined by a threshold value of intersection over union (IoU ). TP can thus have IoU

exceeding 0.75, while FP has a value below threshold 0.25. FN represents the number

of false negatives, where TP+FN is the entirety of the target image. F-measure is
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the harmonic mean of Precision and Recall. Table 5.1 shows a performance evaluation

in matching using ABC-based similarity measures under different noise conditions. We

found that in all cases, ABC could be used in combination with these similarity measures.

In this thesie, we set experimental parameters I = 10, J = 10, α = 0.2, wAP = 0.6,

and wAB = 0.4. Meanwhile, we delete noise by 0.2×hT before decomposing. In ABC-CF,

we additional add parameters σ = 8. We use Intersection in the experiments because

of its similarity in the range from 0 to 1, which makes it easier to compare with other

approaches. The datasets [86] are introduced as follows:

• Box dataset: a typical sequence of scale variations. A blue line pulls up a box

with black color and moves randomly in the cluttered scene. Sometimes, there

will be occlusion and rotation. The static background in this dataset also includes

many objects with the same color as the target, such as books and stereos.

• Liquor dataset: the sequence with the challenges of rotation, deformation, scale

variation, and occlusion. The bottles were picked up using a human finger, moved

from one place to another, and exchanged with the location of another bottle.

Meanwhile, some bottles are similar in colors. The background is static, and there

are no illumination variations.

• Skiing dataset: one sequence with strong deformation and rotation is selected for

evaluating the performance. A skier wearing a red coat and yellow pants slipped

into the air and completed complicated movements such as flips. In the dataset,

the scenes are dynamically changing and similar, mainly composed of the colors of

trees and snow. For the skier, there have been scale variations from the beginning

to the end of the sequence.

• Girl2 dataset: a pedestrian tracking sequence. A girl plays in a dynamic and

complex scene, which includes various matching challenges. Although there is no

obvious light change, the colors in the background are slightly different due to

changes in natural light. The appearance of occlusion increases the difficulty of

image matching.

• Tiger1 dataset: one typical sequence with illumination variations is utilized.

The tiger toy with orange color is picked up by a human hand. The tiger toy is

sometimes close to the light during movement and sometimes far away from the

light. The background is static. In the scene, there is a row of plants in front of

the target as occlusion to increase the difficulty of matching.

Above these sequences as experimental datasets are used to evaluate the effectiveness

of our proposed ABC, ABC-CF, and ABC-ML. By observing the datasets, we also can

find that the above datasets contain five different image matching challenges: rotation,

deformation, occlusion, scale variation, and illumination variation.
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5.2 Parameter discussion

Threshold hT is an essential parameter in the concept of ABC. How to get a mean-

ingful threshold hT is also a difficult problem that this thesis needs to overcome. In

previous version of ABC approach [91, 92], we propose a fix threshold hT to robust

matching. To get more reasonable threshold, we define the parameter α to determine

how low frequencies are absent colors, and then hT is obtained by mean color histogram.

The detailed explanation is described in Section 2.4. Therefore, we tested the effective-

ness of introducing α to determine hT using the Liquor dataset. As preparation, we

scanned all possible positions in frames #1301–#1400 to calculate the average h̄T by

100 frames’ ĥT and its variance σ2hT , which were obtained as 0.05 and 6.96 × 10−4 by

introducing α = 0.2. Fig. 5.3 shows the mean of ĥT under α = 0.2 in each frame, and

h̄T is the average value of ĥT in these 100 frames. From this result, it may be reasonable

Figure 5.3: The mean of ĥT under α = 0.2 in each frame.

to compare the two cases of α = 0.2 and fixed value hT = 0.05, which could be selected

as representative constant values.

Fig. 5.4 shows that in these two cases, where the red line is the case of α = 0.2 and the

black line is the case of fixed value hT = 0.05. The reference image is shown in the top

left. Thereafter, the reference image matches the target in the scene from frames #1301

to #1400, respectively. As a result, we could find no difference in performance except for

the case of frame #1373, where the constant hT failed to find the correct position. The

experiment proves that getting hT by using α = 0.2 is stable and accurate. Therefore, it

is more robust to update the threshold hT used to separate apparent and absent colors

by the color histogram features of the two compared images in image matching. In this
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Figure 5.4: Comparison of two cases for threshold selection.

paper, α = 0.2 as a parameter is used for the experiments.

5.3 Experimental comparison

To demonstrate the proposed method’s ability, ABC, ABC-CF, and ABC-ML, we

select the Girl2 dataset to do the experiments. This dataset includes different challenges

for matching. Next, we will analyze these three approaches through consecutive sequence

matching experiments. As can be seen from Fig 5.5, the size of the reference image in the

top left is 151×50 pixels. The size of the scene is 480×640. In frames #714, #769, and

#773, the girl in the searched image is not large change to compare with the reference

image. However, ABC has a litter bit of offset or drift when we compare the matching

results with ABC-CF and ABC-ML. The reason is histogram-based information loss

the position information. Frame #728 and #743 show the result of ABC-ML; it is not

accurate in the matching position because ABC-ML obtains less position information to

compare with the template matching algorithm. The merits of these three approaches

are (1) absent colors can effective and robust apply in image matching. (2) ABC-CF and

ABC-ML improve the precision of algorithms as shown in Fig 5.6. Table 5.2 lists the
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Figure 5.5: The matching performance in ABC, ABC-CF, and ABC-ML.

Table 5.2: Searching precision in 80 frames

ABC ABC-CF ABC-ML

Precision ≤ 5 11 26 14

Precision ≤ 10 29 55 34

Precision ≤ 15 58 71 64

Precision ≤ 20 75 79 75

Precision ≤ 25 79 80 80

Precision ≤ 30 80 80 80

precision evaluation results. ABC-CF has a good performance compared with another
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Figure 5.6: The plot of precision.

two approaches. ABC-ML enhances the accuracy of our original ABC as well. The

experimental results prove the necessity of our proposed approaches.

5.4 Computation cost

This section compares the processing time in our proposed methods ABC, ABC-CF,

and ABC-ML. The programs for the experiments were implemented in C++ by using

Visual Studio 2015 and the OpenCV 2.4.13 library, without any parallel processing or

GPU acceleration. The hardware was a Windows 10 PC with a 2.81 GHz Intel Core i5-

8400 CPU and 8 GB RAM. Since the approach proposed in the paper, ABC, ABC-CF,

and ABC-ML, is based on pixel-by-pixel calculation in nature, the computation cost is

proportional to the number of pixels in the reference images and the target scene. The

matching task depicted in Fig. 5.7 was selected as a typical example to check the compu-

tation time requirements. A reference image of 170 × 90 pixels and a scene of 360 × 640

were used in this task, and the computation time was then observed using the OpenCV

timing function. Table 5.3 shows the computation costs for these three approaches. The

most time-saving approach was ABC because the matching processes of ABC-CF and

ABC-ML are based on ABC. Although ABC-CF and ABC-ML exhibited a time disad-

vantage, this is not problematic in practical applications because the computation cost

of all histogram-based methods does not differ significantly. In the algorithm based on

histogram matching, it is generally necessary to convert the image to another color space
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(a) Reference image (b) Scene

Figure 5.7: Example of calculating time consumption.

before generating the histogram. Therefore, it is needed to perform statistical analysis

on the information of each pixel in the image. However, with the continuous progress of

research and development, the problem of computation cost can be solved by computer

hardware. Therefore, time-consuming can be evaluated as an indicator of the algorithm.

At the same time, it can also be done by improving the algorithm and the cooperation

of the hardware.

Table 5.3: Computation costs for three approaches.

ABC ABC-CF ABC-ML

Computation cost 8.597 s 9.104 s 13.092 s

5.5 Discussion

We summarize some aspects of the proposed technique in this section. ABC has some

merits: technical simplicity, invariance with respect to in-plane rotation, distortion, and

somewhat scaling as shown in the previous chapter, but it remains some demerits: the

necessity of colors and reasonable size of images to keep histograms effective, and loss

of positional information. In many of our experiments, we showed its effectiveness in

tracking and searching problems. In general, these problems need a rapid method both

in offline processing and in online or real-time calculation. When we have enough data

of training images, it may be possible to utilize many ways of machine learning technolo-

gies, such as CNN or effective classifiers, to solve these problems. Therefore, compared to

machine learning, ABC is a simple approach in structure and no need for preprocessing

training data. ABC is a histogram-based statistical algorithm to extract color informa-

tion for image matching. It is unlike deep neural networks; our proposed approach does

not require any negative samples. The computation cost of ABC is relatively lower than

deep neural networks. However, we hope the cooperation of the proposed technique
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with them, for instance, to reduce the size or cost of training and to raise the total

performance in processing. For example, in some hierarchical approaches, ABC can be

effective to nominate possible candidates for continuing the following detailed classifica-

tion or some other applications, such as defect detection, pedestrian tracking. In this

type of utilization, it must be preferable for absent colors to be somewhat independent

of or orthogonal to any other features to keep better performance in total. To upgrade

the performance of ABC, we proposed ABC-CF and ABC-ML to solute the problem

of loss of positional information. The merit of ABC-CF is that the filtering speed is

fast, and the matching position is more accurate. The disadvantage is that CF relies

on the rough matching result of the ABC algorithm in the second positioning process.

Therefore, if the initial matching result of ABC is incorrect, it will directly cause the

relocation of CF to fail. ABC-ML starts from the image itself and structures the image

to analyze the color features in the corresponding structure. Compared with ABC-CF,

it does not rely on the matching results of our proposed ABC method. It obtains lo-

cation information through its structure to achieve the purpose of improving matching

accuracy. The demerit of ABC-ML is that it is time-consuming. To solve the demerits

of our proposed approaches, we will analyze the absent colors to extract effective absent

colors for generating an absent color histogram.

5.6 Summary

In the chapter, we first introduced the design of the experimental setup. Then, the

significant parameter is discussed to explain why we select α = 0.2 to obtain threshold

hT. We compare the performance of ABC, ABC-CF, and ABC-ML under different

challenges. Experiment results show the effectiveness and robustness of our proposed

ABC approach. Meanwhile, improvement ABC-CF and ABC-ML have good properties

for solving the offset or drift problem. Next, the computation cost is compared in these

three approaches. In the final, we discuss the ABC technique and its possible application.
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works

6.1 Conclusions

In this paper, we propose a novel method based on color histograms called absent

color indexing (ABC) for robust image matching. ABC addresses the constraint of

conventional color histogram-based approaches, which focus on the main or prominent

colors. Meanwhile, the ABC algorithm increases the importance of minor colors that

comprise a relatively small proportion and provides a fair and reliable evaluation for

the histogram-based matching algorithm. By reorganizing a color histogram into the

two complementary histograms, we were able to observe that a new feature of absent

colors is effective in increasing the margins, resulting in high reliability or distinguisha-

bility in many different tasks. Subsequently, we decompose the color histogram into

two histograms: apparent and absent color histograms. Low-frequency colors or rela-

tively non-existing ones in the color histogram bins are enhanced by inversion for fair

treatment in the proposed ABC. A novel method to determine the important parameter

for histogram decomposition was provided by specifying the statistical significance level

in the mean histogram. Finally, ABC is combined with four similarity measurement

methods to calculate similarity.

Furthermore, based on the ABC approach, a correlation filter (CF) is utilized to

fuse ABC to address offset or drift cases in process of image matching. The ABC

algorithm is used to coarsely locate the target, and the final matching result of the

target is performed by the ABC searched position combined with CF. The ABC-CF

has improved the matching precision and kept the merit of robustness when we search

the target in the scene. Therefore, the highest peak in the response map shows the

best-matched position.

As a new concept, the multiple-layered (ML) structure is presented. It was developed

to improve matching accuracy compared to the use of only ABC. ABC-ML adds location

information to the color information through the relationship between layers, thereby

compensating for the insufficiency of the color histogram algorithms.

To verify the performance of our proposed ABC, Mondrian random patterns were

effectively used for the fundamental evaluation of the proposed method in comparison

experiments with some representative competitors. ABC has good distinguishability

and robustness for similar objects. Both ABC-CF and ABC-ML effectively improved

the precision of matching locations under different challenges. Experimental results on
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the use of real-world images and open datasets showed the promise and good performance

of the proposed methods ABC, ABC-CF, and ABC-ML.

6.2 Future works

The proposed ABC as a color feature was developed to solve the problem of image

matching in clutter scenes. The ABC provided a new method to use color information

for the robustness and effectiveness of image matching. In future work, we intend to

expand the application of ABC to other subject areas. Meanwhile, absent colors can

also be used in deep learning as a statistical feature of object classification.

Moreover, ABC, ABC-CF, and ABC-ML should be integrated into other fields for

future work, such as object classification, defect detection, and pedestrian tracking.

Object classification

Object classification problems aim to identify targets with related characteristics

while classifying the targets into two categories indicating positive and negative classes.

The key point in classification is selecting features to analyze. In the present work, ABC

was used to perform statistical classification and exhibited the advantages of robustness

and distinguishability. Furthermore, color information may be input to the classifier to

enable the model to learn the absent color features to perform object classification. We

will extend ABC to this aspect in future work.

Defect detection

Defect detection is an important technique for product quality control in manufactur-

ing industries. With the further development of production industries, defect detection

may expend to consider an increasing set of problems, such as minor color printing er-

rors. The ABC approach can perform defect detection by extracting defects as absent

colors. It can also control the changes in illumination to a certain extent and does not

require training a large number of templates to learn the features of defect-free data.

To perform defect detection, a defect-free template can be divided into blocks, and then

the corresponding blocks compared to search for absent colors. Therefore, we would like

to apply the ABC approach to defect detection in future work.

Pedestrian tracking

Pedestrian tracking has been applied widely in video surveillance, human-computer

interaction, and unmanned driving. It is a vital research topic in computer vision.

Although many challenges remain in the process of pedestrian tracking, such as rotation,
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deformation, and scale variation, ABC is robust to these as a color histogram-based

approach. It differs from other approaches based on color histograms and improves on

the sensitivity of other approaches to minor but significant colors. Furthermore, ABC

has exhibited relatively good discrimination in matching or tracking similar people in

pedestrian tracking applications. In future work, we will consider a detailed design to

integrate ABC or combine it with our proposed ABC-CF and ABC-ML for pedestrian

tracking applications.
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