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Abstract

This paper gives a framework to study a continuum limit of a gradient flow on a graph where the number of vertices increases in an appropriate way. As examples we prove the convergence of a discrete total variation flow and a discrete Allen–Cahn flow on discretised tori to their respective continuum limits.
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1 Introduction

We prove the convergence of two graph-based discrete gradient flows, the total variation flow and the Allen–Cahn flow, to a continuum limiting problem when the graph approximates a Euclidean space. Although characterization of continuum limits has been studied variationally at the energy level quite extensively in the past decade, mainly Γ-convergence results, the convergence problem for discrete flows has only been attracting more attention fairly recently.

If Φ : H → R is a Fréchet differentiable function on a Hilbert space (H, ⟨·, ·⟩), with gradient ∇_H Φ, then the gradient flow of Φ (w.r.t. the inner product on H) is a function u : (0, ∞) → H that satisfies \( \dot{u} = -\nabla_H \Phi(u) \). If Φ is not differentiable, but convex, the differential equation is replaced by the differential inclusion \( \dot{u} \in -\partial \Phi(u) \), where \( \partial \Phi(u) \) denotes the subdifferential of Φ at u. The function Φ is often called the energy, even when there is no direct physical interpretation as such. An equivalent formulation can be given in terms of an evolution variational inequality (see Definition 2; recent in-depth overviews are given in [51, 4]). Such a formulation offers more flexibility when generalising the notion of gradient flow to metric spaces that lack a Hilbert space structure. Additionally, the variational setting can be exploited when comparing gradient flows that are formulated on different underlying spaces. We make crucial use of this advantage to prove convergence of gradient flows that are formulated on discrete graphs to a continuum gradient flows.

In the current work, we consider two families of gradient flows: total variation gradient flows with the energy Φ being the graph-based or continuum total variation functional (Section 4.1) and Allen–Cahn gradient flows with the energy Φ being the graph-based or continuum Allen–Cahn functional (also known as the Ginzburg–Landau functional or Modica–Mortola functional; Section 5.1).

To be able to prove convergence results, and thus to compare flows formulated on a graph
with flows formulated on a continuum, we require a way to embed the discrete flows in continuum space. In this paper we restrict ourselves to graphs that are obtained as a regular (square or (hyper)cubic) discretisation of the flat torus. In that setting, we can associate functions on the graph with functions on the torus via piecewise constant or piecewise linear interpolation. We use the former for our convergence results for total variation flow and the latter for Allen–Cahn flow.

To avoid additional technical complexities, for the Allen–Cahn flows we only consider the one-dimensional case.

The two main results in this paper are Theorem 15 and Theorem 25. The former states that (under assumptions that will be given in detail later) the $L^2$-difference between the (piecewise constant interpolation of the) graph-based total variation flow and the continuum total variation flow is controlled by the $L^2$-difference of their initial conditions. In particular, if both flows start from the same initial condition, they are equal. It has been already noted in [42] that if a function is constant on rectangles, it remains constant on those rectangles under the anisotropic $\ell_1$-total variation flow. The relation to the piecewise constant interpolation of the graph based total variation flow, however, was not mentioned there. Analysis of the space-discrete total variation flow by means of mode-decomposition methods is presented the recent preprint [17].

The second main result, Theorem 25, states that (again under assumptions that will be specified in due time) on any finite time interval the difference between the graph-based and continuum Allen–Cahn flows converges to zero, uniformly in time, as the mesh size of the discretisation of the one-dimensional torus goes to zero.

We start the paper with an abstract general framework based on evolution variational inequalities [5] for gradient flows. Within this framework we can derive Theorem 11 and Corollary 37 which, after carefully casting the total variation flow problem in the language of the abstract setting and confirming that the required assumptions are satisfied in Sections 3 and 4, immediately lead to Theorem 15. Proving our result for the Allen–Cahn flows requires more work, because in this case it is not possible to work with piecewise constant embeddings of the graph-based functions (since the continuum Allen–Cahn functional is not well-defined for functions with jumps) and the linear interpolation embedding we use instead is not an isometry, which means the results from our abstract framework are not directly applicable. Moreover, inequality (2.7) between the graph-based functions $\Phi_h$ and continuum function $\Phi$ does not hold when $\Phi_h$ and $\Phi$ are the graph-based and continuum Allen–Cahn functionals, respectively. Since this inequality is one of the requirements for Theorem 11, we need to resort to using Theorem 13 instead, which requires a weaker condition (2.10) to be satisfied, but at the cost of leading to a weaker conclusion, namely only an asymptotic comparison (when the mesh size approaches zero).
In this paper we prove the convergence of the flows using the evolution variational inequality formulation of the flows directly. An alternative approach is possible based on [21, Theorem 4.11], which requires Γ-convergence of the discrete energies Φ_h to the continuum energy Φ, asymptotic local equicoercivity of the energies Φ_h [21, Definition 4.4], and well-preparedness of the initial conditions. The Γ-convergence results may be obtained in a way similar to the discrete-to-continuum Γ-convergence results in [60]. Alternatively, we see that condition (2.7) or condition (2.10) allows for the construction of recovery sequences in the proof of Γ-convergence, and lower semicontinuity of Φ together with (2.12) implies the lim inf-inequality that is required for Γ-convergence. The (asymptotically local) equicoercivity condition follows from condition (2.6) together with compactness properties of sublevel sets of Φ. We conclude that the a priori alternative approach from [21] corresponds to our approach using Theorem 13, or at the very least, can be employed after establishing the same conditions we use. We note that Theorem 11 does not require the ‘lim inf-condition’, but can only be expected to be useful in those special occasion where the discrete gradient flows are expected to also be continuum gradient flows (after embedding) — a situation which is not expected to be typical.

We note that the ideas from [21] (and relatedly [52]) have been generalised to functions that are not geodesically λ-convex (see Section 2 for a definition) by Sandier and Serfaty and others [55, 56, 57, 8, 31, 51]. A general framework provided by Mielke requires convergence of metrics as well as Γ-convergence of functionals to conclude convergence of gradient flows [45][Theorem 3.4.3]. It is assumed that the sets underlying the metric spaces in the sequence are independent of the limit parameter but the metrics can depend on it. We suspect that a suitable modification of such an idea can lead to similar convergence results as ours, but we do not pursue that course in the present paper. For other literature about this energy-dissipation-principle (EDP) convergence, which can be seen as an extension of the work by Sandier and Serfaty, we refer to [48, 22, 49, 47, 46]. A key ingredient is the characterisation of gradient flows as minimizers (at value zero) of a De Giorgi functional. For example, in [26, Theorem 3.14] this formulation is used to establish the continuum limit of nonlocal-interaction equations on graphs as a gradient flows in probability space equipped with Wasserstein distance.

As examples of other recent literature that is interested in the convergence of graph-based gradient flows to continuum gradient flows, we mention, and [36, 35], in which the limit of the graph-based p-Laplacian evolution problem is established.

The paper is structured as follows. The general abstract setting is introduced in Section 2 and the setup of the graphs we use, with embeddings and projections into and from the continuum space are given in Section 3. The results from this section will be applied to obtain our two main convergence results, which are given in Sections 4 (total variation flow) and 5 (Allen–Cahn flow). The main part of the paper ends with conclusions and suggestions for future work in Section 6,
after which follow appendices that give detailed proofs for some properties of total variation for
piecewise constant functions (Appendix A), properties of the operator $\Gamma$ which is important in
Section 5 (Appendix B), and two Poincaré–Wirtinger-type inequalities that we need in the proof
of Lemma 34 (Appendix C).

2 An abstract framework

Let $(M, d)$ be a complete metric space with a distance $d$. Let $\gamma$ be a continuous function from
an interval $I$ to $M$, i.e., $\gamma \in C(I, M)$. Following [5] we say that $\gamma$ is an absolutely continuous
curve if there is an integrable function $f$ defined on $I$ such that, for all $t, s \in I$,

$$d(\gamma(t), \gamma(s)) \leq \int_s^t f(r) \, dr.$$ 

For any pair of metric spaces $M$ and $\tilde{M}$, by $C(M; \tilde{M})$ we will denote the space of continuous functions with domain $M$ and codomain $\tilde{M}$. If additionally $M$ and $\tilde{M}$ are differentiable manifolds and $k$ is a positive integer $k$, then $C^k(M; \tilde{M})$ will be the space of $k$ times continuously differentiable functions with domain $M^2$ and codomain $\tilde{M}$. If $\tilde{M} = \mathbb{R}$, we write $C^k(M)$. Moreover, $C^\infty(M; \tilde{M}) = \bigcup_{k \in \mathbb{N}} C^k(M; \tilde{M})$.

A curve $\gamma : (0, \infty) \to M$ is locally absolutely continuous if it is absolutely continuous in any
bounded interval $(a, b) \subset (0, \infty)$.

In this paper we use the notation $\Phi$ for a functional $\Phi : M \to \mathbb{R} \cup \{+\infty\}$. For $\lambda \in \mathbb{R}$, such a functional is called $\lambda$-convex on a curve $\gamma \in C([0, 1], M)$ if

$$\Phi(\gamma(t)) \leq (1 - t)\Phi(\gamma(0)) + t\Phi(\gamma(1)) - \frac{1}{2}\lambda(1 - t)d^2(\gamma(0), \gamma(1))$$

for all $t \in [0, 1]$. We note that, if $\lambda_2 \leq \lambda_1$ and $\Phi$ is $\lambda_1$-convex on $\gamma$, $\Phi$ is also $\lambda_2$-convex on $\gamma$.

A curve $\gamma \in C([0, 1], M)$ is a constant speed geodesic (from $\gamma(0)$ to $\gamma(1)$) if

$$d(\gamma(s), \gamma(t)) = d(\gamma(0), \gamma(1))(t - s) \quad \text{for all} \quad s, t \in [0, 1] \quad \text{with} \quad s \leq t.$$ 

A functional $\Phi$ is said to be geodesically $\lambda$-convex if for any $z_0, z_1 \in \mathcal{D}(\Phi)$ there is a constant speed geodesic $\gamma \in C([0, 1], M)$ such that $\gamma(0) = z_0, \gamma(1) = z_1$, and such that $\Phi$ is $\lambda$-convex on the curve $\gamma$. Here $\mathcal{D}(\Phi) := \{z \in M \mid \Phi(z) < \infty\}$ is the effective domain of $\Phi$.

---

1We note that if such an $f$ exists, it necessarily is nonnegative almost everywhere on $I$.

2In a slight and common abuse of notation, we will sometimes write $u \in C^k(M; \tilde{M})$ if $u : \tilde{M} \to \tilde{M}$ with $\tilde{M} \supset M$ and $u|_M \in C^k(M; \tilde{M})$. 

---
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Remark 1. In a Hilbert space geodesic $\lambda$-convexity is nothing but\(^3\) convexity of $\Phi(v) - \frac{\lambda}{2} \|v\|^2$. This follows from the fact that in a (real or complex) Hilbert space for each pair of distinct points $a$ and $b$, there is a unique constant speed geodesic from $a$ to $b$, given by the straight line of the form $\gamma(t) = a + t(b - a)$. It can be checked directly that this is indeed a constant speed geodesic. To prove uniqueness, let $z$ be a point on a constant speed geodesic $\tilde{\gamma}$ from $a := \tilde{\gamma}(0)$ to $b := \tilde{\gamma}(1)$, not equal to $a$ or to $b$. Then, by the triangle inequality, $\|x + y\| \leq \|x\| + \|y\|$ for $x := z - a$ and, $y := b - z$. By the definition of a constant speed geodesic, if $t \in (0,1)$ is such that $\tilde{\gamma}(t) = z$, we require

$$
\|x\| = \|z - a\| = \|b - a\|t = \|x + y\|t \quad \text{and}
\|y\| = \|b - z\| = \|b - a\|(1 - t) = \|x + y\|(1 - t),
$$

so we require equality in the triangle inequality. In the case of a Hilbert space, this holds if and only if $((\|x\| + \|y\|)^2 - \|x + y\|^2 = 2(\|x\||\|y\| - \langle x, y \rangle) = 0$, where $\langle x, y \rangle$ denotes the inner product. Hence we require equality in the Cauchy–Schwarz inequality $\langle x, y \rangle \leq \|x\||\|y\|$, which is equivalent to $x$ and $y$ being linearly dependent, i.e., in geometric terms, $x$ and $y$ are parallel. Thus there exists a scalar $c$ such that $y = cx$ and thus $b - z = c(z - a)$. We note that $c \neq -1$, since $a \neq b$. It follows that $z = \frac{1}{1+c} b + \frac{c}{1+c} a$. Moreover, by (2.1), $\|x + y\| = |1 + c||x|| = \frac{1}{t}\|x\|$ and thus $\left|\frac{1}{1+c}\right| = t \in (0,1)$. Hence we can write $\frac{1}{1+c} = te^{i\vartheta}$ where $\vartheta := \text{Arg} \left(\frac{1}{1+c}\right)$. Thus

$$
\|\tilde{\gamma}(t) - a\| = \|z - a\| = \|te^{i\vartheta}(b - a) + (e^{i\vartheta} - 1)a\| \geq \left|t\right|\|b - a\| + |e^{i\vartheta} - 1||a||,
$$

$$
\|\tilde{\gamma}(t) - b\| = \|z - b\| = \|(1 - t)e^{i\vartheta}(a - b) + (e^{i\vartheta} - 1)b\|
\geq \left|(1 - t)\|b - a\| + |e^{i\vartheta} - 1||b||\right|.
$$

By continuity of $\tilde{\gamma}$, if we take $t \downarrow 0$ in the first line and $t \to 0$ in the second, we find $|e^{i\vartheta} - 1||a|| = |e^{i\vartheta} - 1||b|| = 0$. Since $a \neq b$, this implies $e^{i\vartheta} = 1$. Hence $t = \frac{1}{1+c}$ and thus $\tilde{\gamma}(t) = z = tb + (1 - t)a = a + t(b - a)$.

We note that the uniqueness may not be true for a Banach space even if it has finite dimension. A simple example is $\mathbb{R}^2$ equipped with $\ell^1$-norm so that the unit ball is a square.

If $\lambda = 0$, then a geodesically $\lambda$-convex $\Phi$ is called geodesically convex; if $\lambda \leq 0$, then such $\Phi$ is often called geodesically semiconvex.

**Definition 2** (Evolution variational inequality formulation of gradient flow). Assume that $\Phi$ is geodesically $\lambda$-convex. A gradient flow of $\Phi$ is a locally absolutely continuous curve $u : (0, \infty) \to$
First we prove the following claim: If

\[
\frac{1}{2} \frac{d}{dt} d^2(u(t), v) + \frac{1}{2} \lambda d^2(u(t), v) \leq \Phi(v) - \Phi(u(t))
\]

for almost all \( t > 0 \) and for all \( v \in \mathcal{D}(\Phi) \). Formally we write \( \dot{u} \in -\partial \Phi(u) \). If we wish to emphasize the space or metric in which the gradient flow takes place, we speak of an \( M \)-gradient flow.

**Remark 3.** Consider the setting of Definition 2. For a fixed \( v \in \mathcal{D}(\Phi) \), the function \( w \mapsto d^2(w, v) \) is Lipschitz continuous on any bounded subset of \( M \). By continuity of \( u \), if \( 0 < T_1 < T_2 \), then \( u([T_1, T_2]) \subset M \) is bounded. Since the composition of a Lipschitz continuous and absolutely continuous function is again absolutely continuous, on any interval \([T_1, T_2]\), \( t \mapsto d^2(u(t), v) \) is absolutely continuous and thus its derivative exists for almost all \( t \in [T_1, T_2] \). As \( T_1 > 0 \) is arbitrary, the derivative \( \frac{d}{dt} d^2(u(t), v) \) exists for almost all \( t \in (0, \infty) \).

**Lemma 4.** Let \( \Phi \) be as in Definition 2. If \( c \in M \) is such that, for all \( v \in \mathcal{D}(\Phi) \), \( \Phi(v) \geq \Phi(c) \), then the constant curve \( u = c \) is a gradient flow of \( \Phi \).

**Proof.** Let \( v \in \mathcal{D}(\Phi) \). If \( \gamma \) is a constant speed geodesic from \( c \) to \( v \), then by the geodesic \( \lambda \)-convexity of \( \Phi \) we have for all \( t \in [0, 1] \),

\[
\Phi(\gamma(t)) \leq (1-t)\Phi(c) + t\Phi(v) - \frac{1}{2} \lambda t(1-t)d^2(c, v).
\]

By assumption \( \Phi \) has a global minimum at \( c \), hence

\[
t\Phi(c) \leq \Phi(\gamma(t)) - \Phi(c) + t\Phi(c) \leq t\Phi(v) - \frac{1}{2} \lambda t(1-t)d^2(c, v).
\]

Let \( t \neq 0 \) and divide by \( t \) to find \( \Phi(c) \leq \Phi(v) - \frac{1}{2} \lambda (1-t)d^2(c, v) \). Taking the limit \( t \downarrow 0 \), we conclude that \( \Phi(c) \leq \Phi(v) - \frac{1}{2} \lambda d^2(c, v) \) and thus, since \( \frac{d}{dt} d^2(c, v) = 0, \frac{1}{2} \frac{d}{dt} d^2(c, v) + \frac{1}{2} \lambda d^2(c, v) \leq \Phi(v) - \Phi(c) \). Therefore the constant curve \( u = c \) satisfies the inequality from Definition 2 and hence is a gradient flow of \( \Phi \). \( \square \)

**Lemma 5.** Let \( \Phi \) be as in Definition 2 and additionally assume that \( \Phi \) is lower semicontinuous. Let \( u \) be a gradient flow of \( \Phi \) with \( u((0, \infty)) \subset \mathcal{D}(\Phi) \) and continuous on \([0, \infty)\). Then \( t \mapsto \Phi(u(t)) \) is a non-increasing function on \([0, \infty)\).

Moreover, if \( I \subset [0, \infty) \) is a nondegenerate interval, \( \Phi \) is as in Definition 2 (not necessarily lower semicontinuous) and \( u \) is as above, then for almost all \( t \in I \), \( \Phi(u(t)) = \Phi(u(\inf I)) < +\infty \) if and only if, for all \( t \in I \), \( u(t) = u(\inf I) \).

**Proof.** First we prove the following claim: If \( v \in M \), then \( t \mapsto d^2(u(t), v) \) is locally absolutely continuous on \((0, \infty)\). To prove this, let \((a, b) \subset (0, \infty)\), since \( u \) is locally absolutely continuous
on \((0, \infty)\), if \(a < b < \infty\), there exists an integrable function \(f\) on \((a, b)\) such that, for all \(s, t \in (a, b)\),
\[
d(u(t), u(s)) \leq \int_s^t f(r) \, dr.
\]
Since \(u\) is continuous on \([a, b]\), so is \(t \mapsto d(u(t), v)\), hence this function is bounded on \((a, b)\). In particular, there is a \(C > 0\) such that, for all \(s, t \in (a, b)\), \(|d(u(t), v) + d(u(s), v)| \leq C\), hence, for all \(s, t \in (a, b)\),
\[
|d^2(u(t), v) - d^2(u(s), v)| = |d(u(t), v) + d(u(s), v)||d(u(t), v) - d(u(s), v)|
\leq C d(u(t), u(s))
\leq \int_s^t C f(r) \, dr,
\]
where we used the reverse triangle inequality for the first inequality. Hence \(t \mapsto d^2(u(t), v)\) is absolutely continuous on \((a, b)\) and thus locally absolutely continuous on \((0, \infty)\).

Next we prove that \(\Phi \circ u\) is non-increasing. Let \(t^* \in [0, \infty)\). If \(\Phi(u(t^*)) = +\infty\), then it is trivially true that, for all \(t \geq t^*\), \(\Phi(u(t)) \leq \Phi(u(t^*))\). Now assume that \(\Phi(u(t^*)) < +\infty\), so that \(u(t^*) \in \mathcal{D}(\Phi)\). Define
\[
S := \{t > t^* : \Phi(u(t)) > \Phi(u(t^*))\}.
\]
Since \(\Phi\) is lower semicontinuous and \(u\) is (absolutely) continuous, \(\Phi \circ u\) is lower semicontinuous, hence \(S\) is an open set. For a proof by contradiction, assume that \(S \neq \emptyset\), then \(S\) is an (at most) countable union of pairwise disjoint open intervals [53, Theorem 2.24]. Since \(S\) is bounded below, so is each of these intervals. Let \(J \subset S\) be such an interval. Since \(S\) is open, \(a := \inf S \in [t^*, \infty) \setminus S\), thus \(\Phi(u(a)) \leq \Phi(u(t^*))\). In particular, \(a \not\in J\).

For notational convenience, define \(g : J \to \mathbb{R}\) by \(g(t) := d^2(u(t), u(a))\). Recall that \(g\) is locally absolutely continuous on \(J\).

In the inequality in Definition 2, choose \(v = u(a)\). Then, for almost all \(t \in J\),
\[
\frac{1}{2} \left[ \frac{d}{dt} g(t) + \lambda g(t) \right] \leq \Phi(u(a)) - \Phi(u(t)) \leq \Phi(u(t^*)) - \Phi(u(t)) < 0.
\]
We apply a Grönwall argument: We have, for almost all \(t \in J\),
\[
\frac{d}{dt} \left( e^{\lambda t} g(t) \right) = e^{\lambda t} \left[ \frac{d}{dt} g(t) + \lambda g(t) \right] < 0.
\]
Let \(t \in J\) and integrate the inequality over \((a, t)\), using \(g(a) = 0\), to find
\[
e^{\lambda t} g(t) - e^{\lambda a} g(a) = e^{\lambda t} g(t) < 0
\]
and hence
\[ g(t) < 0, \]
which contradicts \( g(t) = d^2(u(t), u(a)) \geq 0 \). Therefore \( S = \emptyset \) and thus, for all \( t \geq t^* \), \( \Phi(u(t)) \leq \Phi(u(t^*)) \), which proves the first claim of the lemma.

To prove the second claim, let \( I \subset [0, \infty) \) be a nondegenerate interval such that, for almost all \( t \in I \), \( \Phi(u(t)) = \Phi(u(b)) < +\infty \), where \( b := \inf I \). The “if” statement follows directly since by assumption, if \( t \in I \setminus \{0\} \), then \( \Phi(u(t)) < +\infty \). For the “only if” claim, note that, by the inequality in Definition 2 with \( v = u(b) \), we have for almost all \( t \in I \), \( h'(t) + \lambda h(t) \leq 0 \), where \( h(t) := d^2(u(t), u(b)) \). By a similar argument as above for \( g \), we find that \( h(t) \leq 0 \), hence \( h(t) = 0 \), and thus \( u(t) = u(b) \) for all \( t \in I \).

**Remark 6.** In the first part of Lemma 5 above, we assume that \( \Phi \) is lower semicontinuous. In fact, in the proof we only use the fact that \( \Phi \circ u \) is lower semicontinuous and thus the conclusions of the lemma remain true under this weaker assumption.

**Remark 7.** Definition 2 is a natural extension of a gradient flow in a Hilbert space with an inner product \( \langle \cdot, \cdot \rangle \). By [5, Remark 1.1.3], in the Hilbert space setting the derivative \( \dot{u}(t) \) of an absolutely continuous curve \( u \) exists for a.e. \( t \). Assume \( t \) is such that \( \dot{u}(t) \) exists. If \( \Phi \) is convex \((\lambda = 0)\), then by definition of the subdifferential [24] we see that \( \dot{u}(t) \in -\partial \Phi(u(t)) \) is equivalent to, for all \( v \in D(\Phi) \),
\[
\langle -\dot{u}(t), v - u(t) \rangle \leq \Phi(v) - \Phi(u(t)).
\]
The left hand side equals \( \frac{d}{dt} \frac{\|u(t) - v\|^2}{2} \) and \( u \) satisfies the evolution variational inequality (Definition 2) for \( \lambda = 0 \).

For \( \lambda \neq 0 \) we interpret \( \dot{u} \in -\partial \Phi(u) \) as (for those \( t \) for which \( \dot{u}(t) \) exists)
\[
\dot{u}(t) \in -\partial \left( \Phi(u(t)) - \frac{\|u(t)\|^2}{2} \right) - \lambda u(t),
\]
which is equivalent to, for all \( v \in D(\Phi) \),
\[
\langle -\dot{u}(t) - \lambda u(t), v - u(t) \rangle \leq \Phi(v) - \lambda \frac{\|v\|^2}{2} - \left( \Phi(u(t)) - \lambda \frac{\|u(t)\|^2}{2} \right). \tag{2.3}
\]
Since
\[
\langle \lambda u(t), u(t) - v \rangle + \lambda \frac{\|u(t)\|^2}{2} + \left( \Phi(u(t)) - \lambda \frac{\|u(t)\|^2}{2} \right) = \lambda \frac{\|u(t) - v\|^2}{2},
\]
the function \( u \) satisfies the evolution variational inequality.

We recall a basic unique solvability result. The next result is a special case of [5, Theorem 4.0.4], where more general \( \Phi \) are allowed.
Proposition 8. Assume that \( \Phi : M \to \mathbb{R} \cup \{+\infty\} \) is geodesically \( \lambda \)-convex and lower semi-continuous with \( \Phi \not\equiv +\infty \). Assume furthermore that \( \Phi \) is locally bounded below at some point \( u^* \in \mathcal{D}(\Phi) \), i.e.,
\[
m^* = \inf \{ \Phi(v) \mid v \in M, d(v, u^*) < r_* \} > -\infty
\]
for some \( r_* > 0 \). Then for any \( u_0 \in \overline{\mathcal{D}(\Phi)} \) (the closure of \( \mathcal{D}(\Phi) \) in the topology of \( M \)) there exists a solution \( u \in C([0, \infty), M) \) to \( \dot{u} \in -\partial \Phi(u) \) satisfying \( u(0) = u_0 \). Furthermore, for all \( t > 0 \), \( u(t) \in \mathcal{D}(\Phi) \). Moreover, such a solution is unique among all locally absolutely continuous curves \( u \) for which \( u(t) \to u_0 \) as \( t \downarrow 0 \).

Remark 9. Without the assumption of lower semicontinuity of \( \Phi \) in Proposition 8 above, global-in-time existence with \( u(t) \in \mathcal{D}(\Phi) \) for all \( t > 0 \) is not guaranteed, even though a local-in-time solution may exist. Consider for example the function \( \Phi : \mathbb{R} \to \mathbb{R} \cup \{+\infty\} \), defined by
\[
\Phi(v) := \begin{cases} 
-v, & \text{if } v < 0, \\
+\infty, & \text{if } v \geq 0,
\end{cases}
\]
which is convex and locally bounded (at all points in its effective domain), but not lower semicontinuous. From Definition 2 —with \( \lambda = 0 \) and the Euclidean distance on \( \mathbb{R} \) for \( d \)— it follows that, for any \( a > 0 \), \( u(t) = t - a \) satisfies the evolution variational inequality for \( t < a \). However, at \( t = a \) the curve leaves the effective domain of \( \Phi \), i.e., \( u(a) \notin \mathcal{D}(\Phi) \). Moreover, any function \( \tilde{u} \) that satisfies the evolution variational inequality locally in time must be of the form \( \tilde{u}(t) = t - b \), for some \( b > 0 \). Indeed, if \( \Phi(\tilde{u}(t)) = +\infty \), the evolution variational inequality does not hold, thus \( \tilde{u}(t) < 0 \) has to hold for almost all \( t > 0 \) and thus, by continuity, for all \( t > 0 \). By Remark 7, the evolution variational inequality in this case is equivalent to the differential inclusion \( \dot{\tilde{u}}(t) \in \partial \Phi(\tilde{u}(t)) = \{1\} \), where the equality follows from differentiability of \( \Phi \) on \((-\infty, 0) \) with \( \Phi'(v) = -1 \) [24, Proposition 5.3]. Thus \( \tilde{u}(t) = t - b \), as claimed and no global-in-time solutions exist. On the other hand, if we define \( \Phi(0) := 0 \) instead, then \( \Phi \) is lower semicontinuous and indeed the function \( u(t) = \min(t - a, 0) \) is a global solution.

Definition 10. The solution from Proposition 8 is called the gradient flow of \( \Phi \) starting from \( u_0 \).

In the setting of Proposition 8, \( \Phi(u(t)) < +\infty \) for all \( t > 0 \). Hence the evolution variational inequality from Definition 2, which was assumed to hold for all \( v \in \mathcal{D}(\Phi) \), trivially also holds for all \( v \in M \setminus \mathcal{D}(\Phi) \).

The results when \( M \) is a Hilbert space go back to the theory of maximal monotone operators [9] pioneered by Komura [41], where the first existence result has been established. We note that the assumption \( m_* > -\infty \) for some \( u_* \) and \( r_* \) is automatically fulfilled.
To observe the uniqueness part of Proposition 8, let \( u \) and \( v \) be two solutions, then

\[
\frac{1}{2} \frac{d}{dt} d^2(v(t), u(s)) + \frac{1}{2} \lambda d^2(v(t), u(s)) \leq \Phi(u(s)) - \Phi(v(t))
\]

and

\[
\frac{1}{2} \frac{d}{dt} d^2(u(t), v(s)) + \frac{1}{2} \lambda d^2(u(t), v(s)) \leq \Phi(v(s)) - \Phi(u(t)).
\]

Adding both sides and observing that

\[
\frac{d}{dt} d^2(u(t), v(t)) = \left. \frac{d}{dt} d^2(u(t), v(s)) \right|_{s=t} + \left. \frac{d}{dt} d^2(v(t), u(s)) \right|_{s=t},
\]

we take \( s = t \) to get

\[
\frac{1}{2} \frac{d}{dt} d^2(u(t), v(t)) + \lambda d^2(u(t), v(t)) \leq 0.
\]

This implies a generalised contraction principle: for all \( t \geq 0 \),

\[
d^2(u(t), v(t)) \leq e^{-2\lambda t} d^2(u(0), v(0)). \tag{2.4}
\]

If the initial data \( u(0) \) and \( v(0) \) are the same, then we conclude that \( u \equiv v \). This idea is useful to define our convergence result.

In what follows, we consider a family of complete metric spaces \((M_h, d_h)_{h \in \mathcal{H}}\) approximating \((M, d)\) as \( h \to 0 \) in some sense which is to be made precise. Here \( \mathcal{H} \) is a nonempty subset of \((0, 1)\) of which 0 is a limit point. In particular, we allow \( \mathcal{H} \) to be a proper subset of \((0, 1)\). In fact, from Section 3 onwards we only consider \( h \in (0, 1) \) for which \( \frac{1}{h} \) is an integer.

Let \( i_h : M_h \to M \) be an embedding map which is an isometry, i.e., \( d_h(x, y) = d(i_h x, i_h y) \), for all \( x, y \in M_h \). Let \( p_h : M \to M_h \) be a mapping such that \( p_h \circ i_h \) is the identity map on \( M_h \). This is (in spirit) a projection, in the sense that \( p_h \circ i_h \circ p_h = p_h \) on \( M \). We assume the following non-strict contraction property holds:

\[
d_h(p_h x, p_h y) \leq d(x, y) \quad \text{for all } x, y \in M. \tag{2.5}
\]

In particular \( p_h \) is continuous.

We want to consider functionals \( \Phi : M \to \mathbb{R} \cup \{+\infty\} \) and, for all \( h \in \mathcal{H} \), \( \Phi_h : M_h \to \mathbb{R} \cup \{+\infty\} \), for which gradient flows exist. Hence we will require that these functionals satisfy the conditions of Proposition 8, i.e., they are geodesically \( \lambda \)-convex, lower semicontinuous, not identically equal to \( +\infty \) and locally bounded below at some point in their respective domains. If, for all \( h \in \mathcal{H} \), the functionals \( \Phi_h \) and \( \Phi \) satisfy these conditions with the same \( \lambda \), we will say \( \Phi_h \) and \( \Phi \) satisfy condition \((\lambda\text{-AGS})\), in deference to [5, Theorem 4.0.4]. We note that we do not require the points in the effective domain at which local lower boundedness is satisfied to be the same for
all functionals, nor the values of the lower bounds or the radii of the local neighbourhoods on which the bounds hold.

Additionally, we sometimes assume any or all of the following. When we do so, we will explicitly state this.

\[ \Phi(i_h v) \leq \Phi_h(v) \quad \text{for all } h \in \mathcal{H} \text{ and all } v \in M_h \]  
(2.6)

\[ \Phi_h(p_h w) \leq \Phi(w) \quad \text{for all } h \in \mathcal{H} \text{ and all } w \in M. \]  
(2.7)

\[ d_h^2(v, p_h w) + d^2(i_h p_h w, w) = d^2(i_h v, w) \quad \text{for all } h \in \mathcal{H}, \text{ all } v \in M_h, \text{ and all } w \in M. \]  
(2.8)

The last assumption is similar to the Pythagorean theorem and thus says that as a projection \( p_h \) is ‘orthogonal’, in a sense. A typical example where this Pythagorean theorem holds is the case where \( M \) and \( M_h \) are inner product spaces with inner products \( \langle \cdot, \cdot \rangle \) and \( \langle \cdot, \cdot \rangle_h \), respectively, which satisfy

\[ \langle i_h u, i_h v \rangle = \langle u, v \rangle_h \]  
and

\[ \langle i_h p_h w - w, i_h u \rangle = 0, \]  
(2.9)

for all \( h \in \mathcal{H} \), all \( w \in M \), and all \( u, v \in M_h \).

**Theorem 11.** Assume there exists a \( \lambda \leq 0 \) such that \( \Phi_h \) and \( \Phi \) satisfy condition \((\lambda\text{-AGS})\). Assume that \( D(\Phi_h) = M_h \). Let \( u^h \) be the gradient flow of \( \Phi_h \) starting from \( u_0 \in M_h \). Assume moreover (2.6), (2.7), and (2.8). Then \( i_h u^h \) is the gradient flow of \( \Phi \) starting from \( i_h u_0^h \).

**Corollary 12.** Assume there exists a \( \lambda \leq 0 \) such that \( \Phi_h, M_h, \Phi, M, \) and \( u^h \) satisfy all the hypotheses from Theorem 11. Let \( u \) be the gradient flow of \( \Phi \) starting from \( u_0 \in M = D(\Phi) \). Then

\[ d^2(i_h u^h(t), u(t)) \leq e^{-2\lambda t} d^2(i_h u_0^h, u_0), \quad \text{for all } t > 0. \]

If \( i_h u_0^h \to u_0 \) as \( h \to 0 \), this yields, for all \( T > 0 \), uniform convergence of \( i_h u^h \) to \( u \) on \((0, T)\) as \( h \to 0 \). For example if \( i_h p_h u_0 \to u_0 \) in \( M \) as \( h \to 0 \) and \( u_0^h = p_h u_0 \), then \( i_h u^h \) converges to \( u \) in \( M \) uniformly on \((0, T)\) as \( h \to 0 \), for any \( T > 0 \). Corollary 37 follows from Theorem 11 if we recall the generalised contraction principle (2.4).

**Proof of Theorem 11.** By definition our assumptions (2.6) and (2.7) yield

\[ \frac{1}{2} \frac{d}{dt} d_h^2(u^h, p_h w) + \frac{\lambda}{2} d_h^2(u^h, p_h w) \leq \Phi_h(p_h w) - \Phi_h(u^h) \leq \Phi(w) - \Phi(i_h u^h) \quad \text{for all } w \in M. \]

By (2.8) we see

\[ \frac{d}{dt} d_h^2(u^h, p_h w) = \frac{d}{dt} d^2(i_h u^h, w) \]
since $d^2(i_h p_h w, w)$ does not depend on $t$. We thus conclude that
\[
\frac{1}{2} \frac{d}{dt} d^2(i_h u^h, w) + \frac{\lambda}{2} d^2(i_h u^h, w) \leq \Phi(w) - \Phi(i_h u^h), \quad \text{for all } w \in M,
\]
since $\lambda \leq 0$ and $d_h(u^h, p_h w) = d_h(p_h i_h u^h, p_h w) \leq d(i_h u^h, w)$ by the non-strict contraction property (2.5). This says that $i_h u^h$ is the gradient flow of $\Phi$. $\square$

The next theorem gives convergence under a weaker assumption. Instead of (2.7) we consider the weaker assumption
\[
\lim_{h \to 0} \Phi_h(p_h w) \leq \Phi(w) \quad \text{for all } w \in M. \tag{2.10}
\]

**Theorem 13.** Assume there exists a $\lambda \leq 0$ such that $\Phi_h$ and $\Phi$ satisfy condition ($\lambda$-AGS) and let conditions (2.8) and (2.10) be satisfied. Let $u^h$ be the gradient flow of $\Phi_h$ starting from $u_0^h \in M_h = \overline{D(\Phi_h)}$ and let $u$ be the gradient flow of $\Phi$ starting from $u_0 \in M = \overline{D(\Phi)}$. Assume further that there exists a $T > 0$, a $\delta > 0$, and a nonnegative function $\Psi : M \to \mathbb{R} \cup \{+\infty\}$ such that $\Psi(u(\cdot)) \in L^1(0,T)^4$ and, for all $w \in M$ and for all $h \in (0,\delta) \cap \mathbb{F}$,
\[
\Phi_h(p_h w) \leq \Psi(w). \tag{2.11}
\]
Moreover, let there be a function $\varepsilon : (0,1) \to (0,\infty)$ such that $\varepsilon(h) \to 0$ as $h \to 0$ and such that, for all $t \in [0,T]$,
\[
\Phi \left( i_h u^h(t) \right) \leq \Phi_h \left( u^h(t) \right) + \varepsilon(h). \tag{2.12}
\]
Then
\[
\lim_{h \to 0} \sup_{t \in [0,T]} d(i_h u^h(t), u(t)) = 0,
\]
if $i_h u_0^h \to u_0$.

**Proof.** As in the proof of uniqueness we observe that
\[
\frac{1}{2} \frac{d}{dt} d^2_h(u^h(t), p_h u(s)) + \frac{\lambda}{2} d^2_h(u^h(t), p_h u(s)) \leq \Phi_h(p_h u(s)) - \Phi_h(u^h(t)) \tag{2.13}
\]
\[
\frac{1}{2} \frac{d}{dt} d^2(u(t), i_h u^h(s)) + \frac{\lambda}{2} d^2(u(t), i_h u^h(s)) \leq \Phi(i_h u^h(s)) - \Phi(u(t)). \tag{2.14}
\]

$^4$By $L^1(0,T)$ we denote the set of Lebesgue integrable functions on $(0,T)$. 
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By the chain rule and (2.8) we see that
\[
\frac{d}{dt} d^2(u(t), i_h u^h(t)) = \frac{d}{dt} d^2(u(t), i_h u^h(s)) \bigg|_{s=t} + \frac{d}{dt} d^2(i_h u^h(t), u(s)) \bigg|_{s=t} = \frac{d}{dt} d^2(u(t), i_h u^h(s)) \bigg|_{s=t} + \frac{d}{dt} d^2(u^h(t), p_h u(s)) \bigg|_{s=t}.
\]

Adding (2.13) and (2.14) we now observe that
\[
\frac{1}{2} \frac{d}{dt} d^2(u(t), i_h u^h(t)) + \lambda d^2(u(t), i_h u^h(t)) \\
\leq \frac{1}{2} \frac{d}{dt} d^2(u(t), i_h u^h(t)) + \frac{\lambda}{2} d^2(u(t), i_h u^h(t)) + \frac{\lambda}{2} d^2(u^h(t), p_h u(t)) \\
\leq \Phi(i_h u^h(t)) - \Phi_h(u^h(t)) + \Phi_h(p_h u(t)) - \Phi(u(t)) \leq \varepsilon(h) + \Phi_h(p_h u(t)) - \Phi(u(t)),
\]

where for the first inequality we used that, by the non-strict contraction property (2.5), \(d^2_h(u^h(t), p_h u(t)) = d^2_h(p_h i_h u^h(t), p_h u(t)) \leq d^2(i_h u^h(t), p_h u(t))\) and that \(\lambda \leq 0\). We integrate this differential inequality for \(d^2(u(t), i_h u^h(t))\) over \([0, t]\), for a \(t \in [0, T]\), to get
\[
d^2(u(t), i_h u^h(t)) \leq e^{-2\lambda t} d^2(u_0, i_h u^h_0) + 2e^{-2\lambda t} \int_0^t e^{2\lambda \tau} \{\Phi_h(p_h u(\tau)) - \Phi(u(\tau))\} d\tau + 2\varepsilon(h) t,
\]

where we used that \(\int_0^t e^{2\lambda \tau} d\tau \leq t\), as \(\lambda \leq 0\). Because
\[
t \mapsto e^{-2\lambda t} \int_0^t e^{2\lambda \tau} \{\Phi_h(p_h u(\tau)) - \Phi(u(\tau))\} d\tau
\]
is continuous on \([0, T]\), there exists a \(t^* \in [0, T]\) such that
\[
\sup_{0 < t < T} d^2(u(t), i_h u^h(t)) \leq e^{-2\lambda T} d^2(u_0, i_h u^h_0) + e^{-2\lambda t^*} \int_0^{t^*} e^{2\lambda \tau} \{\Phi_h(p_h u(\tau)) - \Phi(u(\tau))\} d\tau + 2\varepsilon(h) T,
\]

where we used that \(\lambda \leq 0\). Since \(\Psi\) is nonnegative, \(\Psi(u(\tau)) \in L^1(0, T)\), and, for all \(h \in (0, \delta) \cap \delta\), \(\Phi_h(p_h u(\tau)) \leq \Psi(u(\tau))\), by the reverse Fatou lemma and (2.10) we see that
\[
\lim_{h \to 0} e^{-2\lambda t^*} \int_0^{t^*} e^{2\lambda \tau} \{\Phi_h(p_h u(\tau)) - \Phi(u(\tau))\} d\tau \\
\leq e^{-2\lambda t^*} \int_0^{t^*} e^{2\lambda \tau} \lim_{h \to 0} \{\Phi_h(p_h u(\tau)) - \Phi(u(\tau))\} d\tau \leq 0.
\]
We deduce that
\[
\lim_{h \to 0} \sup_{0 < t < T} d^2(u(t), i_h u^h(t)) \leq e^{-2\lambda T} \lim_{h \to 0} d^2(u_0, i_h u^h_0) + 0.
\]
Since \( \lim_{h \to 0} \sup_{0 < t < T} d^2(u(t), i_h u^h(t)) \geq 0 \), the result follows.

We use Theorem 11 and Corollary 37 to prove convergence of discrete total variation flows to a continuum total variation flow in Theorem 15. These results are not applicable in our proof of convergence of discrete Allen–Cahn flows to a continuum Allen–Cahn flow in Theorem 25, as explained in detail in Section 5.4. Instead, we first approximate the continuum flow by different discrete flows and use Theorem 13 to prove convergence of those new flows to the continuum flow in Theorem 27, after which Theorem 28 establishes that the new flows approximate the discrete flows, resulting in Theorem 25.

3 Setting of the problem

We consider an anisotropic total variation flow and an Allen–Cahn flow on ‘cubic’ graphs and their convergence to their continuum versions when the mesh size of the graphs tends to zero. In this section we define the graphs, the corresponding metric spaces \( M_h \) and their continuum counterpart \( M \), the embeddings \( i_h \) and ‘projections’ \( p_h \), and the functionals which generate the gradient flows.

3.1 The graphs

We construct a graph \( G_h \) by discretising a flat torus \( \mathbb{T}^n := (\mathbb{R}/\mathbb{Z})^n \) with mesh size \( h \in (0, 1) \). In the remainder of this paper we assume that \( h \) is such that \( 1/h \) is an integer, i.e.,

\[
\mathcal{H} := \left\{ h \in (0, 1) \mid \exists k \in \mathbb{N} \ h = \frac{1}{k} \right\}.
\]

For any \( n \in \mathbb{N} \), we denote the Euclidean norm on \( \mathbb{R}^n \) by \( | \cdot | \). We use the same notation for the induced Euclidean norms on \( \mathbb{T}^n \).
Figure 1: The square $\Omega_h := [-h/2, 1 - h/2]^2$ with periodic boundary conditions parametrises the torus $T^2$. The black circles indicate some of the nodes in the corresponding node set $V_h$, where the node at $(0,1)$ is identified with the one at $(0,0)$.

Define the graphs $G_h = (V_h, E_h)$ via their node sets $V_h$ and edge sets $E_h$:

$$V_h := (h(\mathbb{Z}/h^{-1}\mathbb{Z}))^n = \{0, h, 2h, \ldots, 1 - h\}^n,$$

$$E_h := \{(z, \tilde{z}) \in V_h \times V_h \mid |z - \tilde{z}|_{\ell^1} = h\}$$

$$\cup \{(z, \tilde{z}) \in V_h \times V_h \mid \exists j |z_j - \tilde{z}_j| = 1 - h \text{ and } \forall i \neq j z_i = \tilde{z}_i\}.$$

Here $|x|_{\ell^1} := \sum_{i=1}^n |x_i|$. We parametrise the torus $T^n$ by the hypercube $\Omega_h := [-h/2, 1 - h/2]^n$ with periodic boundary conditions (see Figure 1 for the case with $n = 2$). Then the first set in $E_h$ contains the edges within $\Omega_h$ and the second set the edges that ‘go over’ the boundary of $\Omega_h$ and capture the periodicity on $T^n$. We note that $(z, \tilde{z}) \in E_h$ if and only if $(\tilde{z}, z) \in E_h$. We identify these edges with each other so that the graphs are undirected. When it is clear from the context what $h$ is, we also write $z \sim \tilde{z}$ to indicate $(z, \tilde{z}) \in E_h$.

We note that elsewhere in the literature (e.g., in [60] and references therein) the graph $G_h$ is viewed as an edge-weighted graph, in which to each edge a weight $h^{n-1}$ is assigned (and to each pair of unconnected nodes a weight of zero). In this paper we have chosen to directly incorporate this dependence on the mesh size into the definitions of our inner products and functionals which we give below (e.g., the factors $h^{n-1}$ and $h^n$ in $\|\nabla u\|_1$ and $\langle \cdot, \cdot \rangle_h$, respectively).

Using the notation $[n] := \{1, \ldots, n\}$, for $z \in V_h$ we define

$$Q_z^h := \left\{hy + z \in \mathbb{R}^n \mid \forall i \in [n] - 1/2 \leq y_i < 1/2\right\},$$

which is a ‘half-open’ $n$-cube centred at the vertex $z$ with edges of length $h$. With

$$I_{z_i}^h := [z_i - h/2, z_i + h/2),$$

(3.1)
we have $Q^h_z = \prod_{i=1}^n I^h_{z_i} := I^h_{z_1} \times \ldots \times I^h_{z_n}$. We note that, if $f$ is integrable on $\mathbb{T}^n$, then
\[
\int_{\mathbb{T}^n} f(x) \, dx = \sum_{z \in V_h} \int_{Q^h_z} f(x) \, dx.
\]

### 3.2 Function spaces, embedding, and projection

Let $h \in \mathfrak{H}$. We define the $L^2$ inner product of functions $v_1, v_2 : V_h \to \mathbb{R}$ as
\[
\langle v_1, v_2 \rangle_h := \sum_{z \in V} v_1(z)v_2(z)h^n
\]

We denote the inner product space of all functions $v : V_h \to \mathbb{R}$ equipped with $\langle \cdot, \cdot \rangle_h$ by $L^2_h$. If we want to consider the set of real-valued vertex functions $v : V_h \to \mathbb{R}$ without a priori assuming it is equipped with a specific inner product, we denote this by $\mathcal{V}_h$. For functions $v \in \mathcal{V}_h$ we also define the norm $\|v\|_\infty := \max_{z \in V} |v(z)|$.

Since $L^2_h$ is a finite ($n$-)dimensional inner product space, it is complete (and thus a Hilbert space) and the corresponding norm $\|v\|_h := \sqrt{\langle v, v \rangle_h}$ is finite for all $v \in L^2_h$. In Section 4, $L^2_h$ will play the role that $M_h$ played in Section 2. In Section 5 we will introduce a different inner product on $\mathcal{V}_h$ and the resulting Hilbert space $\mathcal{T}^2_h$ will play the role of $M_h$ in that section instead (see Section 5.4).

The role of $M$ will be played by the Lebesgue space $L^2(\mathbb{T}^n)$ consisting of all functions $w : \mathbb{T}^n \to \mathbb{R}$ which have finite norm $\|w\|_{L^2(\mathbb{T}^n)} := \sqrt{\langle w, w \rangle_{L^2(\mathbb{T}^n)}}$, where
\[
\langle w_1, w_2 \rangle_{L^2(\mathbb{T}^n)} := \int_{\mathbb{T}^n} w_1(x)w_2(x) \, dx = \int_{\Omega_h} w_1(x)w_2(x) \, dx,
\]

for functions $w_1, w_2 \in L^2(\mathbb{T}^n)$. We emphasize that the value of the integral on the right does not depend on the choice of $h$. For later use, for $w : \mathbb{T}^n \to \mathbb{R}$ and $p \in \mathbb{N}$ we also define the norms $\|w\|_{L^p(\mathbb{T})} := \left( \int_{\mathbb{T}} |w(x)|^p \, dx \right)^{1/p}$ and $\|w\|_{L^\infty(\mathbb{T})} := \text{esssup}_{x \in \mathbb{T}} |w(x)|$.

We define the embedding operator $i_h : L^2_h \to L^2(\mathbb{T}^n)$. If $v \in L^2_h$ and $x \in \mathbb{T}^n$, we set
\[
i_h v(x) := v(z),
\]

where $z \in V_h$ is such that $x \in Q^h_z$. We note that, by our identification of $\mathbb{T}^n$ with $\Omega_h$ (with periodic boundary conditions) for each $x, z$ is uniquely determined.

Next we define the projection operator $p_h : L^2(\mathbb{T}^n) \to L^2_h$. If $w \in L^2(\mathbb{T}^n)$ and $z \in V_h$, then
\[
p_h w(z) := \frac{1}{|Q^h_z|} \int_{Q^h_z} w(x) \, dx = h^{-n} \int_{Q^h_z} w(x) \, dx,
\]
where \( | \cdot | \) denotes the Lebesgue measure and the second equality follows since \( |Q^h_z| = h^n \), for all \( z \in V_h \).

We end this subsection with some useful properties of \( i_h \) and \( p_h \). First we introduce some new notation which we will require in the proof of Theorem 14 (viii) and at later points in this paper. For \( i \in [n] \), define

\[
\tilde{Q}^h_{z,i} := \prod_{j \in [n] \setminus \{i\}} I^h_{z,j},
\]

where again \( \prod \) denotes the Cartesian product of sets. We refer to (3.1) for the definition of \( I^h_{z,j} \).

**Theorem 14.** Let \( h \in \mathcal{H} \).

(i) If \( v_1, v_2 \in L^2_h \), then \( \langle i_h v_1, i_h v_2 \rangle_{L^2(\mathbb{T}^n)} = \langle v_1, v_2 \rangle_h \). In particular, it follows that \( i_h (L^2_h) \subset L^2(\mathbb{T}^n) \) as required, and that \( i_h \) is an isometry.

(ii) The composition \( p_h \circ i_h \) is the identity on \( L^2_h \).

(iii) If \( w \in L^2(\mathbb{T}^n) \) and \( x \in Q^h_z \), we have

\[
i_h p_h w(x) = h^{-n} \int_{Q^h_z} w(y) \, dy.
\]

(iv) If \( w_1, w_2 \in L^2(\mathbb{T}^n) \), then

\[
\langle i_h p_h w_1, w_2 \rangle_{L^2(\mathbb{T}^n)} = \langle p_h w_1, p_h w_2 \rangle_h = \langle w_1, i_h p_h w_2 \rangle_{L^2(\mathbb{T}^n)}.
\]

In particular the operator \( i_h \circ p_h \) is self-adjoint on \( L^2(\mathbb{T}^n) \).

(v) Condition (2.9) is satisfied and thus the Pythagorean equality (2.8) holds.

(vi) If \( f \in C(\mathbb{T}^n) \) then \( i_h p_h f \to f \) uniformly, as \( h \to 0 \).

(vii) For all \( w \in L^2(\mathbb{T}^n) \), \( i_h p_h w \to w \) in \( L^2(\mathbb{T}^n) \) as \( h \to 0 \).

(viii) For all \( w \in L^2(\mathbb{T}^n) \) and for all \( z \in V_h \),

\[
\int_{Q^h_z} (i_h p_h w)(x) \, dx = \int_{Q^h_z} w(x) \, dx \quad \text{and} \quad \int_{Q^h_z} |i_h p_h w|(x) \, dx \leq \int_{Q^h_z} |w|(x) \, dx.
\]

**Proof.** (i) A direct computation shows

\[
\langle i_h v_1, i_h v_2 \rangle_{L^2(\mathbb{T}^n)} = \sum_{z \in V_h} \int_{Q^h_z} i_h v_1(x) i_h v_2(x) \, dx = \sum_{z \in V_h} v_1(z) v_2(z) h^n = \langle v_1, v_2 \rangle_h.
\]
(ii) Let \( v \in L^2_h \) and \( z \in V_h \), then
\[
p_h i_h v(z) = h^{-n} \int_{Q^h_z} i_h v(x) \, dx = h^{-n} \int_{Q^h_z} v(z) \, dx = v(z).
\]

(iii) This follows directly from \( i_h p_h w(x) = p_h w(z) \) and the definition of \( p_h \).

(iv) We compute
\[
\langle i_h p_h w_1, w_2 \rangle_{L^2(T^n)} = \sum_{z \in V_h} \int_{Q^h_z} (i_h p_h w_1)(x) w_2(x) \, dx
\]
\[
= \sum_{z \in V_h} \int_{Q^h_z} h^{-n} \int_{Q^h_z} w_1(y) \, dy \, w_2(x) \, dx
\]
\[
= \sum_{z \in V_h} \left( h^{-n} \int_{Q^h_z} w_1(y) \, dy \right) \left( h^{-n} \int_{Q^h_z} w_2(x) \, dx \right) h^n
\]
\[
= \langle p_h w_1, p_h w_2 \rangle_h,
\]
which proves the first equality. Continuing the computation to prove the second equality:
\[
\sum_{z \in V_h} \int_{Q^h_z} \left( h^{-n} \int_{Q^h_z} w_1(y) \, dy \right) w_2(x) \, dx = \sum_{z \in V_h} \int_{Q^h_z} w_1(y) \left( h^{-n} \int_{Q^h_z} w_2(x) \, dx \right) \, dy
\]
\[
= \sum_{z \in V_h} \int_{Q^h_z} w_1(y) (i_h p_h w_2)(y) \, dy = \langle w_1, i_h p_h w_2 \rangle_{L^2(T^n)}.
\]

(v) Since \( i_h \circ p_h \) is self-adjoint on \( L^2(T^n) \) and \( p_h \circ i_h \) is the identity on \( L^2_h \), we have, for \( u \in L^2_h \) and \( w \in L^2(T^n) \),
\[
\langle i_h p_h w - w, i_h u \rangle_{L^2(T^n)} = \langle w, i_h p_h i_h u - i_h u \rangle_{L^2(T^n)} = 0.
\]

(vi) By compactness of \( T^n \), \( f \) is uniformly continuous. Let \( \varepsilon > 0 \), then there exists a \( \delta > 0 \) such that, if \( |x - y| < \delta \) then \( |f(x) - f(y)| < \varepsilon \). Let \( h < n^{-1/2} \delta \), \( x \in T^n \), and let \( z \in V_h \) be such that \( x \in Q^h_z \). If \( y \in Q^h_z \), then \( |x - y| < \sqrt{n} h = \delta \). Thus
\[
|i_h p_h f(x) - f(x)| = h^{-n} \int_{Q^h_z} f(y) \, dy - f(x) = h^{-n} \int_{Q^h_z} (f(y) - f(x)) \, dy
\]
\[
\leq h^{-n} \int_{Q^h_z} |f(y) - f(x)| \, dy < h^{-n} \int_{Q^h_z} \varepsilon \, dy = \varepsilon.
\]

(vii) Let \( f \in C(T^n) \). By the previous point \( i_h p_h f \to f \) uniformly as \( h \to 0 \). Since \( i_h \circ p_h \) is
self-adjoint, we have, for \( w \in L^2(\mathbb{T}^n) \),

\[
\langle i_h p_h w, f \rangle_{L^2} = \langle w, i_h p_h f \rangle_{L^2} \to \langle w, f \rangle_{L^2} \quad \text{as} \quad h \to 0.
\]

By the Cauchy–Schwarz inequality, applied on a single cube \( Q_h^i \), we get, for all \( \tilde{w} \in L^2(\mathbb{T}^n) \),

\[
\left( \int_{Q_h^i} \tilde{w}(y) \, dy \right)^2 \leq \left( \int_{Q_h^i} \tilde{w}(y) \, dy \right) \left( \int_{Q_h^i} 1^2 \, dy \right) = \left( \int_{Q_h^i} \tilde{w}(y) \, dy \right) h^n.
\]

If \( \| \tilde{w} \|_{L^2(\mathbb{T}^n)} = 1 \), then

\[
\| i_h p_h \tilde{w} \|_{L^2(\mathbb{T}^n)}^2 = \sum_{z \in V_h} \int_{Q_h^i} \left( h^{-n} \int_{Q_h^i} \tilde{w}(y) \, dy \right)^2 \, dx = \sum_{z \in V_h} h^{-n} \left( \int_{Q_h^i} \tilde{w}(y) \, dy \right)^2 \leq \sum_{z \in V_h} \int_{Q_h^i} \tilde{w}(y) \, dy = \int_{\mathbb{T}^n} \tilde{w}(y) \, dy = 1.
\]

Hence the operator norm of \( i_h \circ p_h \) satisfies

\[
\| i_h \circ p_h \|_{\text{op}} := \sup \left\{ \| i_h p_h \tilde{w} \|_{L^2(\mathbb{T}^n)} \mid \tilde{w} \in L^2(\mathbb{T}^n), \| \tilde{w} \|_{L^2(\mathbb{T}^n)} = 1 \right\} \leq 1.
\]

Let \( \tilde{w} \in L^2(\mathbb{T}^n) \). Since \( C(\mathbb{T}^n) \) is dense in \( L^2(\mathbb{T}^n) \), there exists a sequence \( (f_n) \) in \( C(\mathbb{T}^n) \) which converges to \( \tilde{w} \) in \( L^2(\mathbb{T}^n) \) as \( n \to \infty \). Combining the Cauchy–Schwarz inequality with the bound on the operator norm, we find

\[
\langle i_h p_h w, \tilde{w} \rangle_{L^2(\mathbb{T}^n)} = \langle i_h p_h w, \tilde{f}_n \rangle_{L^2(\mathbb{T}^n)} + \langle i_h p_h w, \tilde{w} - f_n \rangle_{L^2(\mathbb{T}^n)} \leq \langle i_h p_h w, \tilde{f}_n \rangle_{L^2(\mathbb{T}^n)} + \| i_h p_h w \|_{L^2(\mathbb{T}^n)} \| \tilde{w} - f_n \|_{L^2(\mathbb{T}^n)} \leq \langle i_h p_h w, \tilde{f}_n \rangle_{L^2(\mathbb{T}^n)} + \| w \|_{L^2(\mathbb{T}^n)} \| \tilde{w} - f_n \|_{L^2(\mathbb{T}^n)}.
\]

Taking first \( h \to 0 \) and then \( n \to \infty \), the right-hand side vanishes and thus \( i_h p_h w \to w \) (i.e., weakly) in \( L^2(\mathbb{T}^n) \). By lower semicontinuity of the \( L^2(\mathbb{T}^n) \) norm with respect to weak \( L^2(\mathbb{T}^n) \) convergence and again the estimate on the operator norm, we have that

\[
\| w \|_{L^2(\mathbb{T}^n)} \leq \liminf_{h \to 0} \| i_h p_h w \|_{L^2(\mathbb{T}^n)} \leq \liminf_{h \to 0} \| w \|_{L^2(\mathbb{T}^n)} = \| w \|_{L^2(\mathbb{T}^n)}.
\]

Therefore \( \| i_h p_h w \|_{L^2(\mathbb{T}^n)} \to \| w \|_{L^2(\mathbb{T}^n)} \). Together with the weak convergence \( p_h w \to w \) in \( L^2(\mathbb{T}^n) \), this implies that \( i_h p_h w \to w \) (i.e., strongly) in \( L^2(\mathbb{T}^n) \).

(viii) For all \( j \in [n] \), define the operator \( q_h^j : L^2(\mathbb{T}^n) \to L^2(\mathbb{T}^n) \) by, for all \( w \in L^2(\mathbb{T}^n) \) and all
\( x \in Q^h_z, \)
\[
q^j_h w(x) := h^{-1} \int_{I^h_{\tilde{x}_j} \times I^h_{x_j}} w(\tilde{x}_j, x_j) \, dx_j = h^{-1} \int_{I^h_{\tilde{x}_j}} w(x) \, dx.
\]
Assume \( \{\alpha_1, \ldots, \alpha_n\} = [n] \). Let \( i, j \in [n] \) with \( i \neq j \) and assume that \( \alpha_{n-1} = i \) and \( \alpha_n = j \).
Let \( x \in Q^h_z \), then
\[
q^\alpha_{n-1} q^\alpha_n w(x) = q^i_h q^j_h w(x) = h^{-1} \int_{I^h_{\tilde{x}_i} \times I^h_{x_i}} q^i_h q^j_h w(x) \, dx_i = h^{-2} \int_{I^h_{\tilde{x}_i}} \int_{I^h_{x_i}} w(x) \, dx_i \, dx_j.
\]
Repeating this argument for \( \alpha_1, \ldots, \alpha_{n-2} \), we find that
\[
q^\alpha_1 \cdots q^\alpha_n w = i_h p_h w. \tag{3.3}
\]
Furthermore, we compute for all \( j \in [n] \) and all \( z \in V_h \),
\[
\int_{Q^h_z} |q^j_h w(x)| \, dx = \int_{Q^h_z} h^{-1} \int_{I^h_{\tilde{x}_j} \times I^h_{x_j}} w(\tilde{x}_j, y) \, dy \, dx
\]
\[
= \int_{I^h_{\tilde{x}_j}} \int_{Q^h_{\tilde{x}_j}} h^{-1} \int_{I^h_{x_j}} w(\tilde{x}_j, y) \, dy \, dx_j \, d\tilde{x}_j
\]
\[
= \int_{Q^h_{\tilde{x}_j}} \int_{I^h_{x_j}} w(\tilde{x}_j, y) \, dy \, d\tilde{x}_j \leq \int_{Q^h_{\tilde{x}_j}} \int_{I^h_{x_j}} |w(\tilde{x}_j, y)| \, dy \, d\tilde{x}_j
\]
\[
= \int_{Q^h_z} |w(x)| \, dx.
\]
In the absence of the absolute value function in the integrals above, the inequality becomes an equality. Repeatedly applying this (in)equality according to (3.3) gives the desired result.

\[\square\]

As mentioned before, in Section 5.4 we will introduce a different inner product on \( V_h \) which will give rise to the Hilbert space \( L^2_h \). We postpone the introductions of a corresponding new embedding operator \( I_h \) (Section 5.4) and projection operator \( P_h \) (Section 5.7) to Section 5, where they will be needed for our proofs for the Allen–Cahn gradient flows.

## 4 Continuum limit of a discrete total variation flow

In this section we consider the \( L^2_h \)-gradient flow of the discrete total variation \( \phi^h_{TV} \) and want to claim convergence to anisotropic total variation flow, i.e., the \( L^2(\mathbb{T}^n) \)-gradient flow of the continuum anisotropic total variation \( \phi_{TV} \). First we will define these functionals in Section 4.1.
4.1 Discrete and continuum total variation functionals

Let \( h \in \mathcal{H} \). The discrete (anisotropic) graph total variation functional \( \varphi_{TV}^h : L^2_h \to \mathbb{R} \) is defined by

\[
\varphi_{TV}^h(u) := \frac{1}{2} \sum_{z; \tilde{z} \sim z} h^{n-1} |u(z) - u(\tilde{z})|,
\]

where we have used the shorthand notation \( \sum_{z; \tilde{z} \sim z} := \sum_{z \in V_h} \sum_{\tilde{z} \in V_h; \tilde{z} \sim z} \). Since \( L^2_h \) is a Hilbert space and thus closed, we note that \( D(\varphi_{TV}^h) = L^2_h \).

The anisotropic total variation functional for functions \( u : T^n \to \mathbb{R} \) is

\[
\int_{T^n} |D_{i_1} u| l^1 := \sup \left\{ \int_{T^n} u(x) \text{div} g(x) \, dx \mid g \in C^1(T^n; \mathbb{R}^n), \forall x \in T^n \ |g(x)|_\infty \leq 1 \right\},
\]

where \( |g(x)|_\infty := \max_{1 \leq i \leq n} |g_i(x)| \). If \( u \) is regular enough to admit a weak partial derivative in each direction, the notation \( \int_{T^n} |D_{i_1} u| l^1 \, dx \) is compatible with the earlier definition of \(| \cdot |_{l^1}\).

If \( g = (g_1, \ldots, g_n) \), the condition \( |g(x)|_\infty \leq 1 \) is equivalent to, for all \( i \in [n] \), \( |g_i(x)| \leq 1 \), hence

\[
\sup_g \int_{T^n} u(x) \text{div} g(x) \, dx = \sup_g \sum_{i=1}^n \int_{T^n} u(x) \frac{\partial g_i}{\partial x_i}(x) \, dx = \sum_{i=1}^n \sup_g \int_{T^n} u(x) \frac{\partial g_i}{\partial x_i}(x) \, dx,
\]

where the supremum on the right-hand side is taken over all \( g_i \in C^1(T^n; \mathbb{R}) \) that satisfy, for all \( x \in T^n \), \( |g_i(x)| \leq 1 \). (We allow ourselves the slight misuse of notation, to stress that the set of admissible functions for each supremum depends on \( i \).)

We denote the space of functions of bounded variation, i.e., the space of all \( u \in L^1(T^n) \) (i.e., Lebesgue integrable functions on \( T^n \)) for which \( \int_{T^n} |D_{i_1} u| l^1 < +\infty \), by \( BV(T^n) \). It can be shown that \( \int_{T^n} |D_{i_1} u| l^1 \) and the isotropic total variation (see for example [34]) are equivalent seminorms and thus \( BV(T^n) \) as defined above agrees with the standard definition based on the isotropic total variation. It is worth noting that \( BV(T^n) \) is not the same as \( BV(\text{int } \Omega_h) \), since the anisotropic total variation on \( T^n \) also measures variations on the boundary of \( \Omega_h \) (taking into account the periodic boundary conditions), whereas the anisotropic total variation on \( \text{int } \Omega_h \) does not.

An important property of the anisotropic total variation is that, for \( u \in L^2_h \),

\[
\int_{T^n} |D_{i_1} u| l^1 = \varphi_{TV}^h(u).
\]

We provide a proof of (4.3) in Appendix A.

We are now ready to define the continuum counterpart of the discrete anisotropic total
variation functional, \( \varphi_{TV} : L^2(\mathbb{T}^n) \to \mathbb{R} \cup \{+\infty\} \), by

\[
\varphi_{TV}(u) := \begin{cases} 
\int_{T^n} |Du|_1, & \text{if } u \in BV(\mathbb{T}^n) \cap L^2(\mathbb{T}^n), \\
+\infty, & \text{if } u \in L^2(\mathbb{T}^n) \setminus BV(\mathbb{T}^n).
\end{cases}
\tag{4.4}
\]

Because \( BV(\mathbb{T}^n) \cap L^2(\mathbb{T}^n) \) is dense in \( L^2(\mathbb{T}^n) \) (as follows from the fact that the space of infinitely often continuously differentiable real-valued functions on \( \mathbb{T}^n, C(\mathbb{T}^n) \), is dense in \( L^2(\mathbb{T}^n) \) [1, Corollary 2.30]), we have \( D(\varphi_{TV}) = L^2(\mathbb{T}^n) \).

We note that, for all \( h \in \mathcal{H} \), \( \varphi^h_{TV} \) is convex (geodesically 0-convex), as is \( \varphi_{TV} \). Furthermore, \( \varphi^h_{TV} \) is continuous and \( \varphi_{TV} \) is lower semicontinuous with respect to \( L^1(\mathbb{T}^n) \) convergence [34] and thus also with respect to \( L^2(\mathbb{T}^n) \) convergence. Hence \( \varphi^h_{TV} \) and \( \varphi_{TV} \) satisfy condition (0-AGS). Moreover, equation (4.3) implies that condition (2.6) is satisfied with \( \Phi_h = \varphi^h_{TV} \) and \( \Phi = \varphi_{TV} \).

Formally (ignoring issues when \( \partial u / \partial x_j = 0 \)), the \( L^2(\mathbb{T}^n) \)-gradient flow of \( \varphi_{TV} \) is a solution to

\[
u_t = \text{div} \left( \sum_{j=1}^n \frac{\partial}{\partial x_j} \left/ \left| \frac{\partial u}{\partial x_j} \right| \right. \right).
\]

4.2 Convergence of flows

We will establish the following result.

\textbf{Theorem 15.} Let \( h \in \mathcal{H} \) and let \( u^h \) be the \( L^2_h \)-gradient flow of \( \varphi^h_{TV} \) with initial data \( u^h_0 \in L^2_h \). Let \( u \) be the \( L^2(\mathbb{T}^n) \)-gradient flow of \( \varphi_{TV} \) with initial data \( u_0 \in L^2(\mathbb{T}^n) \). Then, for all \( t \geq 0 \),

\[
\|i_h u^h(t) - u(t)\|_{L^2(\mathbb{T}^n)} \leq \|i_h u^h_0 - u_0\|_{L^2(\mathbb{T}^n)}.
\]

We will apply our abstract results (Theorem 11 and Corollary 37) to \( \Phi = \varphi_{TV} \) on \( M = L^2(\mathbb{T}^n) \) and \( \Phi_h = \varphi^h_{TV} \) on \( M_h = L^2_h \). Both these functionals are convex and nonnegative. Moreover, \( \varphi^h_{TV} \) is continuous. The lower semicontinuity of \( \varphi_{TV} \) is less obvious but it is standard [34][28, Theorem 1 in Section 5.2], [15, Appendix A] (note that these results survive the move to the \( L^2(\mathbb{T}^n) \) topology). Hence \( \varphi^h_{TV} \) and \( \varphi_{TV} \) satisfy condition (0-AGS). Moreover, \( L^2_h = D(\varphi^h_{TV}) \) and by density of smooth functions in \( L^2(\mathbb{T}^n) \) we have \( L^2(\mathbb{T}^n) = \overline{D(\varphi_{TV})} \). By Theorem 14 we know that (2.8) is satisfied and equation (4.3) showed us that (2.6) also holds. In order to apply Theorem 11 and Corollary 37, it remains to show that condition (2.7) is satisfied as well. This is the content of the following lemma.

\textbf{Lemma 16.} Let \( h \in \mathcal{H} \). For all \( w \in L^2(\mathbb{T}^n) \),

\[
\varphi^h_{TV}(p_h w) \leq \varphi_{TV}(w).
\]
Proof. If \( w \in L^2(\mathbb{T}^n) \setminus BV(\mathbb{T}^n) \), the inequality is trivially true. Now assume that \( w \in BV(\mathbb{T}^n) \).

By (4.3), (A.2), and Corollary 39, we have that

\[
\varphi_{TV}^h(p_h w) = \int_{\mathbb{T}^n} |D_i p_h w|_1 = \sum_{i=1}^n \int_{\mathbb{T}^n} |D_x i_h p_h w| \leq \sum_{i=1}^n \sup_{g \in H_{h,i}} \int_{\mathbb{T}^n} i_h p_h w(x) \frac{\partial g}{\partial x_i}(x) dx,
\]

where we recall the definition of the sets \( H_{h,i} \) from (A.9). In particular, if \( g \in H_{h,i} \), then \( \frac{\partial g}{\partial x_i} \) is constant a.e. on each set \( \text{int} \, Q_{h,i}^h \). Thus, if we denote its value on \( \text{int} \, Q_{h,i}^h \) by \( c \in \mathbb{R} \), then

\[
\int_{\mathbb{T}^n} i_h p_h w(x) \frac{\partial g}{\partial x_i}(x) dx = \sum_{z \in V_h} \int_{Q_z^h} i_h p_h w(x) \frac{\partial g}{\partial x_i}(x) dx = \sum_{z \in V_h} c_z \int_{Q_z^h} i_h p_h w(x) dx = \sum_{z \in V_h} c_z \sum_{z \in V_h} \int_{Q_z^h} i_h p_h w(x) dx
\]

where we used Theorem 14 (viii) to establish the third equality above.

We deduce that

\[
\sup_{g \in H_{h,i}} \int_{\mathbb{T}^n} i_h p_h w(x) \frac{\partial g}{\partial x_i}(x) dx = \sup_{g \in H_{h,i}} \int_{\mathbb{T}^n} w(x) \frac{\partial g}{\partial x_i}(x) dx \leq \int_{\mathbb{T}^n} |D_x w|,
\]

where the inequality follows from the fact that each set \( H_{h,i} \) is a subset of the corresponding set of admissible functions in the supremum in (A.3). Applying (A.2) once more, we conclude from (4.4) that

\[
\varphi_{TV}^h(p_h w) \leq \sum_{i=1}^n \int_{\mathbb{T}^n} |D_x w| = \int_{\mathbb{T}^n} |Dw|_1 = \varphi_{TV}(w).
\]

Proof of Theorem 15. By equation (4.3), Lemma 16, and Theorem 14, we know that \( \Phi = \varphi_{TV} \) and \( \Phi_h = \varphi_{TV}^h \) satisfy conditions (2.6), (2.7), and (2.8). Moreover, by our discussion in Section 4.1 they also satisfy condition (0-AGS). We are able to apply Theorem 11 and Corollary 37 to get the desired result.

Remark 17. In [42] it is proved that \( u_h \) is the gradient flow of \( \varphi_{TV} \) in \( L^2(\mathbb{T}^n) \) by calculating the minimal section of the flow. Our result gives a direct proof that \( u_h \) is indeed the gradient flow of \( \varphi_{TV} \) in \( L^2(\mathbb{T}^n) \).
4.3 Convergence of energy

We are interested in the convergence of the ‘energy’ $\varphi_{TV}^h(u^h)$ to $\varphi_{TV}(u)$.

**Theorem 18.** Let $h \in H$. Let $u^h$ and $u$ be as in Theorem 15 and let $T > 0$. Then

$$\left| \int_0^T \left( \varphi_{TV}^h(u^h(s)) - \varphi_{TV}(u(s)) \right) ds \right| \leq \left( \|i_h u_0^h\|_{L^2(\mathbb{T}^n)} + \|u_0\|_{L^2(\mathbb{T}^n)} \right) \|i_h u_0^h - u_0\|_{L^2(\mathbb{T}^n)}.$$  

**Proof.** By definition $\dot{u}^h \in -\partial \varphi_{TV}^h(u^h)$ and $\dot{u} \in -\partial \varphi_{TV}(u)$. Since $\varphi_{TV}^h$ and $\varphi_{TV}$ are positively one-homogeneous, we see that, for all $v \in \partial \varphi_{TV}^h(u^h)$ and for all $w \in \partial \varphi_{TV}(u)$ we have the Euler identity (see, for example, [6, Lemma 1.7])

$$\langle u^h, v \rangle_h = \varphi_{TV}^h(u^h), \quad \langle u, w \rangle_{L^2(\mathbb{T}^n)} = \varphi_{TV}(u).$$

Choosing $v = \dot{u}^h$ and $w = \dot{u}$ yields

$$\varphi_{TV}^h(u^h) = \frac{1}{2} \frac{d}{dt} \|u^h\|^2_h, \quad \varphi_{TV}(u) = \frac{1}{2} \frac{d}{dt} \|u\|^2_{L^2(\mathbb{T}^n)}.$$  

These equalities hold almost everywhere on $(0, \infty)$. From this observation it follows that

$$\int_0^T \left( \varphi_{TV}^h(u^h(s)) - \varphi_{TV}(u(s)) \right) ds = \frac{1}{2} \left( \|i_h u^h(T)\|^2_{L^2(\mathbb{T}^n)} - \|u(T)\|^2_{L^2(\mathbb{T}^n)} \right) - \frac{1}{2} \left( \|i_h u_0^h\|^2_{L^2(\mathbb{T}^n)} - \|u_0\|^2_{L^2(\mathbb{T}^n)} \right), \quad (4.8)$$

where we have also used the isometry property of $i_h$ (Theorem 14).

By the contraction property from Theorem 15 we see that

$$\|i_h u^h(T) - 0\|_{L^2(\mathbb{T}^n)} \leq \|i_h u_0^h - 0\|_{L^2(\mathbb{T}^n)}, \quad \|u(T) - 0\|_{L^2(\mathbb{T}^n)} \leq \|u_0 - 0\|_{L^2(\mathbb{T}^n)}$$

and

$$\|i_h u^h(T) - u(T)\|_{L^2(\mathbb{T}^n)} \leq \|i_h u_0^h - u_0\|_{L^2(\mathbb{T}^n)}.$$  

For the first two inequalities we used that the constant solutions $u^h = 0$ and $u = 0$ are gradient flows of $\varphi_{TV}^h$, starting from 0 and of $\varphi_{TV}$ starting from 0, respectively (Lemma 4). Since, for all $a, b \in \mathbb{R}$, $a^2 - b^2 = (a + b)(a - b)$, we find, using the inequalities above and the reverse triangle

---

\(^5\)Assume $\varphi$ is a convex function on a (real or complex) vector space $V$. This function is positively one-homogeneous if, for all $u \in V$ and for all $r > 0$, $\varphi(ru) = r \varphi(u)$. If $v \in \partial \varphi(u)$, then, for all $w \in V$, $\varphi(w) - \varphi(u) \geq \langle w - u, v \rangle$. Choosing $w = 0$ and $w = 2u$ leads to $\varphi(u) = \langle u, v \rangle$. 

---
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inequality, that
\[
\left| \| i_h u^h(T) \|_{L^2(\mathbb{T}^n)}^2 - \| u(T) \|_{L^2(\mathbb{T}^n)}^2 \right|
\]
\[
= \left| \| i_h u^h(T) \|_{L^2(\mathbb{T}^n)} + \| u(T) \|_{L^2(\mathbb{T}^n)} - \| i_h u^h(T) \|_{L^2(\mathbb{T}^n)} - \| u(T) \|_{L^2(\mathbb{T}^n)} \right|
\]
\[
\leq \left| \| i_h u^h(T) \|_{L^2(\mathbb{T}^n)} + \| u(T) \|_{L^2(\mathbb{T}^n)} - \| i_h u^h(T) - u(T) \|_{L^2(\mathbb{T}^n)} \right|
\]
\[
\leq \left| \| i_h u^h_0 \|_{L^2(\mathbb{T}^n)} + \| u_0 \|_{L^2(\mathbb{T}^n)} - \| i_h u^h_0 - u_0 \|_{L^2(\mathbb{T}^n)} \right|
\]
\[
= \left| \| i_h u^h_0 \|_{L^2(\mathbb{T}^n)} + \| u_0 \|_{L^2(\mathbb{T}^n)} - \| i_h u^h_0 \|_{L^2(\mathbb{T}^n)} - \| u_0 \|_{L^2(\mathbb{T}^n)} \right|
\]
\[
\leq \left| \| i_h u^h_0 \|_{L^2(\mathbb{T}^n)} + \| u_0 \|_{L^2(\mathbb{T}^n)} - \| i_h u^h_0 - u_0 \|_{L^2(\mathbb{T}^n)} \right|
\].

By (4.8) we get the desired estimate. □

5 Continuum limit of a discrete Allen–Cahn flow

In this section we will study the convergence of discrete Allen–Cahn gradient flows to a continuum Allen–Cahn gradient flow. These flows are determined, in the sense of Definition 2, by the discrete and continuum Allen–Cahn functionals, \( \varphi^h_{AC} \) and \( \varphi_{AC} \), respectively. We start by defining these functionals in Section 5.1.

5.1 Discrete and continuum Allen–Cahn functionals

Let \( h \in \mathfrak{H} \). The discrete Allen–Cahn functional consists of two terms, the Dirichlet energy \( \varphi^h_D : \mathcal{V}_h \to \mathbb{R} \) and the double-well potential energy \( \varphi^h_W : \mathcal{V}_h \to \mathbb{R} \), which we define separately:

\[
\varphi^h_D(u) := \frac{1}{4} \sum_{z; \hat{z} \sim z} h^{n-2} (u(z) - u(\hat{z}))^2,
\]

\[
\varphi^h_W(u) := \sum_{z \in \mathcal{V}_h} h^n W(u(z)).
\]

Here \( W \) is a double-well potential with wells of equal depth; in this paper, we shall fix \( W(x) = \alpha(x^2 - 1)^2/4 \) for a given \( \alpha > 0 \). Now we define the discrete Allen–Cahn functional \( \varphi^h_{AC} : \mathcal{V}_h \to \mathbb{R} \) as

\[
\varphi^h_{AC} := \varphi^h_D + \varphi^h_W.
\]

We note here that we have chosen \( \mathcal{V}_h \) as the domain of \( \varphi^h_D, \varphi^h_W, \) and \( \varphi^h_{AC} \). At various times we will want to emphasize a specific inner product structure (and induced topology) on the domain, in which case we will write \( L_h^2 \) or \( \overline{L}_h^2 \) for the domain. The latter of these two Hilbert spaces will
be defined in Section 5.4.

The continuum versions of the Dirichlet energy, \( \varphi_D : L^2(\mathbb{T}^n) \to \mathbb{R} \cup \{+\infty\} \), and the double-well energy, \( \varphi_W : L^2(\mathbb{T}^n) \to \mathbb{R} \cup \{+\infty\} \), are given by

\[
\varphi_D(u) := \begin{cases} 
\frac{1}{2} \int_{\mathbb{T}^n} |\nabla u|^2 \, dx, & \text{if } u \in H^1(\mathbb{T}^n), \\
+\infty, & \text{otherwise},
\end{cases} \quad \text{and}
\]

\[
\varphi_W(u) := \begin{cases} 
\int_{\mathbb{T}^n} W(u) \, dx, & \text{if } W \circ u \in L^1(\mathbb{T}^n), \\
+\infty, & \text{otherwise}.
\end{cases}
\]

Here \( |\nabla u| \) denotes the Euclidean norm of the (weak) gradient of \( u \). We remind ourselves that \( H^m(\mathbb{T}^n) \) denotes the space of functions in \( L^2(\mathbb{T}^n) \) that are \( m \in \mathbb{N} \) times weakly differentiable with each of their weak derivatives also being in \( L^2(\mathbb{T}^n) \). It is equipped with the (squared) norm \( \|w\|_{H^m(\mathbb{T}^n)}^2 := \|w\|_{L^2(\mathbb{T}^n)}^2 + \sum_{l=1}^m \|w^{(l)}\|_{L^2(\mathbb{T}^n)}^2 \), where \( w^{(l)} \) denotes the \( l \)-th derivative of \( w \).

We note that \( \varphi_W \) is \( L^2(\mathbb{T}^n) \)-coercive since, by Jensen’s inequality [27, Appendix B Theorem 2],

\[
\int_{\mathbb{T}^n} W(u) \, dx = \int_{\mathbb{T}^n} (u^2(x) - 1)^2 \, dx \geq \left( \int_{\mathbb{T}^n} (u^2(x) - 1) \, dx \right)^2 = \left( \|u\|_{L^2(\mathbb{T}^n)}^2 - 1 \right)^2.
\]

The continuum Allen–Cahn functional, \( \varphi_{AC} : L^2(\mathbb{T}^n) \to \mathbb{R} \cup \{+\infty\} \) is then defined to be

\[
\varphi_{AC}(u) := \varphi_D(u) + \varphi_W(u).
\]

Neither \( \varphi_{AC}^h \) nor \( \varphi_{AC} \) are convex, but they are geodesically \((\alpha)\)-convex, uniformly in \( h \) (for \( \varphi_{AC}^h \)). This follows since \( \varphi_{h}^D \) and \( \varphi_D \) are convex and since \( \left( W(x) - \frac{(\alpha-1)x^2}{2} \right)'' = \alpha(3x^2-1) + \alpha \geq 0 \), so that \( W \) is geodesically \((\alpha)\)-convex, and thus so are \( \varphi_{AC}^h \) and \( \varphi_W \).

The functional \( \varphi_{AC}^h \) is continuous, if \( \mathcal{V}_h \) is equipped with any norm-induced topology (as those topologies are all equivalent since \( \mathcal{V}_h \) is finite-dimensional). Moreover, since the integrand of \( \varphi_{AC}(u) \), \( \frac{1}{2} |\nabla u|^2 + W(u) \), is smooth as a function of \( (\nabla u, u) \) and convex in \( \nabla u \), it is lower semicontinuous with respect to weak \( H^1(\mathbb{T}^n) \) convergence [27, §8.2 Theorem 1] and thus, by the compact Rellich–Kondrachov embedding [1, Theorem 6.3] also with respect to (strong) \( L^2(\mathbb{T}^n) \) convergence. Hence \( \varphi_{AC}^h \) and \( \varphi_{AC} \) satisfy the \((\alpha)\-AGS \) condition.

The Allen–Cahn functional (discrete or continuum) also goes by various other names in the literature, such as Ginzburg–Landau functional [7] or Modica–Mortola functional [50].

---

\(^6\)And similarly if \( \mathbb{T}^n \) is replaced by an open subset of itself or of \( \mathbb{R}^n \). Recall that \( w \in L^2(\mathbb{T}^n) \) is the weak derivative of \( u \in L^2(\mathbb{T}^n) \) with respect to \( \mathbb{T}^n \)-coordinate \( x_i \), if, for all \( \varphi \in C^\infty_c(\mathbb{T}^n) \),

\[
\langle w, \varphi \rangle_{L^2(\mathbb{T}^n)} = \langle u, \frac{\partial}{\partial x_i} \varphi \rangle_{L^2(\mathbb{T}^n)}.
\]
5.2 Additional setup

We are interested in discrete Allen–Cahn flows, i.e., solutions of \( \dot{u} \in -\partial \varphi_{AC}^h(u) \), and in particular in their convergence to a continuum Allen–Cahn flow, i.e., a solution of \( \dot{u} \in -\partial \varphi_{AC}(u) \) (Theorem 25). An explicit form of the equation for the Allen–Cahn flow is

\[
\dot{u} = \Delta u - W'(u) \quad \text{in } T^n \times (0, \infty),
\]

which is often called the Allen–Cahn equation [3]. As usual \( \Delta \) denotes the (continuum) Laplacian \( \sum_{i=1}^n \frac{\partial^2}{\partial x_i^2} \) where \( x_i \) are the coordinates on \( T^n \). This explicit form of the gradient flow equation can be computed directly since the subdifferential in (2.2) is a singleton. Similarly an explicit form of the equation for the discrete Allen–Cahn flow can be computed:

\[
\dot{u} = \Delta_h u - W'(u) \quad \text{in } V_h \times (0, \infty),
\]

where

\[
(\Delta_h u)(z) := h^{-2} \sum_{\tilde{z} \in V_h: \tilde{z} \sim z} (u(\tilde{z}) - u(z))
\]

defines the graph Laplacian [16, 62] for \( u \in L^2_h \) and \( z \in V_h \). This discrete flow equation has been studied in more detail in [61, 11, 12, 13]. Details of the derivation in the one-dimensional \( (n = 1) \) case follow in Lemma 24.

It will also be useful to define a graph gradient \( \nabla_h : V_h \times V_h \to \mathbb{R} \); for \( u \in L^2_h \) and \( z, \tilde{z} \in V_h \),

\[
\nabla_h u(z, \tilde{z}) = \begin{cases} 
    h^{-1}(u(\tilde{z}) - u(z)), & \text{if } \tilde{z} \sim z, \\
    0, & \text{otherwise.}
\end{cases}
\]

We note that \( \nabla_h u \) is defined on \( V_h \times V_h \). For such functions \( \chi, \phi : V_h \times V_h \to \mathbb{R} \) we introduce the inner product

\[
\langle \chi, \phi \rangle_{h,h} := \frac{1}{2} \sum_{z: \tilde{z} \sim z} h^n \chi(z, \tilde{z}) \phi(z, \tilde{z})
\]

and corresponding norm \( \|\chi\|_{h,h} := \sqrt{\langle \chi, \chi \rangle_{h,h}} \). Then we have, for \( u, v \in V_h \),

\[
\langle -\Delta_h u, v \rangle_h = \sum_{z: \tilde{z} \sim z} h^{n-2} (u(z) - u(\tilde{z})) v(z) = \frac{1}{2} \sum_{z: \tilde{z} \sim z} h^{n-2} (u(z) - u(\tilde{z})) (v(z) - v(\tilde{z}))
\]

\[
= \langle \nabla_h u, \nabla_h v \rangle_{h,h} = \langle u, -\Delta_h v \rangle_h.
\]

and \( \varphi_D^h(u) = \frac{1}{2} \|\nabla_h u\|_{h,h}^2 \).

Remark 19. Two different sign conventions for the (graph) Laplacian appear in the literature.
Our choice in (5.3) is in line with the typical definition in the partial differential equations’ literature which has the Laplacian be negative semidefinite. This differs by an overall minus sign from the common definition in the spectral graph literature, which has the graph Laplacian be positive semidefinite.

**Remark 20.** It is also interesting to compare how the choices we have made in this paper regarding the scaling with \( h \), correspond to the scaling choices in [61, Section 2] which are common in the literature. In [61] the scaling of the inner products, operators, and summands in the functionals, depends on the edge weights \( \omega \), the node degrees \( d \sim \omega \), and two parameters, \( r \) and \( q \), as follows:

\[
\langle \cdot, \cdot \rangle_h \sim d^r \sim \omega^r, \quad \langle \cdot, \cdot \rangle_{h,h} \sim \omega^{2q-1}, \\
\nabla_h \sim \omega^{1-q}, \quad \Delta_h \sim \omega^{1-r}, \\
summings in \varphi^h_D \sim \omega, \quad summands in \varphi^h_{TV} \sim \omega^q.
\]

We note that for the functionals \( \varphi^h_D \) and \( \varphi^h_{TV} \) we consider the scaling of the summands only, i.e., we do not consider the fact that the number of summands is \( |V_h| = h^n \). According to our choices in this paper, we require the summands of \( \varphi^h_D \) to be proportional to \( h^{n-2} \), which suggests the choice \( \omega = h^{n-2} \) for the edge weights between neighbouring nodes. Comparisons for the other objects lead to

\[
\omega^r = h^n, \quad \omega^{2q-1} = h^n, \quad \omega^{1-q} = h^{-1}, \quad \omega^{1-r} = h^{-2}, \quad \text{and} \quad \omega^q = h^{n-1}.
\]

It follows that, when \( n \neq 2 \),

\[
q = \frac{n-1}{n-2} \quad \text{and} \quad r = 2q - 1 = \frac{n}{n-2}.
\]

This implies that \( q > 1 \) and \( r > 1 \), which are not typically choices that are considered. When \( n = 2 \), we have \( \omega = 1 \), which cannot be made compatible with the other requirements.

### 5.3 Restriction to one-dimensional case \((n = 1)\)

To avoid additional technical complexity, we consider the convergence problem only for the one-dimensional case, i.e., \( n = 1 \). In this case the vertex set is \( V_h = \{0, h, 2h, \ldots, 1-h\} \). We remind ourselves that \( h \in \mathbb{N} \) and thus \( |V_h| = h^{-1} \) is an integer. It will be useful to write \( \left[ \frac{1}{h} - 1 \right]_0 := \{0\} \cup \left[ \frac{1}{h} - 1 \right] = \{0, 1, \ldots, \frac{1}{h} - 1\} \), so that to each \( k \in \left[ \frac{1}{h} - 1 \right]_0 \) corresponds one and only one \( kh \in V_h \).

Remember that \( V_h \) denotes the set of real-valued vertex functions \( v : V_h \to \mathbb{R} \), without assuming a specific inner product structure.
To simplify notation, if $v \in V_h$, we write $v_k := v(kh)$. Similarly, if $\chi : V_h \times V_h \to \mathbb{R}$, then we write $\chi_{k,l} := \chi(kh, lh)$. By periodicity $v_0 = v_{n+1} = v_1$, $v_{n-1} = v_{-1}$, etc. Periodicity imposes similar relationships on $\chi_{k,l}$.

For future reference it is convenient to explicitly state to what some of the relevant definitions reduce in this one-dimensional case:

\[
\begin{align*}
(\Delta_h u)_k &= h^{-2} (u_{k+1} + u_{k-1} - 2u_k), \\
(\nabla_h u)_{k,k+1} &= h^{-1} (u_{k+1} - u_k), \\
\langle u, v \rangle_h &= \sum_{k=0}^{\frac{1}{h}-1} h u_k v_k, \\
\langle \chi, \phi \rangle_h &= \frac{1}{2} \sum_{k=0}^{\frac{1}{h}-1} h (\chi_{k,k+1} \phi_{k,k+1} + \chi_{k,k-1} \phi_{k,k-1}), \\
\varphi^h_D(u) &= \frac{1}{2} \sum_{k=0}^{\frac{1}{h}-1} h^{-1} (u_{k+1} - u_k)^2.
\end{align*}
\]

We note that if $\chi$ and $\phi$ are both symmetric (i.e., $\chi_{k,l} = \chi_{l,k}$ and $\phi_{k,l} = \phi_{l,k}$) or both skew-symmetric (i.e., $\chi_{k,l} = -\chi_{l,k}$ and $\phi_{k,l} = -\phi_{l,k}$), then, by periodicity,

\[
\langle \chi, \phi \rangle_h = \sum_{k=0}^{\frac{1}{h}-1} h \chi_{k,k+1} \phi_{k,k+1}.
\]  \hspace{1cm} (5.5)

In particular, this holds if $\chi$ and $\phi$ are both graph gradients of a vertex function (and thus skew-symmetric).

We also observe that $\Delta_h u$ is equal to the second order central difference approximation of the second derivative of a function $u : \mathbb{T} \to \mathbb{R}$.

Finally we note that by the Sobolev embedding [1, Theorem 4.12] and the finite measure of $\mathbb{T}$, $H^1(\mathbb{T}) \subset C(\mathbb{T}) \subset L^4(\mathbb{T})$. Hence, if $u \in H^1(\mathbb{T})$, then $W \circ u \in L^1(\mathbb{T})$ and thus $\varphi_W(u) < +\infty$. It follows that $H^1(\mathbb{T}) \subset D(\varphi_{AC})$. Hence, by density of $H^1(\mathbb{T})$ in $L^2(\mathbb{T})$ (as follows from the density of $C^\infty(\mathbb{T})$ in $L^2(\mathbb{T})$), we have $D(\varphi_{AC}) = L^2(\mathbb{T})$.

### 5.4 Extension operator and induced inner product

In our study of the total variation flow in Section 4 we used an embedding operator $i_h : L^2_h \to L^2(\mathbb{T}^n)$, which preserved the total variation in the sense of formula (4.3). This, in turn, ensured that condition (2.6) was satisfied as an equality. In the present case the situation is more complicated as we cannot find an embedding operator that preserves the Allen–Cahn functional in a similar way. We define a new embedding operator.

Let $h \in \mathcal{H}$. We define $I_h : \mathcal{V}_h \to L^2(\mathbb{T})$ via the linear interpolation

\[
I_h u(x) := \frac{u_{k+1} - u_k}{h} (x - kh) + u_k.
\]
where \( k \in \left[ \frac{1}{h} - 1 \right]_0 \) is such that \( kh \leq x < (k+1)h \), i.e., \( x \in I_{kh}^{h} = Q_{kh}^{h} \) in the notation of Section 3.1.

A direct computation shows that, for all \( u \in V_{h} \),

\[
\varphi_{D}(I_h u) = \frac{1}{2} \int_{T} |(I_h u)'(x)|^2 \, dx = \frac{1}{2} \sum_{k=0}^{\frac{k}{h}-1} \int_{kh}^{(k+1)h} |(I_h u)'(x)|^2 \, dx
\]

\[
= \frac{1}{2} \sum_{k=0}^{\frac{k}{h}-1} h \left( \frac{u_{k+1} - u_k}{h} \right)^2 \, dx = \frac{1}{2} \sum_{k=0}^{\frac{k}{h}-1} h^{-1} (u_{k+1} - u_k)^2 \, dx
\]

\[
= \varphi_{D}^{h}(u),
\]

where we used that \( u_{\frac{1}{h}} - u_{\frac{1}{h}-1} = u_0 - u_{\frac{1}{h}-1} \) by periodicity. We note that this does not suffice to conclude that (2.6) holds for the full functionals \( \varphi_{AC} \) and \( \varphi_{AC}^{h} \). In fact, when we prove Theorem 27 below, we will use Theorem 13 rather than Theorem 11, to avoid needing requirement (2.6). The identity in (5.6) above, will be very useful in the proof of Theorem 27.

We note that \( I_{h} : V_{h} \rightarrow L^{2}(\mathbb{T}) \) is a linear operator, but unlike \( i_{h} \), when the domain is equipped with our usual inner product, \( I_{h} : L^{2}_{h} \rightarrow L^{2}(\mathbb{T}) \) is not an isometry. This is problematic, as we required our embedding to be an isometry in Section 2. Therefore we introduce the inner product \((\cdot,\cdot)_{h}\) that is induced by \( I_{h} \), i.e., for \( v_{1},v_{2} \in V_{h} \),

\[
(v_{1},v_{2})_{h} := \langle I_{h}v_{1},I_{h}v_{2} \rangle_{L^{2}(\mathbb{T})}.
\]

To differentiate the Hilbert space of vertex functions equipped with this new inner product from \( L^{2}_{h} \), we denote the set \( V_{h} \) equipped with \((\cdot,\cdot)_{h}\) by \( L^{2}_{h} \). We note that, by definition, this ensures that \( I_{h} : L^{2}_{h} \rightarrow L^{2}(\mathbb{T}) \) is an isometry. We denote the norm for \( v \in L^{2}_{h} \) by \( \|v\|_{h} := \sqrt{\langle v,v \rangle_{h}} \).

**Lemma 21.** The operator \( I_{h} \) satisfies, for all \( u,v \in V_{h} \),

\[
\langle I_{h}u,I_{h}v \rangle_{L^{2}(\mathbb{T})} = \frac{h}{3} \sum_{k=0}^{\frac{k}{h}-1} \left[ 2u_{k}v_{k} + \frac{1}{2} (u_{k}v_{k+1} + u_{k+1}v_{k}) \right].
\]

Moreover, \( \frac{1}{3} \|u\|_{h}^{2} = \frac{1}{3} \|i_{h}u\|_{L^{2}(\mathbb{T})}^{2} \leq \|I_{h}u\|_{L^{2}(\mathbb{T})}^{2} = \|u\|_{h}^{2} \leq \|i_{h}u\|_{L^{2}(\mathbb{T})}^{2} = \|u\|_{h}^{2} \).

**Proof.** For \( a, b \in \mathbb{R} \), a direct computation shows that

\[
\int_{0}^{h} \left| \frac{b-a}{h} x + a \right|^{2} \, dx = \frac{h}{3} (a^{2} + b^{2} + ab).
\]
This gives for \( u \in V_h, \)
\[
\| I_h u \|_{L^2(T)}^2 = \frac{1}{h} \sum_{k=0}^{n-1} \int_{kh}^{(k+1)h} \left| \frac{u_{k+1} - u_k}{h} (x - kh) + u_k \right|^2 \, dx \\
= \frac{1}{h} \sum_{k=0}^{n-1} \int_0^h \left| \frac{u_{k+1} - u_k}{h} x + u_k \right|^2 \, dx \\
= \frac{n}{3} \sum_{k=0}^{n-1} \left[ u_k^2 + u_{k+1}^2 + u_k u_{k+1} \right]. \tag{5.7}
\]

Let \( u, v \in V_h. \) By the polarization identity, we now get
\[
4 \langle I_h u, I_h v \rangle_{L^2(T)} = \| I_h (u + v) \|_{L^2(T)}^2 - \| I_h (u - v) \|_{L^2(T)}^2 \\
= \frac{n}{3} \sum_{k=0}^{n-1} \left[ ((u_k + v_k)^2 + (u_{k+1} + v_{k+1})^2 + (u_k + v_k)(u_{k+1} + v_{k+1}) \\
- (u_k - v_k)^2 - (u_{k+1} - v_{k+1})^2 - (u_k - v_k)(u_{k+1} - v_{k+1}) \right] \\
= \frac{n}{3} \sum_{k=0}^{n-1} \left[ 4u_k v_k + 4u_{k+1} v_{k+1} + 2u_k v_{k+1} + 2u_{k+1} v_k \right],
\]
from which the first desired identity follows, by periodicity.

Using periodicity in (5.7), we also find that
\[
\| I_h u \|_{L^2(T)}^2 = \frac{n}{3} \sum_{k=0}^{n-1} (2u_k^2 + u_k u_{k+1}).
\]

Using Young’s inequality \( |u_k u_{k+1}| \leq (u_k^2 + u_{k+1}^2) / 2 \) and periodicity again, yields
\[
\frac{1}{3} \| u \|_{L^2(T)}^2 = \frac{n}{3} \sum_{k=0}^{n-1} u_k^2 = \frac{n}{3} \sum_{k=0}^{n-1} \left[ 2u_k^2 - \frac{u_k^2 + u_{k+1}^2}{2} \right] \leq \frac{n}{3} \sum_{k=0}^{n-1} (2u_k^2 + u_k u_{k+1}) \\
= \| I_h u \|_{L^2(T)}^2 \leq \frac{n}{3} \sum_{k=0}^{n-1} \left[ 2u_k^2 + \frac{u_k^2 + u_{k+1}^2}{2} \right] \\
= \| u \|_{L^2(T)}^2.
\]

By the isometry property of Theorem 14 the required inequalities now follow.

\[\square\]
Remark 22. Let $a, b \in \mathbb{R}$ and $m \in \mathbb{N}$. A direct computation shows

$$
\int_0^h \left| \frac{b-a}{h}x + a \right|^m dx = \begin{cases} 
\frac{h}{(b-a)(m+1)} [b^{m+1} - a^{m+1}], & \text{if } m \text{ is even}, \\
\frac{h}{(b-a)(m+1)} [(\text{sgn } b)b^{m+1} - (\text{sgn } a)a^{m+1}], & \text{if } m \text{ is odd}.
\end{cases}
$$

A proof by induction shows that $b^{m+1} - a^{m+1} = (b-a) \sum_{l=0}^{m} a^l b^{m-l}$, hence if $m$ is even we have

$$
\int_0^h \left| \frac{b-a}{h}x + a \right|^m dx = \frac{h}{m+1} \sum_{l=0}^{m} a^l b^{m-l}.
$$

This implies in particular that, for $m$ even and for $u \in V_h$,

$$
\|I_h u\|_{L^m(T)}^m := \int_T |I_h u|^m dx = \frac{1}{m+1} \sum_{k=0}^{m-1} \sum_{l=0}^{m} u_k^l u_{k+1}^{m-l} \leq \frac{1}{m+1} \sum_{k=0}^{m-1} \left( l \frac{|u_k|^m}{m} + (m-l) \frac{|u_{k+1}|^m}{m} \right)
\leq \sum_{k=0}^{m-1} \frac{h}{m+1} \left( \frac{1}{m} |u_k|^m + \frac{m-l}{m} |u_{k+1}|^m \right) = \sum_{k=0}^{m-1} h |u_k|^m := \|u\|_{L_h^m}^m.
$$

The inequality follows from Young’s inequality, $|u_k^l u_{k+1}^{m-l}| \leq \frac{l}{m} |u_k|^m + \frac{m-l}{m} |u_{k+1}|^m$, and periodicity in $k$.

On the other hand, when $m$ is even, $l$ is odd, and $1 \leq l \leq m-1$, Young’s inequality $|u_k u_{k+1}| \leq (u_k^2 + u_{k+1}^2)/2$ tells us that

$$
u_k^l u_{k+1}^{m-l} = u_k^{l-1} u_{k+1}^{m-l-1} (u_k u_{k+1}) \geq u_k^{l-1} u_{k+1}^{m-l-1} \left( -\frac{1}{2} u_k^2 - \frac{1}{2} u_{k+1}^2 \right) = \frac{1}{2} u_k^{l+1} u_{k+1}^{m-l-1} - \frac{1}{2} u_k^{l-1} u_{k+1}^{m-l+1}.
$$
Using periodicity in $k$, it follows that

$$
\sum_{l=0}^{m} u_k^l u_{k+1}^{m-l} = \frac{1}{2} u_k^m + \frac{1}{2} u_{k+1}^m + \sum_{l=1}^{m-1} \left( u_k^l u_{k+1}^{m-l-1} + \frac{1}{2} u_k^{l+1} u_{k+1}^{m-l} + \frac{1}{2} u_k^{l-1} u_{k+1}^{m-l+1} \right)
$$

$$
\geq \frac{1}{2} u_k^m + \frac{1}{2} u_{k+1}^m + \sum_{l=1}^{m-1} \left( -\frac{1}{2} u_k^{l+1} u_{k+1}^{m-l-1} - \frac{1}{2} u_k^{l-1} u_{k+1}^{m-l+1} \right)
$$

$$
+ \frac{1}{2} u_k^{l+1} u_{k+1}^{m-l-1} + \frac{1}{2} u_k^{l-1} u_{k+1}^{m-l+1}
$$

$$
= \frac{1}{2} u_k^m + \frac{1}{2} u_{k+1}^m.
$$

Summing over $k$ and using periodicity again, we thus find that, for $m$ even,

$$
\|I_h u\|_{L^m(T)}^m = \frac{h}{m+1} \sum_{k=0}^{h-1} \sum_{l=0}^{m} u_k^l u_{k+1}^{m-l} \geq \frac{h}{m+1} \sum_{k=0}^{h-1} \left( \frac{1}{2} |u_k|^m + \frac{1}{2} |u_{k+1}|^m \right)
$$

$$
= \frac{h}{m+1} \sum_{k=0}^{h-1} |u_k|^m
$$

$$
= \frac{1}{m+1} \|u\|_{L^m_h}^m.
$$

(5.9)

We note that $\| \cdot \|_h = \| \cdot \|_{L^2_h}$, so that the inequalities from Lemma 21 correspond to the case $m = 2$.

**Lemma 23.** Let $u \in \mathcal{V}_h$, then

$$
\|I_h u - i_h u\|_{L^2(T)}^2 = \frac{h^2}{2} \|\nabla_h u\|_{h,h}^2 = h^2 \varphi_D^h(u) \leq h^2 \varphi_{AC}^h(u).
$$

**Proof.** We compute

$$
\|I_h u - i_h u\|_{L^2(T)}^2 = \frac{1}{h} \int_{(k+1)h}^{kh} \left| \frac{u_{k+1} - u_k}{h} (x - kh) + u_k - u_k \right|^2 dx
$$

$$
= \frac{1}{h} \int_{0}^{h} \left( \frac{u_{k+1} - u_k}{h} \right)^2 x^2 dx = \frac{h}{3} \sum_{k=0}^{h-1} (u_{k+1} - u_k)^2
$$

$$
= \frac{h^2}{2} \|\nabla_h u\|_{h,h}^2 = h^2 \varphi_D^h(u) \leq h^2 \varphi_{AC}^h(u).
$$
As a consequence of Lemma 21 we have, for \( u, v \in \mathcal{V}_h \),

\[
(u, v)_h = \frac{h}{3} \sum_{k=0}^{1/h-1} \left[ 2u_k v_k + \frac{1}{2} \left( u_k v_{k+1} + u_{k+1} v_k \right) \right] = \frac{h}{3} \sum_{k=0}^{1/h-1} \left[ 2u_k + \frac{u_{k-1} + u_{k+1}}{2} \right] v_k = \langle \Gamma u, v \rangle_h, \tag{5.10}
\]

where we used periodicity and defined the operator \( \Gamma \) by

\[
(\Gamma u)_k := \frac{1}{3} \left( 2u_k + \frac{u_{k-1} + u_{k+1}}{2} \right). \tag{5.11}
\]

We can consider \( \Gamma \) as an operator from \( L^2_h \) to \( L^2_h \) or from \( L^2_h \) to \( L^2_h \). We note that \( \langle \Gamma u, v \rangle_h = (u, v)_h = \langle I_h u, I_h v \rangle_{L^2(T)} \) and thus \( \langle \Gamma u, u \rangle_h = \|u\|_h^2 = \|I_h u\|_{L^2(T)}^2 \). Hence, by Lemma 21,

\[
\frac{1}{3} \|u\|_h^2 \leq \langle \Gamma u, u \rangle_h \leq \|u\|_h^2. \tag{5.12}
\]

The operator \( \Gamma \) can be identified with a circulant \( 1/h \) by \( 1/h \)-matrix, if one regards \( u \) as a \( 1/h \)-dimensional vector. This identification is helpful in deriving some interesting properties of \( \Gamma \) and its matrix exponential in Appendix B.

Defining the operators \( \tau_+ \) and \( \tau_- \) by

\[
(\tau_\pm u)_k := u_{k\pm 1}, \tag{5.13}
\]

we have \( \Gamma = \frac{2}{3} \text{Id} + \frac{1}{6} \tau_- + \frac{1}{6} \tau_+ \).

By direct computation we find that \( \tau_\pm \) and \( \Delta_h \) commute: \( \tau_\pm \Delta_h u = \Delta_h \tau_\pm u \). It follows that \( \Gamma \) and \( \Delta_h \) also commute. It is also useful to observe that

\[
(\nabla_h \tau_\pm u)_{k,k+1} = h^{-1} ((\tau_\pm u)_{k+1} - (\tau_\pm u)_k) = h^{-1} (u_{k+1\pm 1} - u_{k\pm 1}) = (\nabla_h u)_{k\pm 1,k+1\pm 1},
\]
and thus by (5.5), periodicity, and Young’s inequality,

\[
\langle \nabla_h u, \nabla_h \Gamma u \rangle_{h,h} = h \sum_{k=0}^{\frac{\nu}{3}-1} \left[ (\nabla_h u)_{k,k+1} \left( \nabla_h \left( \frac{2}{3} u + \frac{1}{6} \tau_- u + \frac{1}{6} \tau_+ u \right) \right)_{k,k+1} \right]
\]

\[
= h \sum_{k=0}^{\frac{\nu}{3}-1} \left[ \frac{2}{3} (\nabla_h u)_{k,k+1}^2 + \frac{1}{6} (\nabla_h u)_{k,k+1} (\nabla_h u)_{k-1,k} \right.
\]

\[
+ \frac{1}{6} (\nabla_h u)_{k,k+1} (\nabla_h u)_{k+1,k+2} \right]
\]

\[
\geq h \sum_{k=0}^{\frac{\nu}{3}-1} \left[ \frac{2}{3} (\nabla_h u)_{k,k+1}^2 - \frac{1}{6} (\nabla_h u)_{k,k+1}^2 - \frac{1}{6} (\nabla_h u)_{k-1,k}^2 \right]
\]

\[
= h \sum_{k=0}^{\frac{\nu}{3}-1} \left[ \frac{2}{3} (\nabla_h u)_{k,k+1}^2 - \frac{1}{3} (\nabla_h u)_{k,k}^2 \right] = h \sum_{k=0}^{\frac{\nu}{3}-1} \left( \frac{2}{3} (\nabla_h u)_{k,k}^2 \right)
\]

\[
= \frac{1}{3} \| \nabla_h u \|_{h,h}^2. \quad (5.14)
\]

We note that by periodicity we also have

\[
\| u - \tau_+ u \|_h^2 = \| u - \tau_- u \|_h^2 = h^2 \| \nabla_h u \|_{h,h}^2. \quad (5.15)
\]

Again by periodicity, we have that \( \langle \tau_\pm u, v \rangle_h = \langle u, \tau_\mp v \rangle_h \) and thus \( \Gamma \) is a self-adjoint operator on \( L^2_h \). It follows that \( \Gamma - \frac{1}{3} \text{Id} \) is also self-adjoint; moreover, by Lemma 21 it is positive semidefinite on \( L^2_h \):

\[
\left\langle \left( \Gamma - \frac{1}{3} \text{Id} \right) u, u \right\rangle_h = \| I_h u \|_{L^2(\mathbb{T})}^2 - \frac{1}{3} \| u \|_h^2 \geq 0.
\]

As an aside, a direct computation also shows that \( \langle (\Gamma - \text{Id}/3) u, u \rangle_h \) is proportional to the signless graph Dirichlet functional\(^7\) on \( V_h \) (see, for example, [40, Section 2.1]):

\[
\left\langle \left( \Gamma - \frac{1}{3} \text{Id} \right) u, u \right\rangle_h = \frac{1}{3} \sum_{k=0}^{\frac{\nu}{3}-1} \left( \frac{1}{3} u_k^2 + \frac{1}{6} u_{k-1} u_k + \frac{1}{6} u_{k+1} u_k \right)
\]

\[
= \frac{1}{3} \sum_{k=0}^{\frac{\nu}{3}-1} \left( u_{k+1} u_k + \frac{1}{2} u_k^2 \right) = \frac{1}{6} \sum_{k=0}^{\frac{\nu}{3}-1} (u_k + u_{k+1})^2 \geq 0, \quad (5.16)
\]

where we used periodicity twice. We point out that the computation above also proves that

\(^7\)The plus sign in \( u_k + u_{k+1} \) on the penultimate right-hand side of (5.16), rather than a minus sign, makes it (proportional to) the signless graph Dirichlet functional.
self-adjoint operators. XI.12, Theorem 3]. We also refer to [54, Chapter 10] for further details about square roots of positive semidefinite functions on a Hilbert space. For any real valued continuous function \( f \) and self-adjoint operator \( A \) on a Hilbert space, \( f(A) \) is defined by the spectral decomposition [63, Section XI.6, Theorem 1] and \( f(A) \) is self-adjoint [63, Section XI.12, Theorem 3]. We also refer to [54, Chapter 10] for further details about square roots of positive semidefinite self-adjoint operators.

\[ \Gamma \text{ itself is positive definite on } L^2_h, \text{ since } \langle \Gamma u, u \rangle_h \geq \frac{1}{3} \langle u, u \rangle_h. \text{ In particular, since } L^2_h \text{ has finite dimension, the (linear) inverse operator } \Gamma^{-1} : L^2_h \to L^2_h \text{ exists.} \]

By Lemma 21 it also follows that \( \text{Id} - \Gamma \) is self-adjoint. It is also positive semidefinite on \( L^2_h \), since, by (5.10), \( \langle (\text{Id} - \Gamma) u, u \rangle_h = \|u\|_h^2 - \|I_h u\|_{L^2(T)}^2 \geq 0 \). It will be useful to have an explicit expression for this difference of norms:

\[
\|u\|_h^2 - \|I_h u\|_{L^2(T)}^2 = \frac{1}{6} \sum_{k=0}^{\frac{h}{k}} h \left[ \frac{1}{2} u_k^2 + \frac{1}{2} u_{k+1}^2 - \frac{1}{3} u_k^2 - \frac{1}{3} u_{k+1}^2 - \frac{1}{3} u_k u_{k+1} \right]
\]

\[
= \frac{1}{6} \sum_{k=0}^{\frac{h}{k}} h (u_{k+1} - u_k)^2
\]

\[
= \frac{h^2}{6} \|\nabla_h u\|_{L^2_h}^2.
\]

(5.17)

where we used (5.7) and periodicity.

Since \( \Gamma \) is a positive definite operator on \( L^2_h \), the square root \( \Gamma^{\frac{1}{2}} : L^2_h \to L^2_h \) exists and is positive definite. Moreover, since \( \Gamma \) is symmetric, so8 is \( \Gamma^{\frac{1}{2}} \). By (5.12), it follows that

\[
\langle \Gamma u, u \rangle_h = \langle \Gamma^2 u, u \rangle_h = \langle \Gamma^{\frac{1}{2}} \Gamma u, \Gamma^{\frac{1}{2}} u \rangle_h = \langle \Gamma \Gamma^{\frac{1}{2}} u, \Gamma^{\frac{1}{2}} u \rangle_h \geq \frac{1}{3} \langle \Gamma^{\frac{1}{2}} u, \Gamma^{\frac{1}{2}} u \rangle_h
\]

\[
= \frac{1}{3} \langle \Gamma u, u \rangle_h = \frac{1}{3} \langle u, u \rangle_h,
\]

thus \( \Gamma \) is also positive definite as operator on \( \mathcal{T}^2_h \). Hence, since \( \mathcal{T}^2_h \) has finite dimension, the (linear) inverse operator \( \Gamma^{-1} : \mathcal{T}^2_h \to \mathcal{T}^2_h \) exists. Furthermore, since \( \langle \Gamma u, u \rangle_h = \langle \Gamma^2 u, u \rangle_h = \langle u, \Gamma u \rangle_h \), \( \Gamma \) is also symmetric as operator on \( \mathcal{T}^2_h \).

We end this subsection with the computation of the subdifferential of \( \varphi^h_{AC} \) with respect to the \( L^2_h \) and \( \mathcal{T}^2_h \) inner products. To be able to distinguish the subdifferential with respect to \( \langle \cdot, \cdot \rangle_h \) (which is the one we have been using until now) from the subdifferential with respect to \( \langle \cdot, \cdot \rangle_h \), from now on we will write \( \partial L^2_h \) for the former and \( \partial \mathcal{T}^2_h \) for the latter.

We recall from (2.2) that, since \( \varphi^h_{AC} \) is geodesically \((-\alpha)\)-convex, we are interested in the

---

8Since \( \Gamma \) is self-adjoint, there is a spectral decomposition \( \Gamma = \sum_j \lambda_j P_j \) where the \( P_j \) are the orthogonal projections onto the eigenspaces corresponding to the eigenvalues \( \lambda_j \), which are real. The summation is over finitely many \( j \), since \( L^2_h \) has finite dimension. Since \( \Gamma \) is positive definite, we have, for all \( j, \lambda_j > 0 \). Then \( \Gamma^{1/2} \) is defined as

\[
\Gamma^{1/2} := \sum_j \lambda_j^{1/2} P_j.
\]

Since \( P_j \) is self-adjoint, this \( \Gamma^{1/2} \) must be self-adjoint. This argument can be generalized to self-adjoint operators on a Hilbert space. For any real valued continuous function \( f \) and self-adjoint operator \( A \) on a Hilbert space, \( f(A) \) is defined by the spectral decomposition [63, Section XI.6, Theorem 1] and \( f(A) \) is self-adjoint [63, Section XI.12, Theorem 3]. We also refer to [54, Chapter 10] for further details about square roots of positive semidefinite self-adjoint operators.
shifted subdifferentials \(-\partial_{L^2_h}(\varphi^h_{AC}(u) + \frac{\alpha}{2}\|u\|^2_h) + \alpha u\) and
\[-\partial_{L^2_h}(\varphi^h_{AC}(u) + \frac{\alpha}{2}\|u\|^2_h) + \alpha u.

**Lemma 24.** Let \(u \in V_h\). The subdifferential of \(\varphi^h_D\) at \(u\) with respect to the \(L^2_h\) inner product is the singleton \(\partial_{L^2_h}\varphi^h_D(u) = \{-\Delta_h u\} \subset L^2_h\). Moreover,
\[-\partial_{L^2_h}(\varphi^h_{AC}(u) + \frac{\alpha}{2}\|u\|^2_h) + \alpha u = \{\Delta_h u - W' \circ u\} \subset L^2_h.

The subdifferential of \(\varphi^h_D\) at \(u\) with respect to the \(L^2_h\) inner product is the singleton \(\partial_{L^2_h}\varphi^h_D(u) = \{-\Gamma^{-1}\Delta_h u\} \subset T^2_h\). Furthermore,
\[-\partial_{L^2_h}(\varphi^h_{AC}(u) + \frac{\alpha}{2}\|u\|^2_h) + \alpha u = \{\Gamma^{-1}\Delta_h u - \Gamma^{-1}(W' \circ u)\} \subset L^2_h.

**Proof.** First we note that, for all \(v \in V_h\),
\[\varphi^h_D(u + v) - \varphi^h_D(u) = h^{-1}\sum_{k=0}^{\frac{1}{h}-1}[(u_{k+1} - u_k)(v_{k+1} - v_k) + \frac{1}{2}(v_{k+1} - v_k)^2] \]
\[= \langle \nabla_h u, \nabla_h v \rangle_{h,h} + \frac{1}{2}\|\nabla_h v\|_{h,h}^2 \geq \langle -\Delta_h u, v \rangle_h,
\]
where we used (5.4) and (5.5). Since \(\varphi^h_D\) is convex, it follows from the definition of subdifferential that \(-\Delta_h u \in \partial_{L^2_h}\varphi^h_D\). Because the domain \(V_h\) of \(\varphi^h_D\) has finite dimension and since the functional is smooth, the subdifferential is in fact a singleton (and agrees with the gradient of the functional), thus \(\partial_{L^2_h}\varphi^h_D = \{-\Delta_h u\}\).

Moreover, by (5.10) we have \((-\Delta_h u, v)_h = \langle -\Gamma\Delta_h u, v \rangle_h\) and thus
\[\varphi^h_D(u + v) - \varphi^h_D(u) \geq \langle -\Gamma^{-1}\Delta_h u, v \rangle_h.
\]
As above, it follows that \(-\Gamma^{-1}\Delta_h u \in \partial_{L^2_h}\varphi^h_D\), and, since the subdifferential is a singleton, in fact \(\partial_{L^2_h}\varphi^h_D = \{-\Gamma^{-1}\Delta_h u\}\).

Since \(W(\cdot) + \frac{\alpha}{2}\|\cdot\|^2_h\) is convex and differentiable, we have, for all \(v \in V_h\),
\[W(u + v) + \frac{\alpha}{2}\|u + v\|^2_h - W(u) - \frac{\alpha}{2}\|u\|^2_h \geq \langle W' \circ u + \alpha u, v \rangle_h.
\]
Hence, for all \(v \in V_h\),
\[\varphi^h_{AC}(u + v) + \frac{\alpha}{2}\|u + v\|^2_h - \varphi^h_{AC}(u) - \frac{\alpha}{2}\|u\|^2_h \geq \langle -\Delta_h u + W' \circ u + \alpha u, v \rangle_h.
\]
and similarly
\[ \varphi_{AC}^h(u + v) + \frac{\alpha}{2} \|u + v\|_h^2 - \varphi_{AC}^h(u) - \frac{\alpha}{2} \|u\|_h^2 \geq \langle -\Delta_h u + W' \circ u + \alpha \Gamma u, v \rangle_h \]
\[ = -(\Gamma^{-1} \Delta_h u - \Gamma^{-1} (W' \circ u) - \alpha u, v)_h, \]
where the equality follows from (5.10).

The remaining results now follow, using again the fact that the subdifferentials are singletons.

\[ \square \]

### 5.5 Convergence result

Our main result will be the convergence of discrete Allen–Cahn gradient flows to a continuum Allen–Cahn gradient flow, which we formalise in Theorem 25.

We remind ourselves that a discrete Allen–Cahn gradient flow is a solution of \( \dot{u} \in -\partial L^2_h \varphi_{AC} \).

It satisfies equation (5.2), which (by Lemma 24) for \( n = 1 \) is explicitly given by
\[ \dot{u}_k = (\Delta_h u)_k - W'(u_k) \]  \hfill (5.18)
for \( k \in [\frac{1}{h} - 1]_0 \). A continuum Allen–Cahn flow is an \( L^2(T) \)-gradient flow of \( \varphi_{AC}(u) \) in \( L^2(T) \) and is given by (5.1) (with \( n = 1 \)). Given initial data, the unique existence of such a flow is guaranteed by Proposition 8, since \( \varphi_{AC} \) is \((-\alpha)\)-convex. The same proposition, or the Picard–Lindelöf theorem for ordinary differential equations (ODE) [37, Theorem I.3.1], also guarantees the unique existence of a discrete Allen–Cahn gradient flow, i.e., a solution of (5.18)), given initial data.

**Theorem 25.** Let \( u_0 \in L^2(T) \) and, for all \( h \), \( u_0 \in L^2_h \) (for \( n = 1 \)). Assume that there exists an \( \bar{h} > 0 \), such that \( h \mapsto \|u_0^h\|_{\infty} \) is bounded on \((0, \bar{h}) \cap \bar{S} \). Furthermore, assume that \( h\|\nabla u_0^h\|_{h,h} \to 0 \) and \( I_h u_0^h \to u_0 \) in \( L^2(T) \) as \( h \to 0 \) in \( \bar{S} \). Let \( u^h \) be the solution of (5.18) starting from \( u_0^h \). Let \( u \) be the solution of (5.1) starting from \( u_0 \). Then, for all \( T > 0 \),
\[ \lim_{h \to 0} \sup_{t \in [0,T]} \|I_h u^h(t) - u(t)\|_{L^2(T)} = 0. \]

**Remark 26.** By Lemma 21, \( \| \cdot \|_{L^2(T)} \circ i_h \) and \( \| \cdot \|_{L^2(T)} \circ I_h \) are equivalent norms on \( V_h \). Hence the result of Theorem 25 also holds if the operator \( I_h \) is replaced by \( i_h \) in the assumptions of
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We can also restrict ourselves to a proper subset of \( \bar{S} \), as long as it contains a sequence converging to zero.
Theorem 25. Moreover, using Lemma 23 we have
\[ \|i_h u^h(t) - u(t)\|_{L^2(T)} \leq \|i_h u^h(t) - I_h u(t)\|_{L^2(T)} + \|I_h u^h(t) - u(t)\|_{L^2(T)} \]
\[ \leq h \left( \varphi_{AC}^h(u(t)) \right)^{1/2} + \|I_h u^h(t) - u(t)\|_{L^2(T)}. \]

By Lemma 5
\[ \varphi_{AC}^h(u(t)) \leq \varphi_{AC}^h(u_0^h) \leq \frac{1}{2} \| \nabla_h u_0^h \|_{h,h}^2 + C_h, \]
with \( C_h := \sup \{ W(s) \mid |s| \leq \| u_0^h \|_{\infty} \} = \max (W(0), W(\| u_0^h \|_{\infty})) \). (The last equality follows from the specific definition of \( W \) that we are using.) Hence, for \( h \in (0, \bar{h}) \cap \mathcal{Y} \),
\[ h \left( \varphi_{AC}^h(u(t)) \right)^{1/2} \leq \frac{h}{\sqrt{2}} \| \nabla_h u_0^h \|_{h,h} + C h, \]
where \( C := \max_{h \in (0, \bar{h}) \cap \mathcal{Y}} C_h \). Thus, by the assumptions on the initial condition \( u_0^h \),
\[ \lim_{h \to 0} h \left( \varphi_{AC}^h(u(t)) \right)^{1/2} = 0. \]

Hence we can also replace \( I_h \) by \( i_h \) in the conclusion of Theorem 25 and the result still holds.

Unfortunately, we cannot apply our abstract Theorem 13 immediately since the embedding mapping \( I_h \) is not an isometry from \( L^2_h \) to \( L^2(T) \). To circumvent this difficulty, we proceed in two steps.

First we consider the gradient flow of \( \varphi_{AC}^h \) with respect to the \( L^2_h \) inner product. By Lemma 24 its explicit form is
\[ \dot{U}_k = \left( \Gamma^{-1} \left( \Delta_h U - W' \circ U \right) \right)_k, \]
for \( k \in \left[ \frac{1}{h} - 1 \right] \). As for (5.18), standard ODE techniques guarantee that, given initial data, a unique solution exists. Since \( I_h : \mathbb{T}^2_h \to L^2(\mathbb{T}) \) is an isometry, we can apply Theorem 13 to compare a solution of (5.19) with a solution of (5.1). The following theorem makes this precise.

**Theorem 27.** Assume the same hypotheses concerning \( u_0, u_0^h \) and \( u \) as in Theorem 25. Let \( U^h \) be the solution of (5.19) starting from \( u_0^h \). Then, for all \( T > 0 \),
\[ \lim_{h \to 0} \sup_{t \in [0,T]} \| I_h U(t)^h - u(t)\|_{L^2(\mathbb{T})} = 0. \]

We shall prove Theorem 27 as an application of Theorem 13 in Section 5.8 with \( M_h = \mathbb{T}^2_h \) and \( M = L^2(\mathbb{T}) \).

The second step in our proof of Theorem 25 is a comparison between \( u^h \), the solution of
(5.18), and $U^h$, the solution of (5.19).

**Theorem 28.** Assume the same hypotheses concerning $u_0^h$ and $u^h$ as in Theorem 25 and the same hypothesis concerning $U^h$ as in Theorem 27. Then

$$\lim_{h \to 0} \sup_{t \in [0,T]} \|I_h u^h(t) - I_h U^h(t)\|_{L^2(\Omega)} = 0.$$  

We defer the proof of Theorem 28 to Section 5.6.

**Proof of Theorem 25.** Our main convergence result Theorem 25 follows from Theorem 27 and Theorem 28.

The remaining parts of Section 5 are organised as follows. We will actually prove our ‘second step’ (Theorem 28) first, in Section 5.6. The reason for this reordering of our steps is that one of the results from that section, Lemma 5.19, will also be required in our proof of Theorem 27. In Section 5.6 we prove Theorem 32 and in Section 5.8 Theorem 27, which also completes the proof of Theorem 25. This proof will be an application of Theorem 13. We thus require a projection $P_h$ as a counterpart to the embedding $I_h$. We introduce $P_h$ in Section 5.7 and prove some of its properties.

5.6 Comparison of two discrete flows (proof of Theorem 28)

In this subsection, we prove Theorem 28. In fact we consider equations more general than (5.19) and (5.18). Theorem 28 will then follow as a special case of Theorem 32.

As usual, if there is no further specification, we assume that $h \in S$.

Let $F : \mathbb{R} \to \mathbb{R}$ be a nondecreasing continuously differentiable function with the property that $F(0) = 0$. Let $\lambda \in \mathbb{R}$. We consider, for all $k \in \left[\frac{1}{h} - 1\right]_0$,

$$\dot{u}_k = (\Delta_h u)_k + \lambda u_k - F(u_k),$$  \hfill (5.20)

as a generalization of (5.18). We recover (5.18) if $F(x) = W'(x) + \lambda x$ and $\lambda > \alpha$. We note that $W'(x) = \alpha x(x^2 - 1)$ and $W''(x) = \alpha(3x^2 - 1)$, so that in this case indeed $F(0) = W'(0) = 0$ and $F'(x) = W''(x) + \lambda > 3\alpha x^2 \geq 0$.

As a generalization of (5.19), we consider, for all $k \in \left[\frac{1}{h} - 1\right]_0$,

$$\Gamma \dot{U}_k = (\Delta_h U + \lambda U - F \circ U)_k.$$  \hfill (5.21)

By the Picard–Lindelöf theorem [37, Theorem I.3.1] the initial value problems corresponding
to (5.20) and (5.21) are guaranteed to have unique continuously differentiable solutions locally in time. By \( C^1 ([0, T^*]; \mathcal{V}_h) \) we denote the set of functions \( u : [0, T^*] \to \mathcal{V}_h \) that are continuously differentiable (considering one-sided derivatives at the endpoints of the interval). Any operator (such as \( \Delta_h \) or \( \Gamma \)) which is defined on \( \mathcal{V}_h \), has a natural action on \( C^1 ([0, T^*]; \mathcal{V}_h) \), defined by \( (\Delta_h u)(t) = \Delta_h u(t) \), \( (\Gamma u)(t) = \Gamma u(t) \), etc.

We start by proving a minimum principle for supersolutions and a comparison principle for solutions of (5.20). If \( u \) solves equation (5.21), then it satisfies the required assumptions of part (i) of Proposition 29 below, with

\[
b = -\lambda + \int_0^1 F'(\theta u) d\theta \geq -\lambda.
\]

**Proposition 29.**

(i) (Minimum principle). Let \( T > 0 \) and assume that there exist a function \( b : [0, T] \times \mathcal{V}_h \to \mathbb{R} \) that is bounded below and a function \( v \in C^1 ([0, T]; \mathcal{V}_h) \) such that, for all \( k \in \left[ \frac{1}{h} - 1 \right] \),

\[
\dot{v}_k \geq (\Delta_h v)_k - b_k v_k.
\]

If, for all \( k \in \left[ \frac{1}{h} - 1 \right] \), \( v_k(0) \geq 0 \), then, for all \( k \in \left[ \frac{1}{h} - 1 \right] \) and for all \( t \in [0, T] \), \( v_k(t) \geq 0 \).

(ii) (Growth estimate). Let \( T > 0 \) and assume that \( u \in C^1 ([0, T]; \mathcal{V}_h) \) is a solution of (5.20) starting from \( u_0 \in L^2_h \). Then, for all \( t \in [0, T_1] \), \( \| u(t) \|_{\infty} \leq \| u_0 \|_{\infty} e^{\lambda t} \).

**Proof.** (i) Without loss of generality we may assume that \( b < 0 \), for if it is not, let \( \tilde{\lambda} \in \mathbb{R} \) be such that

\[
\tilde{\lambda} > -\inf_{(k, t) \in \left[ \frac{1}{h} - 1 \right] \times [0, T]} b_k(t).
\]

Since \( b \) is bounded below, this is well-defined. Then we consider the following inequality for \( \tilde{v}(t) := e^{-\tilde{\lambda} t} v(t) \):

\[
\dot{\tilde{v}}(t) = -\tilde{\lambda} e^{-\tilde{\lambda} t} v(t) + e^{-\tilde{\lambda} t} \dot{v}(t) \geq -\tilde{\lambda} \tilde{v}(t) + e^{-\tilde{\lambda} t} (\Delta_h v(t) - e^{-\tilde{\lambda} t} b(t) v(t))
\]

\[
= \Delta_h \tilde{v}(t) - (b(t) + \tilde{\lambda}) \tilde{v}(t).
\]

By definition of \( \tilde{\lambda} \), we have \( b + \tilde{\lambda} > 0 \). Moreover, \( \tilde{v}_k(t) \geq 0 \) if and only if \( v_k(t) \geq 0 \).

Suppose that the conclusion of part (i) were false. Since \( v \) is continuous in \( t \), the minimum of \( v_k(t) \) over all \( (k, T) \in \left[ \frac{1}{h} - 1 \right] \times [0, T] \) exists and is negative (i.e., < 0). Take a minimizer
Remark 30. We note that the comparison principles from Proposition 29 (ii) allow us to extend our earlier local-in-time existence results for the initial value problems associated with (5.20) to global-in-time existence results\(^{10}\). Given \(u_0^h \in L^2_h\), by the local-in-time result there exists \(T^* > 0\) such that

\[
(k_0, t_0) \in \left[\frac{1}{h} - 1\right]_0 \times (0, T].
\]

Then \(\dot{v}_{k_0}(t_0) \leq 0\) and

\[
(\Delta_h v)_{k_0}(t_0) = \frac{(v_{k_0+1}(t) - v_{k_0}(t)) + (v_{k_0-1}(t) - v_{k_0}(t))}{h^2} \geq 0,
\]

and thus \(0 \geq -b_{k_0}(t_0)v_{k_0}(t_0)\). This contradicts \(v_{k_0}(t_0) < 0\).

(ii) We will prove that, for all \(t \in [0, T]\),

\[
\max_k u_k(t) \leq \|u_0\|\infty e^{\lambda t}.
\]

A symmetric argument, of which we will not give the details, yields the estimate from below by \(-\|u_0\|\infty e^{\lambda t}\).

Define \(\overline{u} \in C^1(\mathbb{R}; V_h)\) by \(\overline{u}(t) := \|u\|\infty e^{\lambda t}\). We observe that, for all \(t \in \mathbb{R}\), \(\overline{u}(t)\) is constant on \(V_h\) and thus \(\Delta_h \overline{u} = 0\). Moreover, for all \(k \in \left[\frac{1}{h} - 1\right]_0\), \((F \circ \overline{u})_k = F\left(\|u\|\infty e^{\lambda t}\right) \geq 0\), since \(F(0) = 0\) and \(F\) is nondecreasing. Thus \(\overline{U}\) is a supersolution of (5.20), i.e., for all \(t \in \mathbb{R}\),

\[
\dot{\overline{u}}(t) = \lambda \overline{u}(t) = \Delta_h \overline{u}(t) + \lambda \overline{u}(t) \geq \Delta_h \overline{u}(t) + \lambda \overline{u}(t) - F \circ \overline{u}(t).
\]

Thus \(v := \overline{u} - u\) solves, for all \(t \in [0, T]\),

\[
\dot{v} \geq \Delta_h v + \lambda v - F \circ \overline{u} + F \circ u = \Delta_h v - bw,
\]

where we defined, for all \(k \in \left[\frac{1}{h} - 1\right]_0\) and for all \(t \in [0, T]\),

\[
b_k(t) := -\lambda + \int_0^1 F'(\theta \overline{u}(t) + (1 - \theta)u(t)) \, d\theta.
\]

Since \(u\) and \(\overline{u}\) are continuous, the sets \(u([0, T])\) and \(\overline{u}([0, T])\) are compact and thus, by Tychonoff’s theorem so is \([0, 1] \times u([0, T]) \times \overline{u}([0, T])\). Since the function \(\mathbb{R}^3 \to \mathbb{R}, (\theta, x, y) \mapsto \theta x + (1 - \theta)y\) is continuous, the set \(\Theta := \left\{\theta x + (1 - \theta)y \in \mathbb{R} \mid (\theta, x, y) \in [0, 1] \times u([0, T]) \times \overline{u}([0, T])\right\}\) is compact. Because \(F'\) is continuous, the set \(F' (\Theta)\) is compact and in particular bounded. This implies that the function \(b\) is bounded and thus we can apply part (i) of the current proposition. Doing so yields, for all \(t \in [0, T]\) and for all \(k \in \left[\frac{1}{h} - 1\right]_0\), \(v_k(t) \geq 0\). The proof is now complete.

\[\square\]
such that a solution $u^h \in C^1([0,T^*];\mathcal{V}_h)$ exists of (5.20) with initial condition $u^h(0) = u^h_0$.

Since the right-hand side of (5.20) is defined for all $u \in L^2_h$ and continuous with respect to $u$, by standard ODE results (e.g [37, Theorem I.2.1]), the maximal right-interval of existence of the solution is $[0, \infty)$ unless there exists a time $T^{**}$ such that the solution can be extended to $[0, T^{**}]$ and $\lim_{t \to T^{**}} u(t) = \pm \infty$. By the comparison principle it follows that such a $T^{**}$ does not exist and thus the solution exists for all $t > 0$.

In the following proposition we compare a solution $u$ of (5.20) with $\Gamma u$.

**Proposition 31.** Let $h \in \mathcal{H}$ and let $u$ be a solution of (5.20) with initial data $u_0 \in \mathcal{V}_h$. Then, for all $t$ in the domain of $u$,

$$e^{-2\lambda t} \|u(t) - \Gamma u(t)\|_h^2 + 2 \int_0^t e^{-2\lambda s} \|\nabla_h (u(s) - \Gamma u(s))\|_{h,h}^2 \, ds \leq \frac{h^2}{9} \|\nabla_h u_0\|_{h,h}^2.$$  

**Proof.** To simplify notation, we suppress the explicit dependence on $t$ (which is assumed to be in the domain of $u$) in the first half of this proof.

Remembering the definition of $\tau_{\pm}$ from (5.13), we have

$$3 \left( u - \Gamma u \right) = \frac{1}{2} \left[ (u - \tau_+ u) + (u - \tau_- u) \right].$$  

Hence

$$\|u - \Gamma u\|_h^2 = \frac{1}{6^2} \|u - \tau_+ u\|_h^2 \left[ (u - \tau_+ u) + (u - \tau_- u) \right] \leq \frac{1}{18} \left( \|u - \tau_+ u\|_h^2 + \|u - \tau_- u\|_h^2 \right)$$

$$= \frac{1}{18} \left( \|v_+\|_h^2 + \|v_-\|_h^2 \right),$$

where we used the notation $v_{\pm} := u - \tau_{\pm} u$. We also used that $\|a + b\|^2 \leq (\|a\| + \|b\|)^2 = \|a\|^2 + \|b\|^2 + 2\|a\|\|b\| \leq 2\|a\|^2 + 2\|b\|^2$, which holds for any norm. Because $\nabla_h$ is a linear operator, we thus also have

$$\|\nabla_h (u - \Gamma u)\|_{h,h}^2 = \frac{1}{6^2} \|\nabla_h v_+ + \nabla_h v_-\|_{h,h}^2 \leq \frac{1}{18} \left( \|\nabla_h v_+\|_{h,h}^2 + \|\nabla_h v_-\|_{h,h}^2 \right).$$

Since $\tau_{\pm} u$ solves (5.20), calculating the inner product $\langle u - \tau_{\pm} u, \dot{u} - \tau_{\pm} \dot{u} \rangle_h = \frac{1}{2} \frac{d}{dt} \|v_\pm\|_h^2$ yields

$$\frac{1}{2} \frac{d}{dt} \|v_\pm\|_h^2 - \lambda \|v_\pm\|_h^2 + \|\nabla_h v_\pm\|_{h,h}^2 = - \langle u - \tau_{\pm} u, F \circ u - F \circ \tau_{\pm} u \rangle_h.$$  

without guarantee of differentiability.
Here we used (5.4). The last term is nonpositive since $F$ is nondecreasing. This implies

$$
\frac{d}{dt} \left( e^{-2\lambda t} \| v_\pm(t) \|^2 \right) + 2 e^{-2\lambda t} \| \nabla_h v_\pm(t) \|^2 \leq 0.
$$

Integrating this inequality over $(0, t)$ and using (5.15), we find

$$
0 \geq e^{-2\lambda t} \| v_\pm(t) \|^2 - \| v_\pm(0) \|^2 + 2 \int_0^t e^{-2\lambda s} \| \nabla_h v_\pm(s) \|^2 ds = e^{-2\lambda t} \| v_\pm(t) \|^2 - h^2 \| \nabla_h u_0 \|^2 + 2 \int_0^t e^{-2\lambda s} \| \nabla_h v_\pm(s) \|^2 ds.
$$

Recalling the earlier estimates for $\| u - \Gamma u \|^2$ and $\| \nabla_h (u - \Gamma u) \|^2$, the desired inequality follows:

$$
e^{-2\lambda t} \| u(t) - \Gamma u(t) \|^2 + 2 \int_0^t e^{-2\lambda s} \| \nabla_h (u(s) - \Gamma u(s)) \|^2 ds \leq \frac{1}{18} \left( e^{-2\lambda t} \| v_+ \|^2 + 2 \int_0^t e^{-2\lambda s} \| \nabla_h v_+ \|^2 \right) + e^{-2\lambda t} \| v_- \|^2 + 2 \int_0^t e^{-2\lambda s} \| \nabla_h v_- \|^2 ds \leq \frac{h^2}{9} \| \nabla_h u_0 \|^2.
$$

\[\square\]

**Theorem 32.** Let $\lambda \geq 0$ and $T > 0$. Assume $u \in C^1([0, T]; \mathcal{V}_h)$ solves (5.20) starting from $u_0 \in \mathcal{L}_h$ and $U \in C^1([0, T]; \mathcal{V}_h)$ solves (5.21) starting from $U_0 \in \mathcal{L}_h$. Then there exists a constant $C_N$, depending only on $\lambda$, $T$, and $\| u_0 \|_\infty$ (details in (5.26) and (5.27)), such that, for all $t \in [0, T]$ and for all $\delta > 0$,

$$
\| \Gamma^{1/2}(u(t) - U(t)) \|^2 \leq \left[ h^2 e^{2\lambda T} \left( \frac{1}{18} + \frac{C_N}{\lambda \delta} \right) \| \nabla_h u_0 \|^2 + \Gamma^{1/2}(u_0 - U_0) \|^2 \right] e^{(\lambda + \delta)t},
$$

provided that $h \in \mathcal{F}_h$.

In particular, if $u_0 = U_0$ and $h \in \mathcal{F}_h$, then, for all $t \in [0, T]$ and all $\delta > 0$, there exists a $C_\delta > 0$ depending on $\lambda$, $\delta$, $T$, and $\| u_0 \|_\infty$ (details in (5.28)), such that

$$
\| u(t) - U(t) \|^2 \leq C_\delta h^2 \| \nabla_h u_0 \|^2 e^{(\lambda + \delta)t}.
$$

**Proof.** Let $h \in (0, h_0) \cap \mathcal{F}_h$. In most lines of the proof, to simplify the notation we will not write the explicit dependence on $t \in [0, T]$. 
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Similarly as in the proof of Proposition 31, we shall calculate \( (v, v)_h = \langle v, \Gamma v \rangle_h = \| \Gamma^{1/2} v \|_h^2 \) with \( v := u - U \). Using equations (5.20) for \( u \) and (5.21) for \( U \), together with the self-adjointness of \( \Gamma \) and the fact that \( \Gamma \) and \( \frac{d}{dt} \) commute, we obtain that

\[
\frac{1}{2} \frac{d}{dt} \| \Gamma^{1/2} v \|_h^2 = \langle v, \Gamma v \rangle_h
\]

\[
= \langle v, \Gamma \Delta_h u - \Delta_h U \rangle_h - \langle v, \Gamma F \circ u - F \circ U \rangle_h + \lambda \langle v, \Gamma u - U \rangle_h \quad \text{.} \tag{5.24}
\]

We proceed by computing \( I_1 \), using (5.4):

\[
I_1 = \langle v, \Delta_h v \rangle_h + \langle v, \Gamma \Delta_h u - \Delta_h u \rangle_h
\]

\[
= -\langle \nabla_h v, \nabla_h v \rangle_{h,h} - \langle \nabla_h v, \nabla_h (\Gamma u - u) \rangle_{h,h}
\]

since \( \Delta_h \Gamma = \Gamma \Delta_h \). Applying Young’s inequality \( ab \leq (a^2 + b^2)/2 \), we obtain

\[
I_1 \leq -\| \nabla_h v \|_{h,h}^2 + \frac{1}{2} \| \nabla_h v \|_{h,h}^2 + \frac{1}{2} \| \nabla_h (\Gamma u - u) \|_{h,h}^2
\]

\[
= -\frac{1}{2} \| \nabla_h v \|_{h,h}^2 + \frac{1}{2} \| \nabla_h (u - \Gamma u) \|_{h,h}^2
\]

We next calculate \( I_2 \). Since \( F \) is nondecreasing, we see that

\[
I_2 = -\langle v, F \circ u - F \circ U \rangle_h - \langle v, \Gamma F \circ u - F \circ u \rangle_h \leq -\langle v, \Gamma F \circ u - F \circ u \rangle_h
\]

\[
\leq \| v \|_h \| \Gamma F \circ u - F \circ u \|_h, \tag{5.25}
\]

where we used the Cauchy–Schwarz inequality to obtain the last inequality. Because

\[
(\Gamma F \circ u)_k = \frac{2}{3} F(u_k) + \frac{1}{6} F(u_{k-1}) + \frac{1}{6} F(u_{k+1}),
\]

a similar observation as the one for \( u - \Gamma u \) in (5.22) shows that

\[
F \circ u - \Gamma F \circ u = \frac{1}{6} [ (F \circ u - F \circ \tau_+ u) + (F \circ u - F \circ \tau_- u) ].
\]

By Proposition 29 (ii), we know \( \| u \|_\infty(t) \leq \| u_0 \|_\infty e^{2\lambda t} \). Thus, pointwise on \( V_h \),

\[
| F \circ u(t) - F \circ \tau_\pm u(t) | \leq \left| \int_0^1 F'(\theta u(t) + (1 - \theta)\tau_\pm u(t)) \, d\theta \right| | u(t) - \tau_\pm u(t) |
\]

\[
\leq N | u(t) - \tau_\pm u(t) |
\]
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with

\[ N := \sup \left\{ F'(s) \mid |s| \leq \|u_0\|_\infty e^{\lambda T} \right\}. \]  \hspace{1cm} (5.26)

This estimate, combined with (5.25) and the triangle inequality, yields

\[ I_2 \leq \frac{1}{6} \|v\|_h (\|F \circ u - F \circ \tau_u\|_h + \|F \circ u - F \circ \tau_u\|_h) \]
\[ \leq \frac{N}{6} \|v\|_h (\|u - \tau_u\|_h + \|u - \tau_u\|_h). \]

Similarly, using (5.22) and the Cauchy–Schwarz and triangle inequalities again, we estimate

\[ I_3 = \lambda \|v\|_{h}^2 + \lambda (v, \Gamma u - u)_h \]
\[ \leq \lambda \|v\|_{h}^2 + \frac{\lambda}{6} \|v\|_h (\|u - \tau_u\|_h + \|u - \tau_u\|_h). \]

Let \( \delta > 0 \). Applying Young’s inequality, \( ab \leq \frac{\delta}{2} a^2 + \frac{1}{2\delta} b^2 \), to the estimates for \( I_2 \) and \( I_3 \) above, we find

\[ I_2 \leq \frac{\delta}{2} \|v\|_{h}^2 + \frac{1}{2\delta} \left( \frac{N}{6} \right)^2 \|u - \tau_u\|_h + \|u - \tau_u\|_h. \]
\[ I_3 \leq \lambda \|v\|_{h}^2 + \frac{\delta}{2} \|v\|_{h}^2 + \frac{1}{2\delta} \left( \frac{\lambda}{6} \right)^2 (\|u - \tau_u\|_h + \|u - \tau_u\|_h)^2. \]

Combining our estimates for \( I_1, I_2, \) and \( I_3 \) with (5.24) we find

\[ \frac{1}{2} \frac{d}{dt} \|\Gamma^{1/2} v\|_{h}^2 (t) + \frac{1}{2} \|\nabla_h v\|_{h,h}^2 \]
\[ \leq \frac{1}{2} \|\nabla_h (u - \Gamma u)\|_{h,h}^2 (t) + (\lambda + \delta) \|v\|_h^2 + \frac{C_N}{2\delta} (\|u - \tau_\mu\|_{h}^2 + \|u - \tau_u\|_{h}^2) \]

with

\[ C_N := \frac{N^2 + \lambda^2}{36}. \]  \hspace{1cm} (5.27)

Integrating over \( (0, t) \) and multiplying by 2, we get, by rearranging terms,

\[ \|\Gamma^{1/2} v(t)\|_{h}^2 + \int_0^t \|\nabla_h v(s)\|_{h,h}^2 ds \leq \int_0^t \|\nabla_h (u - \Gamma u)(s)\|_{h,h}^2 ds \]
\[ + 2(\lambda + \delta) \int_0^t \|v(s)\|_{h}^2 ds \]
\[ + \frac{C_N}{\delta} \left( \int_0^t \|u(s) - \tau_u u(s)\|_{h}^2 ds + \int_0^t \|u(s) - \tau_u u(s)\|_{h}^2 ds \right) + \|\Gamma^{1/2} (u_0 - U_0)\|_{h}^2. \]
By Proposition 31 we have
\[
\int_0^t \| \nabla_h (u(s) - \Gamma u(s)) \|^2_{h,h} \, ds \leq e^{2\lambda T} \int_0^t e^{-2\lambda s} \| \nabla_h (u(s) - \Gamma u(s)) \|^2_{h,h} \, ds \\
\leq \frac{h^2}{18} e^{2\lambda T} \| \nabla_h u_0 \|^2_{h,h}.
\]

From (5.23) in the proof of Proposition 31, we see that
\[
e^{-2\lambda t} \| u(t) - \tau \pm u(t) \|^2_{h} + 2 \int_0^t e^{-2\lambda s} \| \nabla_h (u - \tau \pm u)(s) \|^2_{h,h} \, ds \leq h^2 \| \nabla_h u_0 \|^2_{h,h}.
\]

This yields
\[
\int_0^t \| u(s) - \tau \pm u(s) \|^2_{h} \, ds \leq h^2 \| \nabla_h u_0 \|^2_{h,h} \int_0^t e^{2\lambda s} \, ds = \frac{h^2}{2\lambda} \| \nabla_h u_0 \|^2_{h,h} \left( e^{2\lambda t} - 1 \right)
\]
\[
\leq \frac{h^2}{2\lambda} e^{2\lambda T} \| \nabla_h u_0 \|^2_{h,h}.
\]

Applying these estimates, we deduce that
\[
\| \Gamma^{1/2} v(t) \|^2_{h} + \int_0^t \| \nabla_h v(s) \|^2_{h,h} \, ds \\
\leq h^2 \| \nabla_h u_0 \|^2_{h,h} \int_0^t e^{2\lambda s} \, ds = \frac{h^2}{2\lambda} \| \nabla_h u_0 \|^2_{h,h} \left( e^{2\lambda t} - 1 \right)
\]
\[
\leq \frac{h^2}{2\lambda} e^{2\lambda T} \| \nabla_h u_0 \|^2_{h,h}.
\]

After applying \( \| v \|^2_{h} \leq 3 \| \Gamma^{1/2} v \|^2_{h} \) from (5.12) to the integrand on the right-hand side, Grönwall’s inequality yields, for all \( t \in [0, T] \),
\[
\| \Gamma^{1/2} v(t) \|^2_{h} \leq \left[ h^2 e^{2\lambda T} \left( \frac{1}{18} + \frac{C_N}{\lambda \delta} \right) \| \nabla_h u_0 \|^2_{h,h} + \| \Gamma^{1/2} (u_0 - U_0) \|^2_{h} \right] e^{6(\lambda + \delta)t}.
\]

This proves the first result.

In the special case where \( u_0 = U_0 \), we find
\[
\| v(t) \|^2_{h} \leq C_* h^2 \| \nabla_h u_0 \|^2_{h,h} e^{6(\lambda + \delta)t}.
\]

with
\[
C_* := e^{2\lambda T} \left( \frac{1}{6} + \frac{3C_N}{\lambda \delta} \right).
\]

This proves the second desired estimate. \( \square \)

We can now prove Theorem 28.
Proof of Theorem 28. Let $\delta > 0$ and $t \in [0, T]$. By Lemma 21 and Theorem 32 (with $u = u^h$, $U = U^h$, $\lambda > \alpha$, and $F(x) = W'(x) + \lambda x$) we have, for $h$ small enough,

$$
\|I_h U^h(t) - I_h u^h(t)\|_{L^2(T)} = \|\Gamma^{1/2}(U^h(t) - u^h(t))\|_h \leq C_{\ast}^{1/2} h \|\nabla_h u^h_0\|_{h,h} e^{3(\lambda + \delta)t}.
$$

By assumption we also have that $\|u^h_0\|_\infty$ is bounded uniformly in $h$, for $h$ small enough. Consequently so is $C_{\ast}^{1/2}$ (which depends on $h$ only through $\|u_0\|_\infty$).

First taking the supremum over $t \in [0, T]$ in the inequality above and then the limit for $h \to 0$ yields Theorem 28, since, by assumption, $h\|\nabla_h u^h_0\|_{h,h} \to 0$ as $h \to 0$. \hfill $\Box$

5.7 Projections

Let $h \in \mathcal{H}$. We define $H_h$ to be the space of real-valued continuous piecewise linear functions on $\mathbb{T}$ whose derivatives can only have jumps at the points $kh \in \mathbb{T}$ with $k \in \{0, \ldots, 1/h - 1\}$. (As an aside we observe that, if $f \in H_{h,i}$—see (A.9)—then, keeping all coordinates but $x_i$ fixed, the function $x_i \mapsto f(x)$ is in $H_h$.) We note that $I_h L_h^2 = H_h$. Moreover, $H_h$ is a linear subspace of $L^2(\mathbb{T})$ and, having finite dimension, it is also closed.

To be able to use Theorem 13 to prove Theorem 27, we require a projection $P_h$ corresponding to the embedding $I_h : \mathbb{T}^2 \to L^2(\mathbb{T})$, as explained in Section 2. We will define this projection using a few intermediary functions, which will prove useful in their own right.

We define $\overline{P}_h : L^2(\mathbb{T}) \to H_h$ to be the orthogonal projection from $L^2(\mathbb{T})$ to $H_h$. As one of the standard properties of orthogonal projections, it follows immediately that $\overline{P}_h$ satisfies, for all $w \in L^2(\mathbb{T})$,

$$
\|\overline{P}_h w\|_{L^2(\mathbb{T})} \leq \|w\|_{L^2(\mathbb{T})}. \tag{5.29}
$$

Moreover, for all $w \in L^2(\mathbb{T})$, there exists a $w^\perp \in H_h^\perp$ (where $H_h^\perp$ denotes the orthogonal complement of $H_h$ in $L^2(\mathbb{T})$), such that $w = \overline{P}_h w + w^\perp$. Since $1 \in H_h$, we have

$$
\int_{\mathbb{T}} \overline{P}_h w(x) \, dx = \int_{\mathbb{T}} w(x) \cdot 1 \, dx - \int_{\mathbb{T}} w^\perp(x) \cdot 1 \, dx = \int_{\mathbb{T}} w(x) \, dx. \tag{5.30}
$$

With $C(\mathbb{T})$ being the set of continuous functions on $\mathbb{T}$, in this one-dimensional case we define the projection $\pi_h : C(\mathbb{T}) \to \mathbb{T}^2$ by, for all $w \in C(\mathbb{T})$,

$$
(\pi_h w)(kh) = w(kh), \quad \text{for } k \in \left[\frac{1}{h} - 1\right]_0. \tag{5.31}
$$

Now we define $P_h : L^2(\mathbb{T}) \to \mathbb{T}^2$ as $P_h := \pi_h \circ \overline{P}_h$. Since the restricted operator $\overline{P}_h|_{H_h}$ is the identity map $\text{Id}_{H_h}$ on $H_h$, we have that $P_h \circ I_h = \pi_h \circ \overline{P}_h \circ I_h = \pi_h \circ \text{Id}_{H_h} \circ I_h = \text{Id}_{\mathbb{T}^2}$, the
identity map on $\mathcal{L}^2_h$, as required by our discussion in Section 2.

Furthermore, we note that $I_h \circ \pi_h|_{H_h} = \text{Id}_{H_h}$. Hence $I_h \circ P_h = I_h \circ \pi_h \circ \overline{P}_h = \overline{P}_h$, and thus for all $w \in L^2(\mathbb{T})$ we have

$$
\|P_h w\|_\mathcal{L}^2 = \|I_h \circ P_h w\|_{L^2(\mathbb{T})} = \|\overline{P}_h w\|_{L^2(\mathbb{T})} \leq \|w\|_{L^2(\mathbb{T})}.
$$

Hence the non-strict contraction requirement from (2.5) is also satisfied. Moreover, using again that $P_h$ is an orthogonal projection, we have, for all $v \in \mathcal{L}^2_h$ and for all $w \in L^2(\mathbb{T})$,

$$
\|v - P_h w\|^2_h + \|I_h P_h w - w\|^2_{L^2(\mathbb{T})} = \|I_h v - I_h P_h w\|^2_{L^2(\mathbb{T})} + \|I_h P_h w - w\|^2_{L^2(\mathbb{T})}
$$

$$
= \|I_h v - \overline{P}_h w\|^2_{L^2(\mathbb{T})} + \|\overline{P}_h w - w\|^2_{L^2(\mathbb{T})}
$$

$$
= \|I_h v - w\|^2_{L^2(\mathbb{T})}.
$$

For the final equality, we used that $I_h v \in H_h$. This establishes that $P_h$ satisfies condition (2.8). We postpone our check of condition (2.10) to the proof of Theorem 27 in Section 5.8.

Our goal in the remainder of Section 5.7 is to establish some useful properties of $P_h$, which we will need in our proof of Theorem 27. We collect these results in Theorem 33. In numerical analysis, these properties sometimes go by the name of stability in $H^1(\mathbb{T})$.

**Theorem 33.**

(i) For all $w \in H^1(\mathbb{T})$ the estimate

$$
\|(P_h w)'\|_{L^2(\mathbb{T})} \leq C\|w'\|_{L^2(\mathbb{T})}
$$

holds with $C := 4\sqrt{3}/\pi + 2$.

(ii) For all $w \in H^1(\mathbb{T})$, $\lim_{h \to 0} \|(P_h w - w)'\|_{L^2(\mathbb{T})} = 0$.

(iii) For all $w \in L^2(\mathbb{T})$, $\lim_{h \to 0} \|P_h w - w\|_{L^2(\mathbb{T})} = 0$.

(iv) For all $w \in H^1(\mathbb{T})$, $P_h w \to w$ uniformly, as $h \to 0$.

In [32, Theorem 1.5], this is proved using the Ritz operator, i.e., the projection operator from $H^1(\mathbb{T})$ to $H_h$, and elliptic regularity in a general domain. A more general estimate in $L^1(\mathbb{T})$ and $W^{1,p}(\mathbb{T})$ has been established in [18, Theorem 2], where the two-dimensional case is also discussed.

Here we will prove Theorem 33 by other means. To do so, we first require a different projection operator, $\pi_h$, and its properties which we present in Lemma 34. We present a proof
of Theorem 33 after we have proven this lemma. We define \( \pi_h : C(\mathbb{T}) \rightarrow H_h \subset C(\mathbb{T}) \), by following \( \pi_h \) with a linear interpolation on each interval \((kh, (k+1)h)\), i.e., \( \pi_h := I_h \circ \pi_h \).

In the following lemma we collect some basic properties of the error \( e_h w := \pi_h w - w \in C(\mathbb{T}) \). Recall that \( H^2(\mathbb{T}) \subset H^1(\mathbb{T}) \subset C(\mathbb{T}) \) by the Sobolev embedding \([1]\) and so \( \pi_h \) is well-defined on \( H^1(\mathbb{T}) \) and \( H^2(\mathbb{T}) \). We also note that \( H_h \subset H^1(\mathbb{T}) \).

In the proof of the following lemma, we require two Poincaré–Wirtinger(-type) inequalities. In order not to interrupt the flow of the main argument, we defer the statement and proof of these inequalities to Lemma 44 in Appendix C.

**Lemma 34.** The following estimates are valid.

\[ (i) \quad \|e_h w\|_{L^2([0,h])}^2 \leq \frac{(2h/\pi)^2}{h} \|w'\|_{L^2([0,h])}^2, \quad \text{for all } w \in H^1(\mathbb{T}). \]

\[ (ii) \quad \|e_h w\|_{L^2([0,h])}^2 \leq \frac{(h/\pi)^4}{4} \|w''\|_{L^2([0,h])}^2, \quad \text{for all } w \in H^2(\mathbb{T}). \]

\[ (iii) \quad \|(e_h w)'\|_{L^2([0,h])}^2 \leq \frac{1}{3} h^2 \|w''\|_{L^2([0,h])}^2, \quad \text{for all } w \in H^2(\mathbb{T}). \]

\[ (iv) \quad \|(\pi_h w)'\|_{L^2([0,h])} \leq \|w'\|_{L^2([0,h])}, \quad \text{for all } w \in H^1(\mathbb{T}). \]

\[ (v) \quad \|w''\|_{L^2([0,h])}^2 \leq \frac{12}{h^2} \|w\|_{L^2([0,h])}^2, \quad \text{for all } w \in H_h. \]

**Proof.** We first prove (iv). Let \( w \in H^1(\mathbb{T}) \). By definition

\[ \int_0^h |(\pi_h w)'(x)|^2 \, dx = \left| \frac{w(h) - w(0)}{h} \right|^2 h = \frac{1}{h} \int_0^h w'(x) \, dx \right|^2 \cdot h. \]

By Hölder’s inequality or Jensen’s inequality \([27, \text{Appendix B Theorem 2}]\), this is dominated by

\[ \frac{1}{h} \int_0^h |w'(x)|^2 \, dx \cdot h = \int_0^h |w'|^2 \, dx. \]

Similarly,

\[ \int_{kh}^{(k+1)h} |(\pi_h w)'(x)|^2 \, dx \leq \int_{kh}^{(k+1)h} |w'(x)|^2 \, dx. \]

Adding these inequalities from \( k = 0 \) to \( k = 1/h - 1 \) and taking square roots yields (iv).

We next prove (i). Let \( w \in H^1(\mathbb{T}) \). Since \( e_h w(0) = e_h w(h) = 0 \), by the Poincaré–Wirtinger inequality in Lemma 44 (i) we have

\[ \int_0^h |e_h w(x)|^2 \, dx \leq \frac{(h/\pi)^2}{h} \|w''\|_{L^2([0,h])}^2. \]
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By (iv) we have \( \|(\pi_h w)'\|_{L^2(\mathbb{T})} \leq \|w\|_{L^2(\mathbb{T})} \) by (iv), so that \( \|(e_h w)'\|_{L^2(\mathbb{T})} \leq 2\|w\|_{L^2(\mathbb{T})} \). Hence

\[
\int_0^h |e_h w(x)|^2 \, dx \leq (2h/\pi)^2 \|w\|_{L^2((0,h))}^2.
\]

Similar inequalities can be derived on the intervals \((kh, (k+1)h)\). Adding these from \( k = 0 \) to \( k = 1/h - 1 \) yields (i).

For the proof of (ii), assume that \( w \in H^2(\mathbb{T}) \). Since \( e_h w(0) = e_h w(h) = 0 \), by the Poincaré–Wirtinger-type inequality in Lemma 44 (ii) we have

\[
\int_0^h |e_h w(x)|^2 \, dx \leq (h/\pi)^4 \int_0^h |(e_h w)''(x)|^2 \, dx.
\]

Since \((\pi_h w)'' = 0\) a.e. on \((0,h)\), this implies

\[
\int_0^h |e_h w(x)|^2 \, dx \leq (h/\pi)^4 \int_0^h |w''(x)|^2 \, dx.
\]

Similarly as before, this yields

\[
\|e_h w\|_{L^2(\mathbb{T})}^2 \leq (h/\pi)^4 \|w''\|_{L^2(\mathbb{T})}^2.
\]

To prove (iii), we again let \( w \in H^2(\mathbb{T}) \) and consider the integral

\[
\int_0^h |(e_h w)'(x)|^2 \, dx = \int_0^h \left| w'(x) - \frac{w(h) - w(0)}{h} \right|^2 \, dx.
\]

Setting \( u = w' \), this integral becomes

\[
\int_0^h \left| u(x) - \frac{1}{h} \int_0^h u(y) \, dy \right|^2 \, dx = \int_0^h \left| \frac{1}{h} \int_0^h (u(x) - u(y)) \, dy \right|^2 \, dx.
\]

This is dominated by

\[
\int_0^h \left( \frac{1}{h} \int_0^h |u(y) - u(x)|^2 \, dy \right) \, dx,
\]

by the Hölder or Jensen inequality. Either of these inequalities also implies that

\[
|u(y) - u(x)|^2 = \int_x^y |u'(s)| \, ds \leq |x - y| \int_x^y |u'(s)|^2 \, ds \leq |x - y| \int_0^h |u'(s)|^2 \, ds,
\]
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where the final inequality holds for \(x, y \in (0, h)\). Combining these observations, we have

\[
\int_0^h \left| (e_h w)'(x) \right|^2 \, dx \leq \frac{1}{h} \int_0^h \int_0^h |x - y| \, dx \, dy \int_0^h |w''(s)|^2 \, ds
\]

\[
= \tilde{C} h^2 \int_0^h |w''(s)|^2 \, ds,
\]

with, as required,

\[
\tilde{C} = \int_0^1 \int_0^1 |x - y| \, dx \, dy = \int_0^1 \left[ \int_0^y (y - x) \, dx + \int_y^1 (x - y) \, dx \right] \, dy
\]

\[
= \int_0^1 \left[ \left( y^2 - \frac{1}{2} y^2 \right) + \left( \frac{1}{2} - y - \frac{1}{2} y^2 + y^2 \right) \right] \, dy
\]

\[
= \int_0^1 \left( y^2 - y + \frac{1}{2} \right) \, dy = \frac{1}{3}.
\]

We thus obtain (iii).

Finally, we shall prove the reverse Poincaré–Wirtinger-type estimate (v) for \(w \in H_h\). It suffices to prove this inequality in \((0, h)\) for a linear function \(w\), as the full result on \(T\) will then follow by summing the contributions over all the intervals \((kh, (k + 1)h)\) as in earlier parts of this proof. We may assume that \(w(x) = ax - b\) for \(a > 0, b \in \mathbb{R}\), by the symmetry provided by the square in the integrand. By overall multiplication of \(w\) by a constant, we may assume that \(a = 1\). Then

\[
\int_0^h (w'(x))^2 \, dx = h,
\]

while

\[
\int_0^h w^2(x) \, dx = \int_0^h (x - b)^2 \, dx
\]

\[
\geq \int_0^h (x - h/2)^2 \, dx = 2 \cdot \frac{1}{3} \left( \frac{h}{2} \right)^3 = \frac{1}{12} h^3.
\]

The inequality follows since \(b \mapsto \int_0^h (x - b)^2 \, dx\) achieves its minimum value at \(b = \frac{h}{2}\). Thus we have

\[
\int_0^h (w'(x))^2 \, dx \leq (12/h^2) \int_0^h w^2(x) \, dx.
\]

As is common practice in this proof by now, adding similar inequalities for each interval \((kh, (k + 1)h)\) yields (iv).

Proof of Theorem 33. (i) Let \(w \in H^1(\mathbb{T})\). This implies that also \(e_h w \in H^1(\mathbb{T})\). Since \(\pi_h w \in H_h \) and \(\mathcal{P}_h\) is a linear operator, we observe that

\[
((\mathcal{P}_h - I)w)' = -((\mathcal{P}_h(e_h w))' + (e_h w)').
\]
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From Lemma 34 (v) we see that
\[ \left\| (\mathcal{P}_h(e_hw))' \right\|_{L^2(T)} \leq \frac{2\sqrt{3}}{h} \left\| \mathcal{P}_h(e_hw) \right\|_{L^2(T)} \leq \frac{2\sqrt{3}}{h} \| e_hw \|_{L^2(T)}, \]
where for the last inequality we used that $\mathcal{P}_h$ is an orthogonal projection. By Lemma 34 (i v), we have
\[ \left\| (e_hw)' \right\|_{L^2(T)} \leq 2\| w' \|_{L^2(T)}. \]
Collecting these inequalities, we deduce that
\[ \left\| (\mathcal{P}_h(e_hw))' \right\|_{L^2(T)} \leq \frac{2\sqrt{3}}{h} \| e_hw \|_{L^2(T)} + 2\| w' \|_{L^2(T)}. \]

(ii) First we assume that $w \in H^2(\mathbb{T})$. As in (i) we have
\[ \left\| (\mathcal{P}_h - I)w' \right\|_{L^2(T)} \leq \frac{2\sqrt{3}}{h} \| e_hw \|_{L^2(T)} + \left\| (e_hw)' \right\|_{L^2(T)}. \]
By Lemma 34 (ii) and (iii), this estimate yields
\[ \left\| (\mathcal{P}_h - I)w' \right\|_{L^2(T)} \leq \left( \frac{4\sqrt{3}}{\pi} + 2 \right) \| w' \|_{L^2(T)}. \]

Now assume $w \in H^1(\mathbb{T})$ instead and $\delta > 0$. By density, there exists a $w_\delta \in H^2(\mathbb{T})$ such that $\left\| (w - w_\delta)' \right\|_{L^2(T)} < \delta$. As observed above
\[ \left\| (\mathcal{P}_h w_\delta - w_\delta)' \right\|_{L^2(T)} \rightarrow 0, \quad \text{as} \ h \rightarrow 0. \]
Thus,

\[
\left\| (\mathcal{P}_h w - w)' \right\|_{L^2(T)} \leq \left\| (\mathcal{P}_h w_\delta - w_\delta)' \right\|_{L^2(T)} + \left\| (\mathcal{P}_h (w - w_\delta))' \right\|_{L^2(T)} \\
+ \left\| (w - w_\delta)' \right\|_{L^2(T)} \\
\leq \left\| (\mathcal{P}_h w - w)' \right\|_{L^2(T)} + (C + 1) \left\| (w - w_\delta)' \right\|_{L^2(T)}.
\]

Sending \( h \) to zero yields

\[
\lim_{h \to 0} \left\| (\mathcal{P}_h w - w)' \right\|_{L^2(T)} \leq (C + 1) \left\| (w - w_\delta)' \right\|_{L^2(T)} < (C + 1) \delta.
\]

Taking \( \delta \to 0 \) gives the desired convergence.

(iii) First we assume that \( w \in H^1(T) \). From part (i) of this theorem, we know that also \( \mathcal{P}_h w \in H^1(T) \). By (5.30) we have that

\[
\int_T (\mathcal{P}_h w - w) \, dx = 0,
\]

so by the Poincaré–Wirtinger inequality for functions with zero ‘mass’ [44, Theorem 13.27 and Exercise 13.13], part (ii) of this theorem implies that \( \mathcal{P}_h w \to w \) strongly in \( L^2(T) \).

Now let \( w \in L^2(T) \). By density of \( H^1(T) \) in \( L^2(T) \), for all \( \delta > 0 \), there exists a \( w_\delta \in H^1(T) \) such that \( \| w - w_\delta \|_{L^2(T)} < \delta \). From (5.29) it follows that

\[
\| \mathcal{P}_h w - w \|_{L^2(T)} \leq \| \mathcal{P}_h w_\delta - w_\delta \|_{L^2(T)} + \| \mathcal{P}_h w - \mathcal{P}_h w_\delta \|_{L^2(T)} + \| w_\delta - w \|_{L^2(T)} \\
\leq \| \mathcal{P}_h w - w \|_{L^2(T)} + 2 \| w_\delta - w \|_{L^2(T)} \\
< \| \mathcal{P}_h w_\delta - w_\delta \|_{L^2(T)} + 2 \delta.
\]

By the first part of the proof of (iii) we have that \( \lim_{h \to 0} \| \mathcal{P}_h w_\delta - w_\delta \|_{L^2(T)} = 0 \). Hence, if we first take the limit superior for \( h \to 0 \) and then the limit for \( \delta \to 0 \), the required result follows.

(iv) Let \((h_j)\) be a sequence of positive real numbers which converges to zero and let \((h_{j_k})\) be a subsequence. By Morrey’s inequality [44, Theorem 11.34], (5.29), and part (i) of this theorem, there exists some constant \( \tilde{C}_1, \tilde{C}_2 > 0 \) such that

\[
\| \mathcal{P}_{h_{j_k}} w \|_{L^\infty(T)} \leq \tilde{C}_1 \| \mathcal{P}_{h_{j_k}} w \|_{H^1(T)} \leq \tilde{C}_2 \| w \|_{H^1(T)},
\]

thus the sequence \((\mathcal{P}_{h_{j_k}} w)\) is uniformly bounded.

Let \( x, y \in T \) and assume \([x, y] \subset T\) with appropriate periodicity taken into account. By
Hölder’s inequality and part (i) of this theorem we have

\[ \left| \mathcal{P}_{h^j k^j} w(x) - \mathcal{P}_{h^j k^j} w(y) \right| = \left| \int_{[x,y]} \mathcal{P}_{h^j k^j} w'(z) \, dz \right| \leq \int_{[x,y]} \left| \mathcal{P}_{h^j k^j} w'(z) \right| \, dz \leq \int_T \left| \mathcal{P}_{h^j k^j} w' \right| \, dz \leq \left\| \mathcal{P}_{h^j k^j} w' \right\|_{L^2(T)} \leq \left\| w' \right\|_{L^2(T)} . \]

Thus the sequence \( \left( \mathcal{P}_{h^j k^j} w \right) \) is equicontinuous. By the Arzelà–Ascoli theorem, it follows that there exists a \( w \in C(T) \) and a subsubsequence \( \left( \mathcal{P}_{h^j k^l} w \right) \) such that \( \mathcal{P}_{h^j k^l} w \to w \) uniformly as \( l \to \infty \). Hence, since \( T \) has finite measure, we also have \( \mathcal{P}_{h^j k^l} w \to w \) in \( L^2(T) \) and thus, by part (iii), \( w = w \). Since every subsequence of \( \left( \mathcal{P}_{h} w \right) \) has a further subsequence which converges uniformly to \( w \), it follows that \( \left( \mathcal{P}_{h} w \right) \) itself also converges to \( w \) uniformly. From this we conclude the desired result.

\[ \square \]

### 5.8 Proof of Theorem 27

We shall prove Theorem 27 as an application of Theorem 13.

**Proof of Theorem 27.** Let \( T > 0 \). In the notation of Theorem 13, we set \( M_h = T^2_h, M = L^2(T), \ i_h = I_h, p_h = P_h, \Phi_h = \varphi_{AC}^h, \) and \( \Phi = \varphi_{AC} \). Since \( T^2_h \) is a Hilbert space, it is closed and thus \( \overline{D(\varphi_{AC}^h)} = T^2_h \). As derived at the end of Section 5.2, we also have \( \overline{D(\varphi_{AC})} = L^2(T) \). By our discussion in Section 5.1 we know that \( \varphi_{AC}^h \) and \( \varphi_{AC} \) satisfy condition \(-\alpha\text{-AGS}\). In Section 5.7 we established that condition (2.8) is satisfied. It remains to show that conditions (2.10), (2.11), and (2.12) are satisfied.

First we shall prove that (2.10) holds. Let \( w \in L^2(T) \). Without loss of generality we may assume that \( \varphi_{AC}(w) < +\infty \) and thus \( w \in H^1(T) \). By (5.6) and Theorem 33 (ii), we see that

\[ \lim_{h \to 0} \varphi_D(hw) = \lim_{h \to 0} \varphi_D(I_h P_h w) = \lim_{h \to 0} \varphi_D(P_h w) = \varphi_D(w) . \]

By Theorem 33 (iv) we have that \( P_h w \to w \) uniformly in \( T \), thus

\[ \lim_{h \to 0} \varphi_W(P_h w) = \varphi_W(w) . \]

We claim that

\[ \lim_{h \to 0} \left| \varphi_W(hw) - \varphi_W(P_h w) \right| = 0 . \] (5.32)
Combining this with the limit above gives

\[
\lim_{h \to 0} \varphi_W^h(P_h w) = \varphi_W(w),
\]

which together with the convergence of \( \varphi_W^h(P_h w) \) above establishes (2.10). To prove the claim, we recall that \( \varphi_W^h(P_h w) = \varphi_W^h(\pi_h P_h w) = \sum_{k=0}^{\frac{1}{h}} hW(P_h w(kh)) \) and thus

\[
\left| \varphi_W^h(P_h w) - \varphi_W(P_h w) \right| \leq \sum_{k=0}^{\frac{1}{h}} \left| hW(P_h w(kh)) - \int_{kh}^{(k+1)h} W(P_h w(x)) \, dx \right|
\]

\[
= \sum_{k=0}^{\frac{1}{h}} \left| \int_{kh}^{(k+1)h} [W(P_h w(kh)) - W(P_h w(x))] \, dx \right|
\]

\[
\leq \sum_{k=0}^{\frac{1}{h}} \int_{kh}^{(k+1)h} \left| W(P_h w(kh)) - W(P_h w(x)) \right| \, dx.
\]  

(5.33)

For the integrand on the right-hand side we estimate

\[
\left| W(P_h w(kh)) - W(P_h w(x)) \right| \leq \left| W(P_h w(kh)) - W(w(kh)) \right|
\]

\[
+ \left| W(w(kh)) - W(w(x)) \right|
\]

\[
+ \left| W(w(x)) - W(P_h w(x)) \right|,
\]

where we remember that in the integral \( x \in [kh, (k+1)h] \) and thus \( |x - kh| \leq h \). Let \( \eta > 0 \). Since \( w \in H^1(\mathbb{T}) \), we know by the Sobolev embedding that \( w \in C(\mathbb{T}) \) and thus, since \( W \) is continuous, \( W \circ w \in C(\mathbb{T}) \). Since \( \mathbb{T} \) is compact this means that \( W \circ w \) is uniformly continuous. Hence there exists a \( h_1 > 0 \) such that, if \( 0 < h < h_1 \), then \( |W(w(kh)) - W(w(x))| < \eta/3 \). Moreover, since \( P_h w \to w \) uniformly and since \( W \) is continuous, we have that \( W(P_h w) \to W(w) \) uniformly. Hence, there exists a \( h_2 > 0 \) such that, if \( 0 < h < h_2 \), then \( |W(w(kh)) - W(w(x))| < \eta/3 \) and \( |W(P_h w(kh)) - W(P_h w(x))| < \eta/3 \). Defining \( h^* := \min(h_1, h_2) \) we find that, if \( 0 < h < h^* \), then \( |W(P_h w(kh)) - W(P_h w(x))| < \eta \). Substituting this into (5.33), we find, for \( h \in (0, h^*) \),

\[
\left| \varphi_W^h(P_h w) - \varphi_W(P_h w) \right| < \sum_{k=0}^{\frac{1}{h}} \int_{kh}^{(k+1)h} \eta \, dx = \frac{1}{h} \cdot h \cdot \eta = \eta,
\]

which proves the claim in (5.32) and thereby concludes the proof of (2.10).

Next we turn our attention to establishing the existence of a \( \delta > 0 \) and a nonnegative function \( \Psi : L^2(\mathbb{T}) \to \mathbb{R} \cup \{+\infty\} \), such that \( \Psi(u(\cdot)) \in L^1(0, T) \) and (2.11) is satisfied. In fact, we will show that for our choice of \( \Psi \), (2.11) is satisfied for all \( h \in \mathcal{H} \), so that any choice of \( \delta > 0 \) is
valid.

By Proposition 8 we know that for all \( t > 0 \), \( u(t) \in \mathcal{D}(\varphi_{AC}) \subset H^1(\mathbb{T}) \). Therefore, we can define \( \Psi := +\infty \) on \( L^2(\mathbb{T}) \setminus H^1(\mathbb{T}) \). Now let \( w \in H^1(\mathbb{T}) \). By (5.6) and Theorem 33 (i), we have

\[
\varphi^h_D(P_h w) = \varphi_D(P_h w) \leq \frac{C^2}{2} \|w'\|^2_{L^2(\mathbb{T})}.
\]

Recalling that \( W(x) = \alpha(x^2 - 1)^2/4 \), we observe that

\[
\varphi_W(P_h w) \leq \frac{\alpha}{4} \left( \int_{\mathbb{T}} |P_h w|^4 \, dx + 1 \right).
\]

By Theorem 33 (i), the one-dimensional Sobolev (Morrey) inequality, and (5.29), there exists a constant \( c_0 > 0 \) such that

\[
\|P_h w\|_{L^\infty(\mathbb{T})} \leq c_0 \left( \| (P_h w)' \|_{L^2(\mathbb{T})} + \| P_h w \|_{L^2(\mathbb{T})} \right) \leq c_0 \left( C \| w' \|_{L^2(\mathbb{T})} + \| w \|_{L^2(\mathbb{T})} \right) \\
\leq c_1 \| w \|_{H^1(\mathbb{T})},
\]

with \( c_1 := c_0 C \).

By the interpolation inequality for \( L^p \) spaces [1, Theorem 2.11] (a special case of the Gagliardo–Nirenberg interpolation inequality), (5.29), and the inequality above, we have

\[
\|P_h w\|_{L^4(\mathbb{T})} \leq \|P_h w\|_{L^2(\mathbb{T})}^{1/2} \|P_h w\|_{L^\infty(\mathbb{T})}^{1/2} \leq C_0 \| w \|_{L^2(\mathbb{T})}^{1/2} \| w \|_{H^1(\mathbb{T})}^{1/2},
\]

with \( C_0 := c_1^{1/2} \).

Thus

\[
\varphi_W(P_h w) \leq C_1 \| w \|_{L^2(\mathbb{T})}^2 \| w \|_{H^1(\mathbb{T})}^2 + \frac{\alpha}{4},
\]

where \( C_1 := \alpha C_0^4/4 \). We note that \( C_1 \) is independent of \( h \) and \( w \).

Using the explicit form of \( W \), Lemma 21 (or, equivalently, (5.8) with \( m = 2 \), (5.9) with \( m = 4 \), and (5.34), we find

\[
\varphi^h_W(P_h w) - \varphi_W(P_h w) = \varphi^h_W(P_h) - \varphi_W(I_h P_h w) \\
= \frac{\alpha}{4} \left( \| P_h w \|_{L^4_{I_h}}^4 - \| I_h P_h w \|_{L^4_{I_h}}^4 - 2 \| P_h w \|_{H^1_{I_h}}^2 + 2 \| I_h P_h w \|_{L^2_{I_h}}^2 \right) \\
\leq \frac{\alpha}{2} \left( \| P_h w \|_{L^4_{I_h}}^4 - \| I_h P_h w \|_{L^4_{I_h}}^4 \right) \leq \alpha \| I_h P_h w \|_{L^4(\mathbb{T})}^4 = \alpha \| P_h w \|_{L^4(\mathbb{T})}^4 \\
\leq C_2 \| w \|_{L^2(\mathbb{T})}^2 \| w \|_{H^1(\mathbb{T})}^2,
\]
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with $C_2 := \alpha C_0^4$. It thus follows that
\[
\varphi_W^h(P_h w) \leq \varphi_W(P_h w) + C_2 \|w\|_{L^2(T)}^2 \|w\|_{H^1(T)}^2 \leq C_3 \|w\|_{L^2(T)}^2 \|w\|_{H^1(T)}^2 + \frac{\alpha}{4},
\]
where $C_3 := C_1 + C_2 = \frac{5}{4} \alpha C_0^4$.

We define, for all $w \in L^2(T)$,
\[
\Psi(w) := \begin{cases} 
\frac{C_2}{2} \|w\|_{L^2(T)}^2 + C_3 \|w\|_{L^2(T)}^2 \|w\|_{H^1(T)}^2 + \frac{\alpha}{4}, & \text{if } w \in H^1(T), \\
+\infty, & \text{otherwise}
\end{cases}
\]

From the inequalities above, it follows that for all $w \in L^2(T)$ and all $h \in \mathcal{H}$ the inequality in (2.11) is satisfied. Moreover, since $\alpha > 0$, $\Psi$ is nonnegative.

As we observed earlier, by Proposition 8 we have that for all $t > 0$, $u(t) \in H^1(T)$. Thus, for all $t > 0$, $t \mapsto \|u(t)\|_{L^2(T)}$ and $t \mapsto \|\nabla u(t)\|_{L^2(T)}$ are measurable and have finite value, so
\[
\int_0^T \Psi(u(t)) \, dt < \infty.
\]

It remains to prove that there exists a function $\varepsilon : (0, 1) \to (0, \infty)$ such that $\varepsilon(h) \to 0$ as $h \to 0$ and (2.12) is satisfied, i.e., for all $t \in [0, T],$
\[
\varphi_{AC}(I_h U^h(t)) \leq \varphi_{AC}^h(U^h(t)) + \varepsilon(h).
\]

Let $t \in [0, T]$. By (5.6) we have $\varphi_D(I_h U^h(t)) = \varphi_D^h(U^h(t))$, and (5.8) with $m = 4$ shows that $\|I_h U^h(t)\|_{L^4(T)}^4 \leq \|U^h(t)\|_{L^4_h}^4$. Combining this we the explicit form of $W$, we observe that
\[
\varphi_{AC}(I_h U^h(t)) \leq \varphi_{AC}^h(U^h(t)) + \frac{\alpha}{2} \left( \|U^h(t)\|_h^2 - \|I_h U^h(t)\|_{L^2(T)}^2 \right)
\]
\[
= \frac{\alpha h^2}{12} \|\nabla U^h(t)\|_h^2 \leq \frac{\alpha}{4} e^{2\alpha T} \|\nabla u^h_0\|_{h^2}^2,
\]
where for the equality we used (5.17) and the last inequality follows from Lemma 5.19.

If we define
\[
\varepsilon(h) := \frac{\alpha}{4} e^{2\alpha T} \|\nabla u^h_0\|_{h^2}^2,
\]
then (5.35) follows by the assumption that $h \|\nabla u^h_0\|_h \to 0$ as $h \to 0$.

We are now able to apply Theorem 13 to conclude the desired convergence. 

□
6 Conclusions and future work

In this paper we proved discrete-to-continuum convergence for total variation flow on a discretised $n$-dimensional torus and for Allen–Cahn flow on a discretised 1-dimensional torus. Two potential generalisations immediately suggest themselves: Allen–Cahn flow convergence on a discrete torus of higher dimension and, for both flows, convergence of the flows on other graphs.

Our proof of convergence for the Allen–Cahn flow is not trivially extended to higher dimensions, since it makes intensive use of the properties of the operator $\Gamma$, which is determined by the linear interpolation method by which discrete functions are associated with continuum functions. If $n$-linear interpolation (bilinear, trilinear, etc.) is used, a different operator $\Gamma$ (and corresponding embedding and projection operators) will need to be constructed. In higher dimensions, the space $H^1$ also loses a lot of its regularity.

Other graphs, besides the discrete torus, that are being considered by Samuel Mercer and the second author, are random geometric graphs, obtained by sampling points from Euclidean space (or possibly from a differentiable manifold) according to some probability density in order to construct the vertex set and subsequently connecting nodes with (potentially weighted) edges depending on their pairwise distances. The identification of discrete functions with continuum functions will then require a method different from the constant and linear interpolation which we used in this paper, such as the method based on optimal transport techniques that was introduced in [33].

Other flows can also be considered. For example, in the field of machine learning there is much current interest in proving consistency of methods through continuum limits of discrete dynamics.

Another possible direction for future research is the relationship between the continuum limit and the singular limit, for those dynamics that have an interesting singular limit. For example, if the potential term in the Allen–Cahn equation of (5.1) is rescaled by a factor $\varepsilon^{-2}$, then in the sharp interface limit $\varepsilon \downarrow 0$ solutions evolve according to flow by mean curvature [19, 14, 29, 20, 58, 59, 2, 30]. It cannot be expected that the continuum limit and singular limit commute, since in the limit $\varepsilon \downarrow 0$ the graph-based Allen–Cahn dynamics decouples per vertex and simply evolves into the well of $W$ that is nearest to the initial condition at the node [61]. A simultaneous limit, taking both $\varepsilon \downarrow 0$ and $h \downarrow 0$ (or, in a more general setting, the number of nodes $|V| \to \infty$), could potentially lead to nontrivial dynamics if $\varepsilon$ scales in the correct way with $h$. A related example of such a simultaneous limit is the convergence of graph Merriman–Bence–Osher dynamics to mean curvature flow, that has been established recently in [43].
A Proof of (4.3)

This section culminates with the proof of (4.3) in Lemma 41. Along the way we prove some other useful results.

Lemma 35. Let \( p \in [1, \infty) \). Assume \( g, \tilde{g} \in L^p(\mathbb{T}^n) \) and let \( \{g^j\}_{j \in \mathbb{N}} \) be a sequence in \( L^p(\mathbb{T}^n) \). If \( g^j \to g \) in \( L^p(\mathbb{T}^n) \) and \( g^j \rightharpoonup^{*} \tilde{g} \) in \( L^\infty(\mathbb{T}^n) \) as \( j \to \infty \), then \( g = \tilde{g} \) a.e. on \( \mathbb{T}^n \).

Consequently, if \( w \in L^p(\mathbb{T}^n) \) and \( \{w^j\}_{j \in \mathbb{N}} \) is a sequence in \( L^p(\mathbb{T}^n) \) which is uniformly bounded in \( L^\infty(\mathbb{T}^n) \) and such that \( w^j \to w \) in \( L^p(\mathbb{T}^n) \), then \( w^j \rightharpoonup^{*} w \) in \( L^\infty(\mathbb{T}^n) \).

Proof. Let \( U \subset \mathbb{T}^n \) be such that \( g - \tilde{g} \geq 0 \) on \( U \) and \( g - \tilde{g} < 0 \) on \( U^c := \mathbb{T}^n \setminus U \). We note that as preimages of the measurable sets \([0, \infty)\) and \((-\infty, 0)\), respectively, \( U \) and \( U^c \) are also measurable. Define \( \chi_U = 1 \) on \( U \) and \( \chi_U = 0 \) on \( U^c \). Then \( 2\chi_U - 1 \in L^1(\mathbb{T}^n) \cap L^p^*(\mathbb{T}^n) \), where \( p^* \) is defined via \( 1/p + 1/p^* = 1 \). We compute

\[
\int_{\mathbb{T}^n} |g(x) - \tilde{g}(x)| \, dx = \int_{\mathbb{T}^n} (2\chi_U(x) - 1) (g(x) - \tilde{g}(x)) \, dx \\
= \int_{\mathbb{T}^n} (2\chi_U(x) - 1) (g(x) - g^j(x)) \, dx \\
+ \int_{\mathbb{T}^n} (2\chi_U(x) - 1) (g^j(x) - \tilde{g}(x)) \, dx.
\]

The first term on the right-hand side converges to zero as \( j \to \infty \), by Hölder’s inequality and \( g^j \to g \) in \( L^p(\mathbb{T}^n) \). The second term converges to zero, since \( g^j \rightharpoonup^{*} \tilde{g} \) in \( L^\infty(\mathbb{T}^n) \). This concludes the proof of the first part.

For the proof of the second part, we note that by the Banach–Alaoglu theorem each bounded sequence in \( L^\infty(\mathbb{T}^n) \) has a weakly*-convergent subsequence. In particular each subsequence of \( \{w^j\} \) has a further subsubsequence which converges weakly*. By the first part of this result each such subsubsequence has the same limit, \( w \). Hence \( \{w^j\} \) converges weakly* in \( L^\infty(\mathbb{T}^n) \) to \( w \). \( \square \)

For \( 1 \leq p \leq \infty \) we denote by \( L^p(\mathbb{T}; \mathbb{R}^n) \) the space of integrable functions \( u : \mathbb{T}^n \to \mathbb{R}^n \) for which \( \int_{\mathbb{T}^n} |u(x)|^p \, dx < \infty \) (if \( p < \infty \)), where \(|\cdot|\) denotes the Euclidean norm in \( \mathbb{R}^n \), or for which, for almost all \( x \in \mathbb{T}^n \), \(|g(x)|_\infty < \infty \) (if \( p = \infty \)).

Lemma 36. Let \( g \in L^\infty(\mathbb{T}^n; \mathbb{R}^n) \) be such that, for all \( i \in [n] \), \( \frac{\partial g^i}{\partial x_i} \in L^\infty(\mathbb{T}^n) \) as weak partial derivatives and, for almost all \( x \in \mathbb{T}^n \), \(|g(x)|_\infty \leq 1 \). Then there exists a sequence \( \{g^j\}_{j \in \mathbb{N}} \) in \( C^\infty(\mathbb{T}^n; \mathbb{R}^n) \) such that, as \( j \to \infty \), \( g^j \rightharpoonup^{*} g \) in \( L^\infty(\mathbb{T}^n; \mathbb{R}^n) \) and, for all \( i \in [n] \), \( \frac{\partial g^j_i}{\partial x_i} \rightharpoonup^{*} \frac{\partial g_i}{\partial x_i} \). Moreover, for all \( j \in \mathbb{N} \) and for almost all \( x \in \mathbb{T}^n \), \(|g^j(x)|_\infty \leq 1 \).

Proof. This proof is a variant of the proofs in [25, Proposition 3.3][15, Lemma A.3].
Let \( \eta \in C^\infty(T^n) \) be the standard mollifier (see for example [27, Appendix C.4]). In particular, \( \eta \geq 0 \) and \( \int_{T^n} \eta(x) \, dx = 1 \). Define, for all \( j \in \mathbb{N} \), \( \eta^j(x) := j^n \eta(jx) \) and \( g^j := g * \eta^j \). We note that \( \eta^j \geq 0 \) and \( \int_{T^n} \eta^j(x) \, dx = 1 \). Moreover, since the convolution preserves the periodicity, \( g^j \) is well-defined on \( T^n \) and by a standard result [27], \( g^j \in C^\infty(T^n) \).

Let \( p \in [1, \infty) \). Since \( g \in L^\infty(T^n; \mathbb{R}^n) \) and \( |T^n| < \infty \), also \( g \in L^p(T^n; \mathbb{R}^n) \). Again by a standard result [27], \( g^j \rightarrow g \) in \( L^p(T^n; \mathbb{R}^n) \).

By Lemma 35 it now suffices to prove uniform (in \( j \)) \( L^\infty \) bounds on \( g^j \) and \( \frac{\partial g^j}{\partial x_i} \). For the former we use \( |g^j(x)|_\infty \leq 1 \) to compute

\[
|g^j(x)| \leq j^n \int_{T^n} \eta(jy) \, dy = 1.
\]

For the latter,

\[
\left| \frac{\partial g^j}{\partial x_i}(x) \right| = \left| \int_{T^n} \frac{\partial g_i}{\partial x_i}(y) \eta^j(x-y) \, dy \right| \leq \int_{T^n} \eta^j(x-y) \, dy \left\| \frac{\partial g_i}{\partial x_i} \right\|_{L^\infty(T^n)} = \left\| \frac{\partial g_i}{\partial x_i} \right\|_{L^\infty(T^n)}.
\]

Using Lemma 36 we deduce (similar to [15, Corollary 3]) that the regularity conditions on the admissible vector fields \( g \) in the definition of anisotropic total variation can be relaxed:

\[
\int_{T^n} |Du|_{\ell^1} = \sup \left\{ \int_{T^n} u(x) \, \text{div} \, g(x) \, dx \bigg| g \in L^\infty(T^n; \mathbb{R}^n), \right. \\
\left. \forall i \in [n] \frac{\partial g_i}{\partial x_i} \in L^\infty(T^n), \text{ and for a.e. } x \in T^n |g(x)|_\infty \leq 1 \right\}. \quad (A.1)
\]

Moreover, since Lemma 36 tells us that each of the weak partial derivatives \( \frac{\partial g_i}{\partial x_i} \) converges separately, the summation formula (4.2) also holds when the suprema in (4.2) are taken over all \( g = (g_1, \ldots, g_n) \in L^\infty(T^n; \mathbb{R}^n) \) that satisfy the conditions in (A.1). It follows that identity (A.1) yields

\[
\int_{T^n} |Du|_{\ell^1} = \sum_{i=1}^n \int_{T^n} |D_x u|, \quad (A.2)
\]
if we define
\[
\int_U |D_x u| := \sup \left\{ \int_U u(x) \frac{\partial f}{\partial x_i}(x) dx \middle| f \in L^\infty(U), \frac{\partial f}{\partial x_i} \in L^\infty(U), \text{ and} \right. \nonumber
\]
for a.e. \( x \in U \ |f(x)| \leq 1 \}, \quad (A.3)

for subsets \( U \subset \mathbb{T}^n \) that are open (in the Euclidean topology on \( \mathbb{T}^n \)) and functions \( u \in L^1(U) \). We note that we have chosen the notation \( \int_U |D_x u| \) (rather than \( \int_U |D_x u| \)) to emphasise that this is not the standard total variation, since its behaviour at the boundary of \( U \) is different.

For example, if \( U \) is an interval and proper subset of \( \mathbb{T} \) and \( u \) is constantly equal to \( c \in \mathbb{R} \) on \( U \), then \( \int_U |D_x u| = 2c \), whereas the total variation of \( u \) on \( U \) is \( \int_U |Du| = 0 \). In general, if \( U \) has smooth boundary, we can interpret \( \int_U |D_x u| \) as the total variation on \( \mathbb{T}^n \) ‘in the direction of \( x_i \)’ of the function \( \bar{u} \), that is defined by \( \bar{u} := u \) on \( U \) and \( \bar{u} := 0 \) on \( \mathbb{T}^n \setminus U \).

For an open subset \( U \subset \mathbb{T}^n \), we say that the boundary of \( U \) is parallel to the \( x_i \)-axis if \( \partial U \) (i.e., the topological boundary of \( U \) as subset of \( \mathbb{T}^n \)) is a nonempty subset of the union of countably many \( n-1 \)-dimensional hyperplanes in \( \mathbb{R}^n \) (where we interpret \( \mathbb{T}^n \) as a subset of \( \mathbb{R}^n \) via identification with the hypercube \( \Omega_n \); see Section 3.1) whose normal vectors are perpendicular to the \( x_i \)-axis.

We say a function \( u : U \to \mathbb{R} \) is independent of \( x_j \) if the distributional derivative \( \frac{\partial u}{\partial x_j} \) equals zero.

**Lemma 37.** Let \( i \in [n] \) and \( n \geq 2 \).

(i) If the boundary of \( U \) is parallel to the \( x_i \)-axis, then, for all \( u \in L^1(\mathbb{T}^n) \),
\[
\int_{\mathbb{T}^n} |D_x u| = \int_U |D_x u| + \int_{\mathbb{T}^n \setminus U} |D_x u|. \quad (A.4)
\]

(ii) Let \( j \in [n] \), with \( j \neq i \). If \( u \in L^1(U) \) is independent of \( x_j \), then
\[
\int_U |D_x u| = \sup \left\{ \int_U u(x) \frac{\partial f}{\partial x_i}(x) dx \middle| f \in L^\infty(U), \frac{\partial f}{\partial x_i} \in L^\infty(U), \right. \nonumber
\]
for a.e. \( x \in U \ |f(x)| \leq 1 \), and \( f \) is independent of \( x_j \) \}. \]

**Proof.** (i) By definition, the inequality \( \leq \) holds for every open set \( U \). Assume that the boundary of \( U \) is parallel to the \( x_i \)-axis. For notational convenience, define \( V := \mathbb{T}^n \setminus U \). Let \( f_U \in L^\infty(U) \) with \( \frac{\partial f_U}{\partial x_i} \in L^\infty(U) \) and, for a.e. \( x \in U \ |f_U(x)| \leq 1 \), and let \( f_V \in L^\infty(V) \) with \( \frac{\partial f_V}{\partial x_i} \in L^\infty(V) \) and, for a.e. \( x \in V \ |f_V(x)| \leq 1 \). Let \( f : \mathbb{T}^n \to \mathbb{R} \) be such that
\[ f|_U = f_U \text{ and } f|_V = f_V. \] Then \( f \in L^\infty(T^n) \) and, since the boundary of \( U \) is parallel to the \( x_i \)-axis, \( \frac{\partial f}{\partial x_i} \in L^\infty(U) \) and \( \frac{\partial f}{\partial x_i} \in L^\infty(V) \). Moreover, for a.e. \( x \in T^n, |f(x)| \leq 1 \). Thus, if \( f_U \) and \( f_V \) are admissible functions in the suprema on the right-hand side of (A.4), then \( f \) is admissible in the supremum on the left-hand side. This yields the reverse inequality of the identity\(^{11}\).

(ii) The inequality \( \geq \) follows immediately, since the admissible set of functions in the supremum on the right-hand side is a subset of the admissible set in (A.3). To prove the inequality \( \leq \), we show that we can replace any admissible function \( f \) by another admissible function that is independent of \( x_j \), without changing the value of \( \int_U u(x) \frac{\partial f}{\partial x_i}(x) \, dx \).

Without loss of generality, we take \( j = 1 \) and \( i > 1 \). Let \( f \) be admissible in the supremum in (A.3). We define the \( x_1 \)-average of \( f \) —which is independent of \( x_1 \)— for \( (x_1, \tilde{x}) \in U \) as

\[ \overline{f}(x_1, \tilde{x}) := \frac{1}{|U_{\tilde{x}}|} \int_{U_{\tilde{x}}} f(y, \tilde{x}) \, dy, \]

where \( U_{\tilde{x}} := \{ x_1 \in \mathbb{T} \mid (x_1, \tilde{x}) \in U \} \) and \( |U_{\tilde{x}}| \) is the one-dimensional Lebesgue measure of \( U_{\tilde{x}} \). We note that, for all \( \tilde{x} \in \mathbb{T}^{n-1}, U_{\tilde{x}} \) is open in \( \mathbb{T} \), since \( U \) is open in \( \mathbb{T}^n \). In particular, if \( (x_1, \tilde{x}) \in U \), then \( U_{\tilde{x}} \neq \emptyset \) and thus \( |U_{\tilde{x}}| > 0 \). Hence \( \overline{f} \) is well-defined. We define \( X := \{ \tilde{x} \in \mathbb{T}^{n-1} \mid U_{\tilde{x}} \neq \emptyset \} \).

By differentiating under the integral sign [39, Theorem 7.40 (or Section 11.12)]\(^{12}\), we see that, for a.e. \( (x_1, \tilde{x}) \in U \),

\[ \frac{\partial \overline{f}}{\partial x_i}(x_1, \tilde{x}) = \overline{\frac{\partial f}{\partial x_i}}(x_1, \tilde{x}). \tag{A.5} \]

Hence \( \overline{\frac{\partial f}{\partial x_i}} \in L^\infty(U) \). Moreover, we observe that the value of \( \int_U u(x) \frac{\partial f}{\partial x_i}(x) \, dx \) remains unchanged if we replace \( f \) by \( \overline{f} \):

\[
\int_U u(x) \frac{\partial f}{\partial x_i}(x) \, dx = \int_X \int_{U_{\tilde{x}}} u(x_1, \tilde{x}) \frac{\partial \overline{f}}{\partial x_i}(x_1, \tilde{x}) \, dx_1 \, d\tilde{x}
\]
\[
= \int_X \int_{U_{\tilde{x}}} u(x_1, \tilde{x}) \frac{1}{|U_{\tilde{x}}|} \int_{U_{\tilde{x}}} \frac{\partial f(y, \tilde{x})}{\partial x_i} \, dy \, dx_1 \, d\tilde{x}
\]
\[
= \int_X \frac{1}{|U_{\tilde{x}}|} \int_{U_{\tilde{x}}} u(y, \tilde{x}) \frac{\partial f(y, \tilde{x})}{\partial x_i} \, dy \, dx_1 \, d\tilde{x}
\]
\[
= \int_X \int_{U_{\tilde{x}}} u(y, \tilde{x}) \frac{\partial \overline{f}(y, \tilde{x})}{\partial x_i} \, dy \, d\tilde{x}
\]
\[
= \int_U u(x) \frac{\partial \overline{f}}{\partial x_i}(x) \, dx, \tag{A.6}
\]

where we have used that, for \( x_1, y \in U_{\tilde{x}} \) and for \( \tilde{x} \in X, u(x_1, \tilde{x}) = u(y, \tilde{x}) \). Furthermore,

\(^{11}\)We note that this may not hold in general if the boundary of \( U \) is not parallel to the \( x_i \)-axis.

\(^{12}\)For a more directly applicable result published in the Japanese language, we refer to [38, Theorem 19.4].
for a.e. \( x \in U \) we have \( |f(x)| \leq 1 \) since, for a.e. \( x \in U \), \( |f(x)| \leq 1 \). This completes the proof of (ii).

\[ \square \]

**Remark 38.** By iterating the result of Lemma 37 (ii), it follows that, if \( u \in L^1(U) \) is independent of all elements of \( \{x_j\}_{j \in J} \), for a \( J \subset [n] \setminus \{i\} \), then

\[
\int_U |D_{x_i} u| = \sup \left\{ \int_U u(x) \frac{\partial f}{\partial x_i}(x) \, dx \right\} f \in L^\infty(U), \quad \frac{\partial f}{\partial x_i} \in L^\infty(U),
\]

for a.e. \( x \in U \) \(|f(x)| \leq 1\), and \( f \) is independent of \( \{x_j\}_{j \in J} \).

In particular, extending the averaging argument from the proof of the Lemma, if we average \( f \) over all elements of \( \{x_j\}_{j \in J} \), the value of the integral remains unchanged as in (A.6). To be precise, without loss of generality let \( \{x_j\}_{j \in J} = \{x_1, \ldots, x_{|J|}\} \) and \( i > |J| \), and define the \( \{x_j\}_{j \in J} \)-average of \( f \) as

\[
\overline{f}(x_1, \ldots, x_{|J|}, \tilde{x}) := \frac{1}{|U_{\tilde{x}}|} \int_{U_{\tilde{x}}} f(y_1, \ldots, y_{|J|}, \tilde{x}) \, dy_1 \ldots dy_{|J|},
\]

for \((x_1, \ldots, x_{|J|}, \tilde{x}) \in U, \ U_{\tilde{x}} := \{(x_1, \ldots, x_{|J|}) \in \mathbb{T}^{|J|} \mid (x_1, \ldots, x_{|J|}, \tilde{x}) \in U\}, \) and \(|U_{\tilde{x}}|\) the \(|J|\)-dimensional Lebesgue measure of \( U_{\tilde{x}} \), then by a similar argument as in (A.6)

\[
\int_U u(x) \frac{\partial \overline{f}}{\partial x_i}(x) \, dx = \int_U u(x) \frac{\partial f}{\partial x_i}(x) \, dx.
\]

We conclude this remark by noting that in the argument above, the fact that \( U \) is open is only used to guarantee that \(|U_{\tilde{x}}| > 0\). The conclusion from (A.8) thus holds for any subset \( U \subset \mathbb{T}^n \) on which \( f \) and its weak derivative \( \frac{\partial f}{\partial x_i} \) are well-defined as elements of (equivalence classes in) \( L^\infty(U) \) and for which \( U_{\tilde{x}} > 0 \) for all \( \tilde{x} \in \mathbb{T}^n-|J| \) for which \( U_{\tilde{x}} \neq \emptyset \). In particular, if \( U = Q^h_z \) for an \( h \in \mathcal{H} \) and a \( z \in V_h \), then any nonempty \( U_{\tilde{x}} \) will be the Cartesian product of sets \( \{I^h_{z_i}\}_{i \in J} \) and thus have positive \(|J|\)-dimensional Lebesgue measure. This allows us to prove Corollary 39 below, which in turn is used in our proof of Lemma 16.

**Corollary 39.** Let \( h \in \mathcal{H} \) and \( i \in [n] \). If \( u \in L^2_{h,i} \), then

\[
\int_{\mathbb{T}^n} |D_{x_i} i_h u| = \sup_{g \in H_{h,i}} \int_{\mathbb{T}^n} i_h u(x) \frac{\partial g}{\partial x_i}(x) \, dx,
\]
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where

\[ H_{h,i} := \{ f : \mathbb{T}^n \to \mathbb{R} \mid f \in L^\infty(\mathbb{T}^n), \frac{\partial f}{\partial x_i} \in L^\infty(\mathbb{T}^n), \forall x \in \mathbb{T} |f(x)| \leq 1, \text{ and} \]
\[ \forall z \in V_h \frac{\partial f}{\partial x_i} \text{ is constant a.e. on } \text{int } Q^h_z \}. \tag{A.9} \]

Proof. Without loss of generality, we assume that \( i = n \).

Since \( H_{h,n} \) is a subset of the set of admissible functions in the supremum in the definition of \( \int_{\mathbb{T}^n} |D_x i_h u| \) in (A.3) (with \( i = n \)), the inequality \( \geq \) follows.

We prove the inequality \( \leq \) by showing that for every admissible \( f \) in (A.3), there is a \( \hat{f} \in H_{h,n} \) such that the equality
\[ \int_{\mathbb{T}^n} u(x) \frac{\partial \hat{f}}{\partial x_n}(x) \, dx = \int_{\mathbb{T}^n} u(x) \frac{\partial f}{\partial x_n}(x) \, dx \tag{A.10} \]
holds and thus
\[ \int_{\mathbb{T}^n} u(x) \frac{\partial \hat{f}}{\partial x_n}(x) \, dx \leq \sup_{g \in H_{h,n}} \int_{\mathbb{T}^n} i_h u(x) \frac{\partial g}{\partial x_n}(x) \, dx, \]
from which the required inequality follows by first taking the supremum over all admissible \( f \) in the definition in (A.3).

To prove the equality (A.10), let \( f \) be admissible in (A.3). If \( z \in V_h \) and \( x \in Q^h_z \), then \( i_h u(x) = u(z) \), thus in particular the function \( i_h u \) is independent of all the variables in \( \{x_j\}_{j \in [n-1]} \) on \( Q^h_z \). For all \( z \in V_h \) and for all \( x \in Q^h_z \), define \( \hat{f}(x) := \overline{f}_z(x) \), where \( \overline{f}_z \) is the \( \{x_j\}_{j \in [n-1]} \)-average of \( f \) over \( Q^h_z \), i.e., \( \overline{f}_z \) is as \( \overline{f} \) in (A.7) with \( J = [n - 1] \) and \( U = Q^h_z \). This choice of \( U \) is allowed, by the argument at the end of Remark 38. Then, for all \( z \in V_h \) (A.8) holds (with \( i_h u \) instead of \( u \) and \( \overline{f}_z \) instead of \( \overline{f} \)), i.e.,
\[ \int_{Q^h_z} i_h u(x) \frac{\partial \hat{f}}{\partial x_n}(x) \, dx = \int_{Q^h_z} i_h u(x) \frac{\partial f}{\partial x_n}(x) \, dx. \]

Because \( \hat{f} \) is independent of \( \tilde{x} = (x_1, \ldots, x_{n-1}) \) on each \( Q^h_z \), we have that for a.e. \( \tilde{x} \in \mathbb{T}^{n-1}, \)
\( x_n \mapsto \hat{f}(\tilde{x}, x_n) \) is a Lipschitz continuous function\(^ {13} \) on \( \mathbb{T} \), and thus in particular pointwise evaluation of \( \hat{f}(\cdot, \tilde{x}) \) is well-defined for a.e. \( \tilde{x} \in \mathbb{T}^{n-1} \). We recall the definitions of \( I^h_{z_n} \) and \( \hat{Q}^h_{z,n} \)

\(^{13}\text{We recall that, if } h \in L^\infty(\mathbb{T}) \text{ and } h' \in L^\infty(\mathbb{T}), \text{ then } h \text{ is Lipschitz continuous (or, more accurately, has a representative in } L^\infty(\mathbb{T}) \text{ that is Lipschitz continuous) } [44, \text{Exercise 11.50}], [27, \text{Section 5.8, Theorem 4}]. \)
We note that the function \( k \) from (3.1) and (3.2), respectively. Then
\[
\int_{\mathbb{T}^n} i_h u(x) \frac{\partial f}{\partial x_n}(x) \, dx = \sum_{z \in V_h} \int_{Q_h^z} i_h u(x) \frac{\partial f}{\partial x_n}(x) \, dx = \sum_{z \in V_h} \int_{Q_h^z} i_h u(x) \frac{\partial \hat{f}}{\partial x_n}(x) \, dx
\]
\[
= \sum_{z \in V_h} u(z) \int_{Q_h^z} \int_{I_{z,n}^h} \frac{\partial \hat{f}}{\partial x_n}(\tilde{x}, x_n) \, dx_n \, d\tilde{x}
\]
\[
= \sum_{z \in V_h} u(z) \int_{Q_h^z} \int_{I_{z,n}^h} \frac{\partial \hat{f}}{\partial x_n}(\tilde{x}, x_n) \, dx_n \, d\tilde{x}
\]
\[
= \sum_{z \in V_h} u(z) \int_{Q_h^z} (\hat{f}(\tilde{x}, z_n + h/2) - \hat{f}(\tilde{x}, z_n - h/2)) \, d\tilde{x}
\]
\[
= \sum_{z \in V_h} u(z) \int_{Q_h^z} \int_{I_{z,n}^h} \frac{\partial \hat{f}}{\partial x_n}(\tilde{x}, x_n) \, dx_n \, d\tilde{x}
\]
\[
= \sum_{z \in V_h} \int_{Q_h^z} u(x) \frac{\partial \hat{f}}{\partial x_n}(x) \, dx
\]
\[
= \int_{\mathbb{T}^n} u(x) \frac{\partial \hat{f}}{\partial x_n}(x) \, dx.
\]

Here \( \hat{f} : \mathbb{T}^n \to \mathbb{R} \) is such that, for all \( z \in V_h \), for all \( x_n \in I_{z,n}^h \), and for all \( \tilde{x} \in \hat{Q}_{z,n}^h \), \( \hat{f}(\tilde{x}, x_n) := k_z(x_n) \), where \( k_z : \mathbb{T} \to \mathbb{R} \) is the unique continuous piecewise affine solution to
\[
k'_z = h^{-1} \left( \hat{f}(\tilde{x}, z_1 + h/2) - \hat{f}(\tilde{x}, z_1 - h/2) \right)
\]
on \( \text{int} \; I_{z,n}^h \).

We note that the function \( k_z \) is independent of \( \tilde{x} \in \hat{Q}_{z,n}^h \), because \( \hat{f} \) is independent of \( \tilde{x} \) on each \( Q_z^h \). Hence \( \frac{\partial \hat{f}}{\partial x_n} \) is constant on every \( Q_z^h \), which immediately implies that \( \frac{\partial \hat{f}}{\partial x_n} \in L^\infty(\mathbb{T}^n) \).

Furthermore, on each \( Q_z^h \), \( \hat{f} \) is independent of \( \tilde{x} \) and \( x_n \mapsto \hat{f}(\tilde{x}, x_n) \) is affine with bounded derivative —after all, since \( f \in L^\infty(\mathbb{T}^n) \) also \( \hat{f} \in L^\infty(\mathbb{T}^n) \) — and thus \( \hat{f} \in L^\infty(\mathbb{T}^n) \). Finally, since for a.e. \( x \in \mathbb{T}^n, |f(x)| \leq 1 \), we also have, for a.e. \( x \in \mathbb{T}^n, |\hat{f}(x)| \leq 1 \). Thus, \( \hat{f} \in H_{h,n} \), which concludes the proof. \( \square \)

It is well known\(^\text{14} \) that in the one-dimensional case, for functions \( u \in BV(\mathbb{T}) \),
\[
\int_{\mathbb{T}} |Du|_{W_1} = \text{essVar} \ u := \inf_w \text{Var} \ w, \quad \text{with}
\]
\[
\text{Var} \ w := \sup_P \sum_{i=1}^q |w(x_i) - w(x_{i-1})| + |w(x_0) - w(x_q)|, \quad (A.11)
\]
where the infimum in essVar is taken over all functions \( w : \mathbb{T} \to \mathbb{R} \) that satisfy \( w(x) = u(x) \) for

\(^{14}\)The results from [44, Theorem 7.9], [34, Section 1.30] should be adapted to the torus.
Lebesgue-almost every \( x \in \mathbb{T} \), and the supremum in \( \text{Var} \) is taken over all partitions\(^{15}\) \( P \) of \( \mathbb{T} \).

Before we prove (4.3) in Lemma 41, we require the following result in the one-dimensional setting.

**Lemma 40.** Let \( h \) be fixed, \( q \in \mathbb{N} \), and let \( \{I_i\}_{i=0}^q \) be a finite collection of nondegenerate disjoint intervals in \([-h/2, 1-h/2)\) such that \( \left| [-h/2, 1-h/2) \setminus \bigcup_{i=0}^q I_i \right| = 0 \) and, for all \( i \in \{0, \ldots, q-1\} \), for all \( x \in I_i \), and for all \( y \in I_{i+1} \), \( x < y \). Assume \( u \in \text{BV}(\mathbb{T}) \) is constant (up to a null set) on each interval \( I_i \) (where we identify \( \mathbb{T} \) with \([-h/2, 1-h/2)\)), taking value \( c_i \) on interval \( I_i \) (up to a null set). Then

\[
\text{essVar } u = \sum_{i=1}^q |c_i - c_{i-1}| + |c_0 - c_q|.
\]

**Proof.** Since each interval \( I_i \) has positive Lebesgue measure, for every function \( w \) that agrees almost everywhere with \( u \) and for all \( i \), there are \( x_i \in I_i \) such that \( w(x_i) = c_i \). Hence

\[
\text{Var } w \geq \sum_{i=1}^q |w(x_i) - w(x_{i-1})| + |w(x_0) - w(x_q)| = \sum_{i=1}^q |c_i - c_{i-1}| + |c_0 - c_q|
\]

and thus

\[
\text{essVar } u \geq \sum_{i=1}^q |c_i - c_{i-1}| + |c_0 - c_q|.
\]

The complement of the union of finitely many disjoint intervals in \([-h/2, 1-h/2)\) is itself a union of finitely many (possibly degenerate) disjoint intervals. Since \([-h/2, 1-h/2) \setminus \bigcup_{i=0}^q I_i \) has zero Lebesgue measure, it must consist of finitely many isolated points \( \tilde{x}_j \). Let \( \tilde{u} \) be equal to \( u \) on \( \bigcup_{i=0}^q I_i \) and for each \( \tilde{x}_j \) define \( \tilde{u}(\tilde{x}_j) = c_i \), where \( I_i \) is the closest interval to \( \tilde{x}_j \) (make an arbitrary choice in case of nonuniqueness). Then

\[
\text{essVar } u \leq \text{Var } \tilde{u} = \sum_{i=1}^q |c_i - c_{i-1}| + |c_0 - c_q|.
\]

\[\square\]

Now we are ready to prove (4.3).

**Lemma 41 (Proof of (4.3)).** Fix \( h \in \mathcal{H} \). If \( u \in L^2_h \), then

\[
\int_{\mathbb{T}^n} |D_i h u|_1 = \varphi^h_{TV}(u)
\]

and thus consequently \( i_h u \in \text{BV}(\mathbb{T}^n) \).

\(^{15}\)If \( h \) is fixed and we identify \( \mathbb{T} \) with \([-h/2, 1-h/2)\) with periodic boundary conditions, then by a partition of \( \mathbb{T} \) we mean a subset \( P = \{x_0, \ldots, x_q\} \subset [-h/2, 1-h/2) \), for some \( q \in \mathbb{N} \), such that \( x_0 < x_1 < \ldots < x_q \).
Proof. First we note that the second claim in the lemma follows directly from the first, since 
\( \varphi^h_{TV}(u) < +\infty \) for \( u \in L^2_h \).

For the proof of the first claim it is useful to introduce some additional notation. For all 
\( i \in [n] \), we define \( R^h_i(z) := \{ \tilde{z} \in V_h : \forall j \in [n] \text{ with } j \neq i, \; \tilde{z}_j = z_j \} \). The set \( R^h_i(z) \) contains all nodes in \( V_h \) that lie on the same ‘row’ as \( z \) in the \( i^{th} \) direction.

We decompose the graph total variation functional into functionals that only consider dif-
fferences along the coordinate axes: 
\[
\varphi^h_{TV}(u) = \sum_{i=1}^n \varphi^h_{TV,i}(u),
\]
with 
\[
\varphi^h_{TV,i}(u) := \frac{1}{2} \sum_{z : \tilde{z} \sim z} h^{n-1} |u(z) - u(\tilde{z})|,
\]
where we use a variant of the notation from Section 4.1:
\[
\sum_{z : \tilde{z} \sim z} := \sum_{z \in V_h} \sum_{\tilde{z} : \tilde{z} \sim z} \sum_{\pi \in R^h_i(z)} |u(z) - u(\pi)|.
\]

By (A.2) it suffices to prove that, for all \( i \in [n] \),
\[
\int_{T^n} |D_{x_i} i_h u| = \varphi^h_{TV,i}(u).
\]

Let \( i \in [n] \). By permutation of variables, we may assume that \( i = 1 \). Given a \( z \in V_h \), by \( \tilde{x} = (x_2, \ldots, x_n) \) we denote the coordinates on \( \tilde{Q}^h_{z,1} \) (we recall the definition of \( \tilde{Q}^h_{z,1} \) from (3.2)).

We define \( V^0_h \) to be the set containing all nodes \( z \in V_h \) with \( z_1 = 0 \), i.e.,
\[
V^0_h := \{ z \in V_h : z_1 = 0 \} = \{0\} \times \{0, h, 2h, \ldots, 1 - h\} \times \{0\}^{n-1}.
\]

The space \( T^n \) is represented as a disjoint union
\[
T^n = \bigcup_{z \in V^0_h} (T \times \tilde{Q}^h_{z,1}).
\]

For \( z \in V^0_h \), we set 
\[
U^h_{z,1} := T \times \text{int} \tilde{Q}^h_{z,1}.
\]

Since the boundary of \( U^h_{z,1} \) is parallel to the \( x_1 \)-axis,

Repeated application of Lemma 37 (i) leads to
\[
\int_{T^n} |D_{x_1} i_h u| = \sum_{z \in V^0_h} \int_{U^h_{z,1}} |D_{x_1} i_h u|,
\]
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Since $i_h u$ is constant on each $Q^h_{z_1}$ and thus independent of $\tilde{x}$ in each $\tilde{Q}^h_{z_1}$, it is independent of $\tilde{x}$ on each $U^h_{z_1}$. Temporarily fix $z \in V^0_h$. Then by Lemma 37 (ii) and Remark 38 we have that\(^\text{16}\)

\[
\left\{ \int_{U^h_{z_1}} |D_{x_1} i_h u| \, dx \right\} = \sup \left\{ \int_{U^h_{z_1}} (i_h u) (x) f'(x_1) \, dx \mid f \in L^\infty (\mathbb{T}), f' \in L^\infty (\mathbb{T}), \text{ and} \right. \\
\left. \forall x \in \mathbb{T} \mid f(x) \mid \leq 1 \right\}.
\]

Moreover, writing $\overline{i_h u}_{\tilde{x}} (x_1) := (i_h u)(x_1, \tilde{x})$ for $x = (x_1, \tilde{x}) \in U^h_{z_1}$, we get

\[
\int_{U^h_{z_1}} (i_h u)(x) f'(x_1) \, dx = h^{n-1} \int_{\mathbb{T}} \overline{i_h u}_{\tilde{x}} (x_1) f'(x_1) \, dx_1,
\]

and thus

\[
\left\{ \int_{U^h_{z_1}} |D_{x_1} i_h u| \right\} = h^{n-1} \int_{\mathbb{T}} |\overline{i_h u}_{\tilde{x}}|_1.
\]

The problem is now reduced to a one-dimensional setting. Since $\overline{i_h u}_{\tilde{x}}$ is piecewise constant on $\mathbb{T}$, applying the one-dimensional result from Lemma 40 together with (A.11), we deduce that

\[
\int_{\mathbb{T}} |\overline{i_h u}_{\tilde{x}}|_1 = \frac{1}{2} \sum_{\hat{z} \in R^1_h (\mathbb{Z})} \sum_{\tilde{z} \in R^1_h (\mathbb{Z}) : \tilde{z} \sim \hat{z}} |u(\hat{z}_1, \hat{z}) - u(\tilde{z}_1, \tilde{z})|,
\]

where $\hat{z} = (\hat{z}_1, \hat{z}) \in V_h$ and $\tilde{z} = (\tilde{z}_1, \tilde{z}) \in V_h$. Now we unfix $z$ and observe that

\[
\int_{\mathbb{T}^n} |D_{x_1} i_h u| = \sum_{z \in V^0_h} \int_{U^h_{z_1}} |D_{x_1} i_h u| = h^{n-1} \sum_{z \in V^0_h} \int_{\mathbb{T}} |\overline{i_h u}_{\tilde{x}}|_1
\]

\[
= \frac{1}{2} h^{n-1} \sum_{z \in V^0_h} \sum_{\hat{z} \in R^1_h (\mathbb{Z})} \sum_{\tilde{z} \in R^1_h (\mathbb{Z}) : \tilde{z} \sim \hat{z}} |u(\hat{z}_1, \hat{z}) - u(\tilde{z}_1, \tilde{z})|
\]

\[
= \frac{1}{2} h^{n-1} \sum_{z \sim \tilde{z}} |u(z) - u(\tilde{z})| = \varphi_{TV, 1}^h (u).
\]

This proves the lemma, so the proof of (4.3) is now also complete. \(\blacksquare\)

\section*{B Properties of $\Gamma$}

In this section we prove some properties of the operator $\Gamma$, which is defined in (5.11), and its matrix exponential.

It will be useful to identify $\Gamma$ with a circulant $1/h$ by $1/h$-matrix, which we will again denote\(^\text{16}\) Cf. footnote 13.
by $\Gamma$. This matrix has entries, for all $i, j \in \left[\frac{1}{h}\right]$, 

$$
\Gamma_{ij} = \begin{cases} 
\frac{2}{3}, & \text{if } i = j, \\
-\frac{1}{6}, & \text{if } i \equiv j - 1 \pmod{\frac{1}{h}} \text{ or } i \equiv j + 1 \pmod{\frac{1}{h}}, \\
0, & \text{otherwise.}
\end{cases}
$$

The general form of the eigenvectors and eigenvalues of circulant matrices is known. In this case it can be checked via direct computation that the eigenvalues of $\Gamma$ are, for $k \in \left[\frac{1}{h} - 1\right]_0$, 

$$
\gamma_k := \frac{1}{3} \left(2 + \cos(2\pi hk)\right).
$$

The corresponding eigenvectors of $\Gamma$ (in $\mathbb{R}^{1/h}$) are 

$$
z^{(k)} := \sqrt{h} \begin{pmatrix} 
1 \\
\omega^k \\
\omega^{2k} \\
\vdots \\
\omega^{(\frac{1}{h}-1)k}
\end{pmatrix}, \quad \text{thus } z_i^{(k)} = \sqrt{h} \omega^{(i-1)k}, \text{ for all } i \in \left[\frac{1}{h}\right],
$$

where $\omega := e^{2\pi hi_\mathbb{C}}$ is the $\frac{1}{h}$th root of unity and $i_\mathbb{C}$ denotes the imaginary unit. We note that 

$$
\gamma_{\frac{1}{h}-k} = \gamma_k. \quad (B.1)
$$

An alternative way to describe $\Gamma$ is as the sum of three matrices, 

$$
\Gamma = \frac{2}{3} I + \frac{1}{6} A + \frac{1}{6} A^T, \quad (B.2)
$$

where $I$ is the $\frac{1}{h}$-by-$\frac{1}{h}$ identity matrix and $A$ and $A^T$ are the matrix representations of the operators $\tau_+$ and $\tau_-$, respectively, i.e. 

$$
A_{ij} := \delta_{i,j+1},
$$

where we always interpret the indices modulo $\frac{1}{h}$, so $\delta_{i,\frac{1}{h}+1} = \delta_{i,1}$, etc. Remember that the Kronecker delta is defined by 

$$
\delta_{i,j} := \begin{cases} 
1, & \text{if } i = j, \\
0, & \text{otherwise.}
\end{cases}
$$

We note that, for all $n \in \mathbb{N}$, 

$$
A^n_{ij} = \delta_{i,j+n}, \quad (B.3)
$$
as can be proved by induction on \( n \): Taking as base case \( n = 0 \) or \( n = 1 \), we see it is true by
definition of \( I \) or \( A \), respectively. Assuming that it is true for \( n = k > 1 \), we find

\[
A_{ij}^{k+1} = \sum_{l=1}^{\frac{1}{h}} A_{il}A_{lj} = \sum_{l=1}^{\frac{1}{h}} \delta_{i,l+1}\delta_{l,j+k} = \delta_{i,j+k+1}.
\]

As a consequence of (B.3), we have that

\[
A^\frac{1}{h} = A.
\]  

(B.4)

Furthermore \( A^T = A^{-1} \), since

\[
(AA^T)_{ij} = \sum_{l=1}^{\frac{1}{h}} A_{il}A_{jl} = \sum_{l=1}^{\frac{1}{h}} \delta_{i,l+1}\delta_{j,l+1} = \delta_{i,j}.
\]

It is worth noting that

\[
(A^{-1})_{ij} = (A^T)_{ij} = A_{ji} = \delta_{j,i+1} = \delta_{i,j-1} \quad \text{and, for all } n \in \mathbb{N}, \ (A^{-n})_{ij} = \delta_{i,j-n}.
\]

These two characterisations of \( \Gamma \), one through its spectrum and the other using the matrix
\( A \), lead to two expressions for the matrix exponential \( e^{\Gamma x} \) in the following lemma.

Lemma 42. Let \( x \in \mathbb{R} \). For all \( i, j \in \left[ \frac{1}{1/h} \right] \) we have

\[
(e^{\Gamma x})_{ij} = he^{\frac{2}{3}x} \sum_{l=0}^{\frac{1}{h}-1} e^{\frac{1}{3}h\cos(2\pi hl)x} \cos\left(2\pi hl(i-j)\right) \]  

(B.5)

and

\[
(e^{\Gamma x})_{ij} = e^{\frac{2}{3}x} \sum_{l=0}^{\frac{1}{h}-1} B_l(x)B_{l+i}(x),
\]  

(B.6)

where

\[
B_l(x) := \sum_{m=0}^{\infty} \frac{1}{(m + l)!} \left( \frac{x}{\frac{1}{h}} \right)^{\frac{m}{h} + l}
\]

has infinite radius of convergence. The subscripts of \( B \) are interpreted modulo \( \frac{1}{h} \).

Proof. The proof of the first expression follows an ODE approach: Consider the equation

\[
u'(x) = \Gamma u(x).
\]  

(B.7)

By standard ODE theory, this equation has \( \frac{1}{h} \) linearly independent solutions \( u^j : \mathbb{R} \to \mathbb{R}^{1/h} \), for
$j \in \left[ \frac{1}{n} \right]$. Our discussion above shows that $\Gamma$ has $\frac{1}{n}$ linearly independent eigenvectors and thus, for all $j \in \left[ \frac{1}{n} \right]$, $w_j(x) = e^{\gamma_j - 1} x z(j - 1)$. We can now compute

$$e^{\Gamma x} = X(x)X(0)^{-1}, \quad (B.8)$$

where $X : \mathbb{R} \to \mathbb{R}^{1/h \times 1/h}$ can be any fundamental matrix solution of (B.7). We choose the matrix which has the solutions $u^j$ as columns: for all $i, j \in \left[ \frac{1}{n} \right]$,

$$X_{ij}(x) := u^j_i(x) = \sqrt{h} e^{\gamma_j - 1} x \omega^{(i-1)(j-1)}.$$

Then

$$X_{ij}(0) = u^j_i(0) = z_i^{(j-1)} = \sqrt{h} \omega^{(i-1)(j-1)}.$$

We claim that the inverse $X(0)^{-1}$ is given by, for all $i, j \in \left[ \frac{1}{n} \right]$,

$$Y_{ij} := \sqrt{h} \omega^{-(i-1)(j-1)}.$$

To prove this claim, we compute

$$(X(0)Y)_{ij} = \sum_{l=1}^{\frac{1}{n}} X(0)_l Y_{lj} = \sqrt{h} \sum_{l=1}^{\frac{1}{n}} z_i^{(l-1)} \omega^{-(l-1)(j-1)} = h \sum_{l=1}^{\frac{1}{n}} \omega^{(i-1)(l-1)} \omega^{-(l-1)(j-1)}$$

$$= h \sum_{l=1}^{\frac{1}{n}} \omega^{(l-1)(i-j)}.$$

Taking $i = j$ shows that $(X(0)Y)_{ii} = 1$. If $i \neq j$, then we multiply by $\omega^{i-j}$:

$$\omega^{i-j} (X(0)Y)_{ij} = h \sum_{l=1}^{\frac{1}{n}} \omega^{(i-j)} \omega^{(l-1)(i-j)} = h \sum_{k=2}^{\frac{1}{n}+1} \omega^{(l-1)(i-j)} = h \sum_{l=1}^{\frac{1}{n}} \omega^{(l-1)(i-j)} = (X(0)Y)_{ij},$$

where the third equality follows from the fact that $\omega^{(1/h + 1 - 1)(i-j)} = (\omega^{1/h})^{i-j} = 1^{i-j} = 1 = \omega^0$ —recall that $\omega$ is the $\frac{1}{h}$th root of unity, and thus $\omega^l = 1$ if and only if $l \equiv 0 \pmod{\frac{1}{h}}$. Since $i$ is not congruent to $j$ modulo $\frac{1}{n}$ and thus $\omega^{i-j} \neq 1$, it follows that $(X(0)Y)_{ij} = 0$. Thus $Y = X(0)^{-1}$.

Using (B.8) we compute

$$(e^{\Gamma x})_{ij} = h \sum_{l=1}^{\frac{1}{n}} e^{\gamma_l - 1} x \omega^{(i-1)(l-1)} \omega^{-(l-1)(j-1)} = h \sum_{l=0}^{\frac{1}{n} - 1} e^{\gamma_l x} \omega^{(i-j)l} = h + h \sum_{l=1}^{\frac{1}{n} - 1} e^{\gamma_l x} \omega^{(i-j)l}.$$
By (B.1) it follows that, if $\frac{1}{h}$ is odd,
\[
(e^{\Gamma x})_{ij} = h + h \sum_{l=1}^{\frac{1}{h}} e^{\gamma x} \left( \omega^{(i-j)l} + \omega^{(i-j)(1/h-l)} \right)
\]
\[
= h + h \sum_{l=1}^{\frac{1}{h}} e^{\gamma x} \left( \omega^{(i-j)l} + \omega^{(i-j)(1/h-l)} \right),
\]
where for the second equality we also used that $\omega^{(i-j)l} + \omega^{(i-j)(1/h-l)}$ remains unchanged when $l$ is replaced by $\frac{1}{h} - l$. Since
\[
\omega^{(i-j)l} + \omega^{(i-j)(1/h-l)}
\]
\[
= \cos(2\pi h(i-j)l) + ic \sin(2\pi h(i-j)l) + \cos(2\pi h(i-j)(1/h-l))
\]
\[
+ ic \sin(2\pi h(i-j)(1/h-l))
\]
\[
= \cos(2\pi h(i-j)l) + \cos(2\pi (i-j) - 2\pi (i-j)hl)
\]
\[
+ ic \left[ \sin(2\pi h(i-j)l) + \sin(2\pi (i-j) - 2\pi (i-j)hl) \right]
\]
\[
= \cos(2\pi h(i-j)l) + \cos(-2\pi (i-j)hl) + ic \left[ \sin(2\pi h(i-j)l) + \sin(-2\pi (i-j)hl) \right]
\]
\[
= 2 \cos(2\pi h(i-j)l), \tag{B.9}
\]
the desired expression (B.5), for $\frac{1}{h}$ odd, now follows from the definition of $\gamma_l$. If, on the other hand, $\frac{1}{h}$ is even, we have
\[
(e^{\Gamma x})_{ij} = h + h \sum_{l=1}^{\frac{1}{h}} e^{\gamma x} \left( \omega^{(i-j)l} + \omega^{(i-j)(1/h-l)} \right) + h e^{\gamma x} \omega^{(i-j)/(2h)}
\]
\[
= h + h \sum_{l=1}^{\frac{1}{h}} e^{\gamma x} \left( \omega^{(i-j)l} + \omega^{(i-j)(1/h-l)} \right) + h e^{\gamma x} \omega^{(i-j)/(2h)}.
\]
For the middle terms on the right-hand side we use (B.9) again. For the last term, we note that $\omega^{1/(2h)} = -1$ and thus
\[
\omega^{(i-j)/(2h)} = (-1)^{i-j} = 1 = \cos(\pi (i-j)) = \cos \left( \frac{2\pi h(i-j)}{2h} \right).
\]
Combined with the definition of $\gamma_l$, this now also gives (B.5) when $\frac{1}{h}$ is even.

To prove (B.6), we use the description of $\Gamma$ from (B.2). First note that, since
\[
\sum_{m=0}^{\infty} \frac{1}{(m! + l)!} \left( \frac{x}{6} \right)^{m+l} = \sum_{m=0}^{\infty} \frac{1}{m!} \left| \frac{x}{6} \right|^{m+l} \leq \sum_{m=0}^{\infty} \frac{1}{m!} \left| x \right|^{m} = e^{x},
\]
the series \( B_t \) has an infinite radius of convergence.

Because \( A \) and \( A^T = A^{-1} \) commute, we have

\[
e^{\Gamma x} = e^{\left(\frac{2}{3} I + \frac{1}{6} A + \frac{1}{6} A^T\right)x} = e^{\frac{2}{3}x} e^{\frac{1}{6} x} e^{\frac{1}{6} A^{-1} x}.
\]

(B.10)

Next we employ the series definition of the matrix exponential in combination with (B.4):

\[
e^{\frac{1}{6} A x} = \sum_{m=0}^{\infty} \frac{1}{m!} A^m \left(\frac{x}{6}\right)^m
= \left[ \frac{1}{(0/h)!} \left(\frac{x}{6}\right)^{0/h} + \frac{1}{(1/h)!} \left(\frac{x}{6}\right)^{1/h} + \frac{1}{(2/h)!} \left(\frac{x}{6}\right)^{2/h} + \frac{1}{(3/h)!} \left(\frac{x}{6}\right)^{3/h} + \ldots \right] I
+ \left[ \frac{1}{(0/h + 1)!} \left(\frac{x}{6}\right)^{0/h+1} + \frac{1}{(1/h + 1)!} \left(\frac{x}{6}\right)^{1/h+1}
+ \frac{1}{(2/h + 1)!} \left(\frac{x}{6}\right)^{2/h+1} + \frac{1}{(3/h + 1)!} \left(\frac{x}{6}\right)^{3/h+1} \right] A
+ \left[ \frac{1}{(0/h + 2)!} \left(\frac{x}{6}\right)^{0/h+2} + \frac{1}{(1/h + 2)!} \left(\frac{x}{6}\right)^{1/h+2}
+ \frac{1}{(2/h + 2)!} \left(\frac{x}{6}\right)^{2/h+2} + \frac{1}{(3/h + 2)!} \left(\frac{x}{6}\right)^{3/h+2} \right] A^2
+ \ldots
\]

\[
+ \left[ \frac{1}{(0/h + 1/h - 1)!} \left(\frac{x}{6}\right)^{0/h+1/h-1} + \frac{1}{(1/h + 1/h - 1)!} \left(\frac{x}{6}\right)^{1/h+1/h-1}
+ \frac{1}{(2/h + 1/h - 1)!} \left(\frac{x}{6}\right)^{2/h+1/h-1} + \frac{1}{(3/h + 1/h - 1)!} \left(\frac{x}{6}\right)^{3/h+1/h-1} \right] A^{1/h-1}
\]

\[
= \sum_{l=0}^{\frac{1}{h} - 1} B_l(x) A^l.
\]

Substituting this into (B.10) we find

\[
e^{\Gamma x} = e^{\frac{2}{3} x} \sum_{l=0}^{\frac{1}{h} - 1} \sum_{r=0}^{\frac{1}{h} - 1} B_l(x) B_r(x) A^{l-r}.
\]

Since

\[
\left(e^{\Gamma x}\right)_{ij} = e^{\frac{2}{3} x} \sum_{l=0}^{\frac{1}{h} - 1} \sum_{r=0}^{\frac{1}{h} - 1} B_l(x) B_r(x) \delta_{i,k+l} \delta_{k,j-r} = e^{\frac{2}{3} x} \sum_{l=0}^{\frac{1}{h} - 1} \sum_{r=0}^{\frac{1}{h} - 1} B_l(x) B_r(x) \delta_{i,j-r+l}
\]

\[
= e^{\frac{2}{3} x} \sum_{l=0}^{\frac{1}{h} - 1} B_l(x) B_{l+j-i}(x).
\]

This completes the proof of (B.6).
Remark 43. In the proof above we have given the deductions by which the two expressions for $e^{\Gamma x}$ were derived. Alternatively, we can also directly check that each column of $e^{\Gamma x}$ as given in (B.5) and (B.6) satisfies (B.7) with initial condition $e^{\Gamma 0} = I$.

C  Poincaré–Wirtinger-type inequalities

In this section we the Poincaré–Wirtinger-type inequalities we used in the proof of Lemma 34. The first one is a classic result, the second one a higher-order extension which is proved using similar methods as the first.

Lemma 44.  

(i) Let $u \in H^1((0, h))$ with $u(0) = u(h) = 0$. Then the Poincaré–Wirtinger inequality holds:

$$
\int_0^h |u(x)|^2 \, dx \leq (h/\pi)^2 \int_0^h |u'(x)|^2 \, dx.
$$

The constant $(h/\pi)^2$ is optimal.

(ii) Let $u \in H^2((0, h))$ with $u(0) = u(h) = 0$. Then there exists a $\mu > 0$ such that

$$
\int_0^h |u(x)|^2 \, dx \leq (h/\pi)^4 \int_0^h |u''(x)|^2 \, dx.
$$

The constant $(h/\pi)^4$ is optimal.

Proof.  

(i) We note that the boundary conditions are well-defined, since $H^1((0, h))$ is compactly embedded in the Banach space \{ $u \in C((0, h))$ \mid $u$ is bounded\} \textsuperscript{17} by the Rellich–Kondrachov theorem [1, Theorem 6.3].

The Poincaré–Wirtinger inequality for symmetric elliptic operators is found in [27, Section 6.5, Theorem 2 and the following remark], from which it immediately follows that there exists a $C > 0$ (strict positivity is given by [27, Section 6.5, Theorem 1]) such that, for all $u \in H^1((0, 1))$ with $u(0) = u(h) = 0$, the inequality

$$
\int_0^h |u(x)|^2 \, dx \leq C \int_0^h |u'(x)|^2 \, dx
$$

holds. It also tells us that the optimal constant is $C = \nu^{-1}$, where $\nu$ is obtained from its Rayleigh quotient formulation $\nu = \min_{w \in H^1((0, h)) \setminus \{0\}} \frac{\int_0^h |w'(x)|^2 \, dx}{\int_0^h |w(x)|^2 \, dx}$ (where the minimum is

\textsuperscript{17}Equipped with the supremum norm $\sup_{x \in (0, h)} |u(x)|$.}
achieved), or as the minimal eigenvalue in the eigenvalue problem\(^\text{18}\)

\[
\begin{cases}
  w'' + \nu w = 0, & \text{on } (0, h), \\
  w(0) = w(h) = 0.
\end{cases}
\]

This ordinary differential equation can be solved by ODE standard techniques \cite[Theorem III.4.1]{37}; its general solution (without imposing boundary conditions) is given by

\[ w(x) = c_1 \cos(\sqrt{\nu} x) + c_2 \sin(\sqrt{\nu} x), \]

for constants \(c_1, c_2 \in \mathbb{R}\). From \(w(0) = 0\), it follows that \(c_1 = 0\). Since \(w(h) = 0\), we have \(c_2 = 0\) or \(\sin(\sqrt{\nu} h) = 0\). Because \(w = 0\) is not allowed as eigenfunction, the option \(c_2 = 0\) is excluded, hence \(\nu\) is the smallest \(\nu > 0\) such that \(\sin(\sqrt{\nu} h) = 0\). This proves that \(\nu = \pi^2/h^2\), as required.

We note that \cite[Section 1.7(2)]{23} provides an alternative proof for continuously differentiable functions \(u\) based on Fourier series.

(ii) Let \(u \in A_h := \{ u \in H^2((0, h)) \mid u(0) = u(h) = 0 \}\). We note that by the Rellich–Kondrachov theorem \cite[Theorem 6.3]{1} \(H^2((0, h))\) is compactly embedded in the Banach

\[ (T^{-1}f)(x) = \frac{1}{h} \int_0^x \int_0^h \left[ \int_0^s f(y) \, dy - \int_s^x f(y) \, dy \right] \, dz \, dw. \]

If \(\|f\|_{L^1((0,h))} \leq 1\) and \(x, y \in (0, h)\) with \(y > x\), then, by the Cauchy–Schwarz inequality,

\[
|(T^{-1}f)(x)| \leq \frac{2}{h} \int_0^h \int_0^h |f(y)| \, dy \, dz \, dw = 2h \int_0^h |f(y)| \, dy \\
\leq 2h \|1\|_{L^2((0,h))} \|f\|_{L^2((0,h))} \leq 2h^{3/2},
\]

and

\[
|(T^{-1}f)(x) - (T^{-1}f)(x)| \leq \frac{1}{h} \int_{x_1}^{x_2} \int_0^h \left| \int_0^s f(y) \, dy - \int_s^x f(y) \, dy \right| \, dz \, dw \\
\leq 2|x_2 - x_1| \int_0^h |f(y)| \, dz \\
\leq 2h^{1/2} \|f\|_{L^2((0,h))} |x_2 - x_1|.
\]

Hence by the Arzelà–Ascoli theorem \cite[Theorem 1.33]{1}, \cite[Theorem 5.37]{44}, \(T^{-1}\) is a compact operator.
space \( \{ u \in C^1((0, h)) \mid u, u' \text{ are bounded} \} \) and thus the boundary conditions in the definition of \( \mathcal{A}_h \) are well-defined.

We define, for this proof,
\[
\nu := \inf_{w \in \mathcal{A}_h} \frac{\int_0^h |w''(x)|^2 \, dx}{\int_0^h |w(x)|^2 \, dx} = \inf_{w \in \mathcal{A}_h} \left\{ \|w''\|^2_{L^2((0, h))} \mid \|w\|^2_{L^2((0, h))} = 1 \right\}, \tag{C.1}
\]
where the second expression follows by rescaling \( u \) by \( \left( \int_0^h |w(x)|^2 \, dx \right)^{-1} \). Since the quotient is nonnegative, \( \nu \geq 0 \) exists. If, as we will prove, \( \nu > 0 \), then it follows that
\[
\int_0^h |u(x)|^2 \, dx \leq \nu^{-1} \int_0^h |u''(x)|^2 \, dx.
\]
Moreover, a minimizer of the minimization problem in the definition of \( \nu \) exists by the direct method of the calculus of variations, as the following argument shows. We use the second characterisation of \( \nu \) in (C.1). Consider a minimizing sequence \( (w_m)_m \) in \( \left\{ u \in \mathcal{A}_h \mid \|u\|^2_{L^2((0, h))} = 1 \right\} \). By definition \( (\|w_m\|^2_{L^2((0, h))})_m \) and \( (\|w''_m\|^2_{L^2((0, h))})_m \) are bounded. By part (i) of this lemma with \( u = w'_m \), \( (\|w''_m\|^2_{L^2((0, h))})_m \) is also bounded, hence \( (w_m)_m \) is bounded in \( H^2((0, h)) \) and thus an \( H^2((0, h)) \)-weakly converging subsequence exists with limit \( w_* \in H^2((0, h)) \). By the compact embedding of \( H^2((0, h)) \) into a space of continuous functions that was established above, \( \|w_*\|^2_{L^2((0, h))} = 1 \). Moreover, since \( u \mapsto \|u''\|^2_{L^2((0, h))} \) is lower semicontinuous with respect to weak-\( H^2((0, h)) \) convergence [10, Proposition 3.5], \( w_* \) minimizes \( w \mapsto \|w''\|^2_{L^2((0, h))} \) over the admissible set.

From the first expression for \( \nu \) in (C.1), we see that the minimizer \( w_* \) has to satisfy
\[
\frac{d}{d\varepsilon} \left. \frac{\int_0^h ((w_* + \varepsilon f)'')^2 \, dx}{\int_0^h (w_* + \varepsilon f)^2 \, dx} \right|_{\varepsilon=0} = 0,
\]
for all \( f \in C^\infty([0, h]) \) with \( f(0) = f(h) = 0 \). Computing this derivative and using that
\[
\nu = \frac{\|w''_*\|^2_{L^2((0, h))}}{\|w_*\|^2_{L^2((0, h))}},
\]
we find
\[
\frac{2}{\|w_*\|^2_{L^2((0, h))}} \int_0^h \left[ w''_*(x)f''(x) - \nu w_*(x)f(x) \right] \, dx = 0.
\]

\[19\]Equipped with the supremum norm \( \max(\sup_{x \in (0, h)} |u(x)|, \sup_{x \in (0, h)} |u'(x)|) \).
Integrating by parts, we see

\[
\int_0^h w''(x)f''(x) \, dx = - \int_0^h w'''(x)f'(x) \, dx + w''f'' \bigg|_0^h
\]

\[
= \int_0^h w'''(x)f(x) \, dx - w''f'' \bigg|_0^h + w''f' \bigg|_0^h.
\]

Since \( f = 0 \) on \( \{0, h\} \), the term \( w'''f'' \bigg|_0^h \) vanishes. Thus the weak form implies that

\[
\int_0^h \left[ w'''(x) - \nu(x)w(x) \right] f(x) \, dx + w''f' \bigg|_0^h = 0,
\]

for all \( f \in C^\infty([0, h]) \) with \( f(0) = f(h) = 0 \). Hence \( w_* \) solves

\[
w''' - \nu w = 0 \quad \text{on} \ (0, h).
\]

Since \( f' \) can be taken arbitrary value at \( \{0, h\} \), we get natural boundary conditions. Thus \( w_* \) solves

\[
w''(0) = w''(h) = 0.
\]

Since \( w_* \) satisfies \( w_*|_{\{0, h\}} = 0 \) and \( w_* \neq 0 \), we deduce that \( \nu \) must be an eigenvalue of

\[
\begin{cases}
  w''' - \tilde{\nu} w = 0, & \text{on} \ (0, h), \\
  w''(0) = w''(h) = 0, \\
  w(0) = w(h) = 0.
\end{cases}
\]

(C.2)

We note that, if \( \tilde{\nu} = 0 \), then the ODE above implies that \( w \) is a polynomial of degree at most three and thus, due to the boundary conditions \( w = 0 \). Hence \( \tilde{\nu} = 0 \) is not an eigenvalue and thus \( \nu \neq 0 \). Already we knew that \( \nu \geq 0 \), hence \( \nu > 0 \).

In fact, substituting the (admissible) eigenfunction \( w(x) = \sin(\pi x/h) \) in the minimization problem in (C.1), we find that \( \nu \geq (\pi/h)^4 \).

Finally we prove that every eigenvalue \( \tilde{\nu} \) in the eigenvalue problem in (C.2) is larger than or equal to \( (\pi/h)^4 \), which establishes that \( \nu = (\pi/h)^4 \), as required.

Let \( \tilde{\nu} > 0 \) be an eigenvalue of (C.2) and let \( \sigma > 0 \) be the unique strictly positive real number such that \( \tilde{\nu} = \sigma^4 \). By standard ODE methods [37, Theorem III.4.1], the general solution to the ODE \( w''' - \tilde{\nu} w = 0 \) is found to be

\[
w(x) = c_1e^{\sigma x} + c_2e^{-\sigma x} + c_3e^{i\sigma x} + c_4e^{-i\sigma x},
\]

as required.
for constants $c_1, c_2, c_3, c_4 \in \mathbb{R}$. Here $i$ is the imaginary unit. Since $w(0) = 0$ and $w''(0) = 0$ imply $c_1 + c_2 + c_3 + c_4 = 0$ and $\sigma^2(c_1 + c_2) - \sigma^2(c_3 + c_4) = 0$, we deduce that $c_1 + c_2 = c_3 + c_4 = 0$. Therefore

$$w(x) = c_1(e^{\sigma x} - e^{-\sigma x}) + c_3(e^{i\sigma x} - e^{-i\sigma x}).$$

Thus

$$w(h) = c_1(e^{\sigma h} - e^{-\sigma h}) + c_3(e^{i\sigma h} - e^{-i\sigma h}) = 0,$$

$$\sigma^{-2}w''(h) = c_1(e^{\sigma h} - e^{-\sigma h}) - c_3(e^{i\sigma h} - e^{-i\sigma h}) = 0,$$

which in matrix form reads

$$
\begin{pmatrix}
  e^{\sigma h} - e^{-\sigma h} & e^{i\sigma h} - e^{-i\sigma h} \\
  e^{\sigma h} - e^{-\sigma h} & -(e^{i\sigma h} - e^{-i\sigma h})
\end{pmatrix}
\begin{pmatrix}
  c_1 \\
  c_3
\end{pmatrix} =
\begin{pmatrix}
  0 \\
  0
\end{pmatrix}.
$$

This equation has a nontrivial solution if and only if the determinant of the above matrix is zero: $-2(e^{\sigma h} - e^{-\sigma h})(e^{i\sigma h} - e^{-i\sigma h})$. Since $e^{\sigma h} \neq e^{-\sigma h}$, we obtain that $e^{i\sigma h} - e^{-i\sigma h} = 0$. In other words, $e^{2i\sigma h} = 1$. The minimum strictly positive value of such $\sigma$ is $\pi/h$. Thus $\nu = (\pi/h)^4$. This concludes the proof\textsuperscript{20}.

\[\square\]
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\textsuperscript{20}Additionally we can conclude from our computations that the geometric multiplicity of the eigenvalue $\tilde{\nu} = (\pi/h)^4$ is equal to one, as any solution $w$ to (C.2) with $\tilde{\nu} = (\pi/h)^4$ is of the form $C\sin \pi x$ for some constant $C \in \mathbb{R}$.
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