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ABSTRACT1

In polar oceans, ice-band patterns are frequently observed around the ice edge in the2

winter, where sea ice production and melting continually occur. A better understanding3

of such fundamental processes in marginal ice zones (MIZs) may be key to accurate4

predictions of sea-ice evolution. Ice bands exhibit approximately 10-km-scale regular5

band spacings, and their long axes turn to the counter-clockwise (clockwise) with respect6

to the wind direction in the Northern (Southern) Hemisphere. We formulate a theory that7

is relevant for a continuously stratified ocean and compare the theoretical results with the8

numerical-model results and satellite observations. The numerical results quantitatively9

agree well with the theory. In particular, resonance condition, on which the phase speed10

of internal wave matches with the ice-band propagation speed, is always satisfied even11

if wind speed becomes slow. This is because there are an infinite number of baroclinic12

modes in continuously stratified ocean. We also show that an ice-band pattern emerges13

from a random initial ice concentration even though the wind is homogeneous. Plume-like14

ice bands along ice edge, which are frequently observed by satellites, are well explained by15

the pattern formation from random noise. Various effects of the ice-band formation were16
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explored with respect to the relationship between the initial ice concentration and the17

wind direction, ice roughness, ice thickness, temporal variation of wind, and the Coriolis18

parameter.19

ii



1 Introduction20

Sea-ice production and melting considerably affect global climate by modifying heat,21

salt, and freshwater distributions (Broecker, 2010; Rudels et al., 2015; Rudels, 2016).22

Marginal ice zones (MIZs) that lie adjacent to open water are characterized by vigorous23

interactions among ocean and atmosphere through sea ice (Wadhams, 2000). In light of24

rapid decreasing sea ice trend in the Arctic Ocean and highly contrasting signals observed25

in the Southern Ocean (e.g., Stroeve et al., 2012; Gascard et al, 2019; Parkinson et al.,26

2019), it is important to understand physical processes in the MIZ.27

MIZs exist between open ocean and interior ice pack. In MIZ, the size of floes is usually28

less than 100 m, exhibiting fractal size distribution (Toyota et al., 2006; Toyota et al.,29

2016). The melting rate is sensitive to the floe size; small floes with a size < 30 m are eas-30

ily melted by heat from the upper ocean (Steele, 1992). The sea surface temperature in31

MIZs is significantly influenced by the submesoscale fronts and eddies (e.g. Swart et al.,32

2020; Manuchariyan and Thompson, 2017), as well as by the internal waves, which33

cause the downward flux of momentum and energy, resulting in turbulent mixing in the34

upper ocean (e.g., McPhee and Kantha, 1989). Recently, Kawaguchi et al. (2016)35
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reported that subsurface mixing is further enhanced by the breaking of submesoscale in-36

ternal inertia-gravity waves trapped in an anticyclonic eddy around the ice edge area in37

the Chukchi Plateau. Therefore, understanding the submesoscale ice-ocean interaction in38

MIZs is key for the better the evolution of sea ice extent.39

One characteristic of the submesoscale phenomena in MIZs is ice bands. For example,40

Figs. 1b, d are the visible satellite images showing plume-like ice bands adjacent to the41

offshore ice edge in the East Greenland Current and Arctic Sea, retrieved by the Moderate-42

Resolution Imaging Spectroradiometer (MODIS) with 250 m resolution, in which winds43

analyzed by the European Center for Medium-range Weather Forecasts (ECMWF) are44

also superimposed. The ice bands typically have a regular spacing of 10-km-scale. Plume-45

like ice bands such as those shown in Fig. 1b can be observed throughout the winter46

season in the East Greenland Current. Similar ice-band formation has been observed in47

the Bering Sea (Muench and Charnel, 1977), the Sea of Okhotsk (Saiki and Mitsudera,48

2016), and the Southern Ocean (Ishida and Ohshima, 2009).49

Ice bands are of various lengths ranging from 1 km to 10 km. For example, McPhee50

(1979, 1982, 1983) observed ice bands of several hundred meters to 1-km-scale during ship51
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observations. They suggested that an ice band is formed by the ice-edge speed accelera-52

tion caused by ice melting and enhanced stratification at a MIZ, which separates an ice53

band from the sea-ice area. Wadhams (1983) indicated that the 1-km-scale ice bands54

are generated by the radiation stress due to fetch-limited surface waves that gather ice55

floes. Muench and Charnel (1977) and Ishida and Ohshima (2009) observed ice bands56

with a spacing of 10-km-scale from satellite infra-red images. Muench et al. (1983) and57

Fujisaki and Oey (2011) suggested that ice bands may be generated by the internal lee58

waves from an ice edge. Ishida and Ohshima (2009) described the characteristics of this59

type of submesoscale ice bands as follows: (1) ice bands have a regular band spacing of60

approximately 10 km, and they become wider as the wind becomes stronger; and (2) the61

long axis of an ice band turns to the counter-clockwise (clockwise) with respect to the62

predominant wind direction in the Northern (Southern) Hemisphere.63

Saiki and Mitsudera (2016) explained these basic characters from the viewpoint of64

resonant interaction in the ice–ocean coupled system. They used a reduced gravity, 1.5-65

layer ocean model, coupled with a simple ice drifting model, and discussed a linear insta-66

bility problem in this system. They showed that when an off-ice wind blows, ice moves in67
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the off-ice direction, which accelerates an upper-ocean flow because the ice-water stress68

is larger than the air-water stress. Since the acceleration of the upper-ocean flow is the69

largest at the center of an ice band, where the ice concentration is largest, the upper-layer70

flow converges and downwelling occurs at the ice band (see Fig. 4 of Saiki and Mitsudera,71

2016). This downwelling forces the density interface, and generates an internal inertia-72

gravity wave. On the other hand, the interfacial motion associated with the internal73

inertia-gravity wave causes convergence/divergence in the upper-layer velocity, which in-74

crease/decrease the ice concentration, resulting in the formation of the ice-band structure.75

An ice band grows when the upper-ocean velocity associated with ice-water stress and the76

velocity associated with the internal inertia-gravity wave cause positive feedback (see Fig.77

8 of Saiki and Mitsudera, 2016). Submesoscale internal waves generated by the above78

ice-ocean coupled system may enhance turbulent mixing and affect the thermal conditions79

in the upper ocean (e.g., McPhee and Kantha, 1987; Kawaguchi et al., 2016).80

In the present study, we investigate ice-band formation in a continuously stratified81

ocean. We revisit the problem with a continuously stratified ocean model because the82

1.5-layer model that Saiki and Mitsudera (2016) studied is too simple to apply directly.83
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One of differences between the two models is that the continuously stratified model has an84

infinite number of baroclinic modes, whereas the 1.5-layer model has only one baroclinic85

mode. This may modify the resonance condition between the sea ice and the internal86

waves. For example, internal inertia-gravity waves in the 1.5-layer model has a minimum87

phase speed, and therefore, there is a cut-off wind speed below which ice-band formation88

does not occur. In contrast, a continuously stratified model has no minimum phase speed89

because there are an infinite number of modes in which a higher mode wave has a slower90

phase speed, implying that there is no cut-off wind speed. As such, ice bands in reality91

will be better described by continuously stratified ocean models.92

A major purpose of this study is to quantitatively compare the ice-band theory with93

numerical modeling results and satellite observations. Here, we present that the observa-94

tions of the submesoscale band spacings of 10-km-scale agrees well with the theory and95

numerical results. Further, the numerical results exhibit the change in the most-unstable96

mode with wind speed changes, which is consistent with the theory. We also investigated97

the growth rate, focusing on the wind direction relative to the ice band pattern. If the98

ice-edge area includes initial random disturbances, like small ice floes in MIZs, the ice99
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bands’ growth depends on the most unstable mode even though the ice edge imposes a100

strong initial disturbance on the ice-ocean coupled system. We found that the pattern101

formation from random initial conditions explains the plume-like ice-band structure well.102

This structure is perpendicularly to the ice edge in MIZs as shown in Figs. 1b, d.103

We further discuss various effects that control ice band formation, such as ice concen-104

tration, ice thickness, ice stresses, wind temporal change, and the effects of the Earth’s105

rotation. Ice concentration may affect the band formation because ice movement will be106

restricted when the ice concentration is sufficiently high. Sea ice stresses also have signifi-107

cant effects because the bands form as a result of the surface stress difference between ice108

and water as seen in Fig. 4 of Saiki and Mitsudera (2016). Further, ice band formation109

was observed in a broad ice area in the Sea of Okhotsk when a low-pressure system passed110

an ice edge in early spring (Saiki and Mitsudera, 2016). Thus, we investigate whether111

the theory is applicable to the temporary change in wind with a synoptic timescale. Fi-112

nally, the effects of the Earth’s rotation are discussed because the ice bands are observed113

in a relatively broad latitudinal range from approximately 45 ◦ N in the Sea of Okhotsk to114

80 ◦ N in the Arctic Sea. We aim to discuss the conditions of ice-band formation through115
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these sensitivity experiments.116

The remainder of this paper is organized as follows. In Section 2, we formulate a117

mechanism of ice-band pattern formation in a continuously stratified ocean. In Section118

3, we reproduce ice-band pattern formation in a continuously stratified ocean using a119

numerical model and compare the numerical results with the theory. In Section 4, we120

validate the theory and numerical results from the satellite observations. The results of121

the sensitivity studies are presented in Section 5. Finally, we discuss and summarize the122

results in Section 6. 　123

2 Theoretical considerations on ice-band pattern formation over124

continuously stratified ocean125

Here, we formulate the basic equations of an ice-ocean coupled system with continuous126

stratification in the ocean over a flat bottom with depth D. The sea surface is covered by127

sea ice with concentration A, which is the ratio of sea-ice cover within an unit area and128

is represented from zero to one.129
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2.1 Surface stresses over the MIZ130

The sea-ice drift is driven by a homogeneous wind. We consider an eigenvalue problem131

for an ice band, which gives the band width and turning angle of the band as those of an132

unstable mode with a maximum growth rate. Figure 2a shows the coordinate system and133

sea-ice motion. The x-direction is defined by the band pattern propagation direction, and134

the y-direction is perpendicular to it. Because we assume that variables are independent135

of y for the theoretical development, y represents the orientation of the long axis of the136

bands. τai, τiw, and τaw are the air–ice, ice–water, and air–water stresses, respectively. θa137

denotes the wind direction associated with both τai and τaw, while θi is the direction of138

τiw. δθ is the turning angle between τai and τiw, which occurs as a result of the Earth’s139

rotation. The stress applied to the sea surface is then written as140

τ = Aτiw + (1 − A)τaw,

where A is the ice concentration (Fig. 2b). We consider that τ depends solely on A;141

τiw, and τaw represent sea ice characteristics such as ice roughness, which are assumed142
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to be constants. Now, τ is divided into the temporal mean and a perturbation such that143

τ = τ + τ ′, where the bar denotes the mean, and the prime denotes the perturbation.144

If we assume τiw and τaw are given, τ ′ is written as τ ′ = A′(τiw − τaw), where A′ is the145

perturbation in terms of the ice concentration, while τ = Aτiw + (1 − A)τaw, where A146

denotes the mean. The specific form of τ ′ yields (see Appendix 1 for the derivation)147

τ ′ = A′
(

δτ

|τai|
τai − (sin δθ)k × τai

)
, (1)

where δτ = |τai| cos δθ − |τaw|, and k denotes the unit vector in the vertical direction.148

2.2 Internal inertia-gravity waves in the ocean149

The governing equations for a continuously stratified ocean are written as follows:150

∂u′

∂t
+ fk × u′ = − 1

ρw

∂p′

∂x
i +

1

ρw

∂τ ′

∂z
, (2)

∂u′

∂x
+

∂w′

∂z
= 0, (3)

∂ρ′

∂t
− ρwN2

B

g
w′ = 0, (4)

∂p′

∂z
= −ρ′g, (5)
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where u′ = (u′, v′) and w′ are velocity perturbations of the x, y, and z-components, re-151

spectively; p′ is the pressure perturbation; and i is a unit vector of the x-component.152

Note that we assumed that the ice-band pattern is independent of y. ρw is the repre-153

sentative ocean density, ρ(z) is the vertical density profile of the background, ρ′ is the154

density perturbation, f is the Coriolis parameter, g is the gravity acceleration, and NB is155

the Brunt–Väisälä frequency N2
B = −(g/ρw)(dρ/dz). Here, we set w′ = 0 and ρ′ = 0 at156

the sea surface (z = 0) and the bottom (z = −D) as the boundary conditions.157

Next, we assume that the variables may be written using the vertical structure func-158

tions p̂n(z), q̂n(z) as follows:159

p′(x, y, z, t) = gρw

∞∑
n=1

η̃n(x, y, t)p̂n(z), (6)

u′(x, y, z, t) =
∞∑

n=1

ũn(x, y, t)p̂n(z), (7)

w′(x, y, z, t) =
∞∑

n=1

w̃n(x, y, t)q̂n(z), (8)

ρ′(x, y, z, t) =
∞∑

n=1

ρ̃n(x, y, t)q̂n(z), (9)
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where160

d

dz

(
1

N2
B

dp̂n

dz

)
+

p̂n

ĉ2
n

= 0,
d

dz

(
1

N2
B

dq̂n

dz

)
+

q̂n

ĉ2
n

= 0, (10)

dp̂n

dz
= 0, q̂n = 0 at z = 0,−D, (11)

where n (=1,2,3, · · ·) denotes a mode number, and ĉn is the eigenvalue of the n-th baro-161

clinic mode. The orthogonality and normalization condition is
∫ 0

−D
p̂np̂mdz = Inδnm,162

where δnm is Kronecker’s delta. We impose In = D to let p̂ be a nondimensional structure163

function. Here, we refer to ĉn as the baroclinic phase speed, which represents the nondis-164

persive limit of the phase speed of internal inertia-gravity waves. Further, we assume a165

forcing function166

∂τ ′

∂z
=

(
∂τx

∂z
,
∂τ y

∂z

)
=


(

τx

hE
, τy

hE

)
− hE < z ≤ 0,

0 − D < z ≤ −hE,

(12)
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where hE is a forcing depth corresponding to the Ekman layer thickness (e.g., Fujisaki and Oey,

2011). Then, the momentum equations become

∂ũn

∂t
− fṽn + g

∂η̃n

∂x
= τ̃ x

n , (13a)

∂ṽn

∂t
+ fũn = τ̃ y

n , (13b)

where τ̃n =
bn

ρw

τ ′

hE

, (13c)

and bn =
1

D

∫ 0

−hE

p̂ndz. (13d)

Further, using (4) and (5), the equation of continuity (3) is rewritten as167

ĉ 2
n

g

∂ũn

∂x
+

∂η̃n

∂t
= 0. (14)

Thus, the basic equations may be written in terms of η̃n using (1), (12), (13), (14), (A1)168

and (A2) as follows:169

∂
∂t

[(
∂2

∂t2
+ f2

)
η̃n − ĉ2

n
∂2η̃n

∂x2

]
= −hn

[
∂2A′

∂t∂x
(δ ∗

d τ̃ x
ai n + τ̃ y

ai n sin δθ) + f ∂A′

∂x
(δ ∗

d τ̃ y
ai n − τ̃ x

ai n sin δθ)
]
,

(15)
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where δ ∗
d = (|τai| cos δθ − |τaw|)/|τai| represents the nondimensional stress difference170

between the ice-covered ocean and the open ocean, δθ = θa − θi denotes the turning angle171

between air–ice and ice–ocean stresses, and hn = ĉ2n
g
.172

173

2.3 Evolution of sea ice concentration174

The linear evolution equation for the sea-ice concentration at the sea surface (z = 0) is175

evaluated by the continuity of ice concentration, which is written as follows:176

∂A′

∂t
+ U i

∂A′

∂x
+ A

∞∑
m=1

∂ũm

∂x
p̂m(0) = 0, (16)

where we recall that U i is defined as the band pattern propagation speed (see Fig. 2a).177

Therefore, equation (16) is rewritten using (14) as follows:178

∂A′

∂t
+ U i

∂A′

∂x
−

∞∑
m=1

A

hm

∂η̃m

∂t
p̂m(0) = 0. (17)
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The internal wave equation (15) and the equation of the sea-ice concentration development179

(17) in the continuous stratification are thus derived.180

181

2.4 Scaling182

Next, we discuss how the band spacing and turning angle are determined in an ocean183

with continuous stratification. First, (15) and (17) are nondimensionalized as follows:184

t = f−1t∗, x = Lx∗, z = Dz∗, hE = Dh ∗
E , η̃n = f2L2

g
η̃ ∗

n ,

(ũn, ṽn) = fL(ũ ∗
n , ṽ ∗

n ), U i = fLU
∗

i , ghn = ĉ2
n = (fLĉ ∗

n )2,

τai = ερwf 2LDτ ∗
ai , and τ ′ = ερwf 2LDτ ′∗,

where we define ε = hE/D, which is equivalent to a scaled Ekman layer depth. Here,185

the asterisk(*) denotes a non-dimensional quantity, and L and D are typical values of186

the horizontal and vertical scale, respectively. Thus, the forcing function τ̃n in (13a, b) is187

14



nondimensionalized as188

τ̃n =
τ ′

ρwhE

bn = εf 2L
τ ′∗bn

h ∗
E

.

We define189

τ̃ ∗
n =

τ
′∗bn

h ∗
E

and τ̃ ∗
ai n =

τ
′∗
ai bn

h ∗
E

,

and obtain a scaling of the stress such that190

τ̃n = εf 2Lτ̃ ∗
n and τ̃ai n = εf 2Lτ̃ ∗

ai n.

Note that τ̃ ∗
n and τ̃ ∗

ai n are O(1) because, from (13d),191

bn =
1

D

∫ 0

−hE

p̂ndz =

∫ 0

−h ∗
E

p̂ndz∗ = O(h ∗
E ).

By substituting a plane wave solution with respect to η̃n and A′, we have derived a192

characteristic equation (A6) in Appendix 2.193
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2.5 Ice bands in a continuously stratified ocean194

Resonance occurs when the propagation speed of the ice-band pattern coincides with the195

phase speed of the internal inertia-gravity wave. Each mode has one resonance point (at196

most) (see, e.g., Fig 3a). A resonance condition yields (see Equation (A6) in Appendix 2)197

[ω∗2 − (1 + ĉ ∗2
n k∗2)] (ω∗ − U

∗
i k∗)

−εAp̂n(0) [iω∗k∗(δ ∗
d τ̃ x∗

ai n + (sin δθ)τ̃ y∗
ai n) − k∗(δ ∗

d τ̃ y∗
ai n − (sin δθ)τ̃ x∗

ai n)] = 0,

(18)

for the n-th mode, where ω∗ is a non-dimensional frequency, and k∗ is a non-dimensional198

wave number. Recall that δ ∗
d = ∆τ̃ /|τai|, and δθ is the turning angle between τai and199

τiw.200

2.5.1 Band spacing201

Considering that ε, which is equivalent to the scaled Ekman depth, is a small parameter,202

we conduct a perturbation expansion of (18) in terms of ε in the vicinity of the resonance203

point (ω ∗
0n, k ∗

0n), where k∗
n = k∗

0n +ε
1
2 k∗

1n + · · · , and ω∗
n = ω∗

0n +ε
1
2 ω∗

1n + · · ·. The resonance204
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point ( ω ∗
0n, k ∗

0n ) can be obtained by the leading order (O(ε0)) of (18) as follows:205

ω ∗2
0n − (1 + ĉ ∗2

n k ∗2
0n ) = 0, (19)

ω ∗
0n − U

∗
i k ∗

0n = 0. (20)

Equation (19) denotes a non-dimensional dispersion relationship of the internal inertia206

gravity wave, while (20) represents the band pattern propagation speed. Therefore, k ∗
0n207

at the intersection in the k∗ − ω∗ plane (e.g., Fig. 3a) determines the band spacing λ ∗
n208

such that209

λ ∗
n =

2π

k ∗
0n

= 2π
(
U

∗2
i − ĉ ∗2

n

) 1
2
. (21)

Figure 3a shows the dispersion relationship of the lowest three modes of the internal210

inertia-gravity waves in the continuous stratification of Fig. 4. The intersection (k ∗
0n, ω ∗

0n)211

occurs for each mode as long as U
∗

i > ĉ ∗
n (see (21)). This implies that lower modes,212

which have a larger ĉ ∗
n , would not be resonant when U

∗
i < ĉ ∗

n . In contrast, among the213

possible resonant modes, the band spacing becomes wider if the resonance occurs due to214
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the higher-mode internal wave.215

2.5.2 Growth rate and wind direction216

Next, the growth rate of the ice-band pattern development is derived from the O(ε)217

perturbation of (18). Thus, we obtain218

ω ∗
1n = ±

(
Ap̂n(0)

k ∗
0nG

2

) 1
2
ei φ

2 + ĉ ∗
n k ∗

1n

= ±
(
Ap̂n(0)

k ∗
0nG

2

) 1
2
(cos φ

2
+ i sin φ

2
) + ĉ ∗

n k1n,

(22)

where219

G = [(1/ω ∗2
0n )(δ ∗

d τ̃ y∗
ai − (sin δθ)τ̃ x∗

ai )2 + (δ ∗
d τ̃ x∗

ai + (sin δθ)τ̃ y∗
ai )2]

1
2 ,

tan φ =
δ ∗
d τ̃ x∗

ai +sin δθτ̃ y∗
ai

(sin δθ)τ̃ x∗
ai −δ ∗

d τ̃ y∗
ai

ω ∗
0n =

δ ∗
d +sin δθ tan θa

(sin δθ)−δ ∗
d tan θa

ω ∗
0n,

where φ is defined for −π/2 < φ < π/2. The growth rate of ice band ν ∗
n is the imaginary220

part of ω ∗
1n, and it is a function of the turning angle θa, as in Fig. 5. The maximum221
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growth rate is obtained when222

τ̃ y∗
ai

τ̃ x∗
ai

= tan θa =
sin δθ

δ ∗
d

, (23)

where δθ denotes the angle between τiw and τai, and δ ∗
d represents the stress differ-223

ence between the air–water interface and air–ice interface. Equation (23) indicates that224

the maximum growth occurs if the wind direction turns to the counter-clockwise (when225

tan θa > 0) with respect to the propagation direction of the ice band. If the wind direction226

turns to the clockwise (when tan θa < 0) with respect to the propagation direction of the227

ice band, the growth rate of the ice band reduces as shown in Fig. 5.228

2.5.3 Modes of the maximum growth229

The maximum growth rate for each mode ν ∗
n max may be derived by substituting (23) into230

(22) as follows:231

ν ∗
n max =

k ∗
0n|τ̃ ∗

ai n|
1
2 (δ ∗2

d + sin2 δθ)
1
4

2
. (24)
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This implies that the nondimensional maximum growth rate ν ∗
n max is proportional to232

the wave number k ∗
0n. Therefore, for a given U

∗
i , the growth rate is higher if the mode233

number is lower, because the wave number k ∗
0n at the resonance point is larger for the234

lower mode. We also consider τ̃ ∗
ai n in (24). If we assume that NB is constant, then τ̃ ∗

ai n235

may be written as follows:236

τ̃ ∗
ai n =

τ ∗
ai bn

h ∗
E

=
τ ∗

ai

h ∗
E

sin(nπh ∗
E )

nπ
= τ̃ ∗

ai

[
1 − 1

6
(nπh ∗

E )2 + · · ·
]

(n = 1, 2, 3, · · · ).

This yields |τ̃ ∗
ai 1| > |τ̃ ∗

ai 2| > |τ̃ ∗
ai 3| > · · ·. Thus, along with (24), the lowest mode237

resonance tends to cause the highest growth rate. Therefore, the band spacing is likely238

determined by the lowest mode, denoted by the N -th mode, among the possible resonance239

modes.240

Figure 3b shows the relationship between the nondimensional ice-band propagation241

speed and the nondimensional band spacing. The band spacing in Fig. 3b is evaluated242

by the lowest internal wave mode N for a given ice-band propagation speed U
∗

i . Because243

(21) indicates that the ice band with the n-th mode internal waves can exist only when244

U
∗

i > ĉ ∗
n , the first mode causes the maximum growth (i.e., N = 1) if U

∗
i > ĉ ∗

1 . If Ui245
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becomes smaller so that ĉ ∗
2 < U

∗
i < ĉ ∗

1 , the maximum growth occurs with the second246

mode (N = 2), and so on. Therefore, although the ice propagation speed decreases,247

the resonance does not disappear; however it is switched to the higher-mode wave. This248

feature is markedly different from the 1.5-layer model, in which resonance no longer occurs249

place if c ∗
I > U

∗
i (see Saiki and Mitsudera, 2016, Fig. 7). This also indicates that the250

governing equation (15) is always hyperbolic for ω∗ ≥ 1 (or U
∗

i k∗ ≥ 1) as long as the251

wave mode chosen is sufficiently high.252

In general, Fig. 3b implies that if the band pattern propagation speed is higher, the253

band spacing tends to be wider unless the wave mode is switched. In this study, one of our254

aims is to examine this theory with numerical experiments and satellite image analysis.255

Note that we restrict our attention to ice bands with a 1–10 km band spacing, in which256

the hydrostatic approximation is valid.257

3 Numerical experiments258

To reproduce the ice-band pattern formation and examine the characteristics of ice bands259

predicted by the theory in the previous section, we performed several numerical experi-260
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ments. We used the ice-ocean coupled model, based on Fujisaki and Oey (2011). The261

ocean model was based on the Princeton Ocean Model (POM), which employs the primi-262

tive equations with hydrostatic as well as Boussinesq approximations (Mellor et al., 2002).263

The ice model used the elastic-viscous-plastic (EVP) rheology (Hunke and Dukowicz,264

1997) with ice-collision parameterization (Sagawa, 2007). The size of the numerical do-265

main was set to 160 km × 220 km. Both zonal and meridional boundary conditions were266

set to be periodic. The horizontal resolution was set at 250 m. The sea bottom was flat,267

its depth was set to 150 m, and it had 31 levels that were uniformly distributed with a268

level interval of 5.6 m, except upper and lower two layers for which interval level were269

1 m. The parameter values, control experiment settings, and different parameters with270

respect to the control experiment are listed in Tab. 1, Tab. 2, and Tab. 3, respectively.271

3.1 Experiments with an ice edge272

3.1.1 Overview of experimental results273

We examined ice-band formation in a sea-ice area with the blowing wind using the numer-274

ical model. We set the initial stratification as in Fig. 4, referring to the winter Okhotsk275
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Sea Shelf (Ohshima et al., 2001), where salinity is 32.0 psu at the surface and 33.5 psu276

at the bottom, and the potential temperature is -1.0 C◦ at the surface and 0.0 C◦ at the277

bottom. Further, the quarter on the left-hand side of this domain was covered by sea ice278

(see Fig. 6a). That is, there was a distinct ice edge in the initial condition. The initial279

sea-ice concentration was 0.5 and the ice thickness was 0.5 m. Random noises were not280

included in the initial condition in this case. Later in Section 5, we examine the effects281

of ice concentration and ice thickness.282

Then, spatially homogeneous wind, which gradually increased from (Ua, Va) = (0.0283

ms−1, 0.0 ms−1) to (7.5 ms−1, 7.5 ms−1) in one day to prevent numerical shock, was im-284

posed; the wind was kept steady afterward. Here, Ua and Va are the normal and the285

parallel components with respect to the initial ice edge of the homogeneous wind, respec-286

tively. Note that we do not consider the thermal effects (i.e., the heat flux at the sea287

surface, sea ice growth, melting, and new ice formation) in this numerical experiment be-288

cause our main purpose is to understand the dynamical processes of the band formation.289

This case was considered as the control case.290

Figure 6 shows the ice-band formation in the control case. The initial state (Fig. 6a)291
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included an ice edge, and a homogeneous wind was imposed all over this domain. Figure292

6b shows clearly that ice bands formed after 6.75 days. Note that the structure of the ice293

bands depends on the initial distribution of the ice edge shape. In the present case, the294

initial disturbance at the ice edge was straight and independent of y, and it was robust295

such that the band patterns were homogeneous with respect to the y-direction.296

Next, we investigate the time development of the ice bands and the vertical flow under297

the ice bands. According to our theory, these vertical flows will keep increasing because298

of the interaction between the sea ice and the internal waves. Figures 7a, c, and e repre-299

sent the sea-ice concentration after 3 days, 5 days, and 6.75 days from the initial state,300

respectively, while Figs. 7b, d, and f represent the vertical flows under ice bands after 3301

days, 5 days, and 6.75 days, respectively. From these numerical results, we find that the302

ice bands gradually grow over time. Correspondingly, the vertical flows of the baroclinic303

second mode are excited and grow under the ice bands. This is consistent with our theory.304

As for the phase relationship between the band structure of the sea-ice concentration305

and the vertical flows under these bands, the upwelling that occurs forward of each band306

and the downwelling backward of each band are coupled with the ice bands. Thus, we307
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confirm that the ice-band formation occurs because of the instability due to the inter-308

action between the sea ice and the internal waves; a detailed discussion of the coupling309

mechanisms can be found in Saiki and Mitsudera (2016).310

3.1.2 Ice-band scale311

Next, we investigated the band spacing change in terms of the wind speed. Figure 8a312

shows the numerical experiment for (Ua, Va) = (6.0 ms−1, 6.0 ms−1), and Fig. 8b shows313

the numerical experiment for (Ua, Va) = (9.0 ms−1, 9.0 ms−1). It is clearly seen that the314

band spacing is wider when the wind speed is higher. This result is consistent with the315

O(ε0) solution in Section 2.316

Figure 9 compares the theoretical band spacing and the numerical results with respect317

to the wind speed. Here, referring to (21), we obtain the band spacing318

λN =
2π

k0N

= 2π
(U

2

i − ĉ 2
N )1/2

f
, (25)

where ĉN denotes the dimensional baroclinic phase speed of the N -th mode, representing319

the lowest resonant mode, and f = 2Ω sin 50◦ = 1.12 × 10−4 s−1. As a typical latitude,320
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we adopted 50◦N around the Sea of Okhotsk where a large ice-band area appeared in a321

satellite image (Saiki and Mitsudera, 2016, their Fig. 12c).322

The theoretical results coincide well with the numerical results (Fig. 9). For example,323

because U i = 0.24 ms−1 for (Ua, Va) = (6.0 ms−1, 6.0 ms−1), U i is larger than ĉ2 =324

0.21ms−1, and hence, the band can couple with the second mode internal waves (i.e.,325

N = 2). When U i is slower than the second mode wave with ĉ2, however, the resonance326

is taken over by the third mode internal waves with ĉ3. That is, the band spacing is327

determined by the third mode, N = 3, when the wind speed reduces to (Ua, Va) = (5.0328

ms−1, 5.0 ms−1), or U i = 0.19 ms−1. This supports our theory in Section 2 that the329

maximum growth rate is obtained from the lowest possible resonant mode for a given U i.330

3.1.3 Wind direction and growth rates331

Next, we evaluated the growth rate of the ice band associated with the change in wind332

direction. The initial setting was the same as in Section 3.1, and we compared four cases333

in terms of the wind direction θa as shown in Figs. 10a to d.334

Figures 10b and c (for the case θa = π/4 and 0, respectively) show that the ice bands335

develop over time. In contrast, Figs. 10a and d (for the case θa = π/2 and θa = −π/4,336
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respectively) do not show ice-band formation except for a band-like structure at the ice337

edge. Figure 10e depicts the growth rates (day−1) of the vertical-flow strength associated338

with internal waves with respect to the wind direction θa. The growth rate is defined339

by the growth of the vertical-flow amplitude in the ocean from day 3 to day 4. Figure340

10e shows that the growth rate is the highest value when the wind direction turns to the341

counter-clockwise with respect to the band-propagation direction, which is consistent with342

the theory. The maximum value of the growth rate was obtained between 20◦ and 30◦,343

which is approximately 1 day−1. Therefore, ice bands grow in a day with this mechanism,344

which is consistent with observations (e.g. Saiki and Mitsudera, 2016).345

3.1.4 Deep ocean346

In the numerical experiments in the previous sub-sections, the depth of the ocean was347

considered to be 150 m because ice bands tend to develop over shallow continental shelves348

such as those in the Bering Sea (e.g. Muench et al., 1983) and in the East Greenland349

Current (Fig. 1b). A shallow sea is suitable for the internal wave baroclinic mode forma-350

tion, because the reflection of vertically propagating waves is sufficiently strong. However,351

ice bands often appear over deep oceans as well, such as those in the Eurasian Basin in352
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the Arctic Sea (Fig. 1d), the central basin of the Sea of Okhotsk (Saiki and Mitsudera,353

2016), and the Southern Ocean (Ishida and Ohshima, 2009).354

In this subsection, we consider ice-band formation in a deep ocean. We do not intend355

to investigate the band formation again with baroclinic normal modes that are formed356

by reflection at the ocean bottom. Rather, we show that ice bands can form as long as357

a strong pycnocline is present below the ocean surface, irrespective of the reflection of358

the internal waves at the bottom. A strong halocline forms in the polar seas because of359

sea ice melting and freshwater input due to riverine discharge (e.g. Davis et al., 2016;360

Rudels et al., 2005; Mizuta et al., 2004). Figure 11a displays the density profile used361

for a simulation, which mimics the density profile in the Eurasian Basin of the Arctic362

Sea, where a strong density gradient between the depths of 40 m and 110 m represents363

a halocline. Stratification below the halocline was characterized by NB = 0.0045 s−1 in364

this simulation. The depth of the ocean bottom was 2150 m. A wind of (Ua, Va) = (7.5365

ms−1, 7.5 ms−1) was imposed. The initial ice concentration was 0.5, as in Fig. 6.366

Figures 11b and c indicate that ice bands form in a manner similar to the previous367

cases (see, e.g., Fig. 7), although the internal waves are confined to the upper ocean. An368
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ice band is generated at the leading edge of the ice zone initially (Fig. 11b). Then, an369

internal wave, which propagates below the sea ice along the halocline, induces ice bands370

one after another (Fig. 11c). We also conducted experiments with various NB values371

below the halocline and obtained similar results. This implies that ice bands form in deep372

seas when the halocline below sea ice is strong, which frequently occurs in the polar seas.373

3.2 Ice-band pattern emerging from random initial ice concentration374

3.2.1 Ice-band pattern formation375

Here, we discuss the ice-band pattern formation from a random initial condition. This376

is different from the previous step-like ice-edge case in which the long axis of the ice377

band was parallel to the ice edge. Figure 12a shows an experiment with a homogeneous378

wind (Ua, Va) = (7.5 ms−1, 7.5 ms−1) blowing over a sea-ice field where the initial ice379

concentration is random. There were no initial ice edges in this case. Other parameters380

including stratification are the same as those in the control case.381

In this case, the ice-band pattern with the maximum growth rate gradually emerges382

from the white noise, as shown in Fig. 12b. This feature directly corresponds to the band383
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formation due to resonance discussed in Section 2. Further, the vertical section of the384

vertical velocity field in Fig. 12c shows that the second mode internal waves are excited385

with this ice-band formation. U i is typically 0.25 ms−1, and hence, this is consistent with386

Fig. 9. The band spacing is approximately 10 km, and growth rate from day 3 to day 4387

is approximately 1.37 day−1. This band spacing and the growth rate are similar to those388

in the ice-edge case shown in Fig. 6 and Fig. 10. Therefore, we conclude that as long as389

the initial perturbed field is present, the ice band is generated by resonance even though390

there is no initial ice edge.391

3.2.2 Plume-like ice-band pattern in MIZs392

Next, we consider the formation of the plume-like ice bands. They are observed in the393

MIZs in the East Greenland Current (Fig. 1b) and the Sea of Okhotsk. Here, we repro-394

duced these plume-like ice-band structures that form almost perpendicularly to the ice395

edge in the MIZs.396

We consider this problem as the band-pattern formation problem from a random ini-397

tial ice concentration, although the ice edge is present in this case. An example is shown398

in Fig. 13. The area spanning 0 < x < 37 km was set as the initial sea-ice area with the399
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white noise, and the area x > 37 km was set as the open water area. Then, a homogeneous400

wind (Ua, Va) = (7.5 ms−1,−7.5 ms−1) was imposed all over this domain. Note that the401

wind is not favorable for band formation if white noise is not included (see Fig. 10d). We402

set the boundary condition such that the sea ice inflow was from the left-hand side of the403

domain at x = 0, and the outflow of this sea ice was to the right-hand side of the domain404

with a free-drift condition. Figure 13b displays the ice bands after 10 days. We observe405

that plume-like ice bands develop across the ice edge, similar to the observations in Fig.406

1b, d. The direction of the long axes is consistent with that of maximum growth (24).407

Therefore, the plume-like ice bands are well explained by the pattern formation due to408

the wind.409

4 Validation by satellite observations410

In this section, the relationship between the wind speed and the band spacing seen in411

satellite images is compared with the theoretical and numerical results. We are particu-412

larly interested in the comparison with the dispersion relationship of the internal waves.413

We collected ice-band information for the Sea of Okhotsk and the East Greenland Current414
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using images of MODIS and AVHRR. The ice-band formation in the Bering Sea discussed415

by Muench and Charnell (1977) was also included.416

To quantitatively compare the theoretical results with the ice bands in the real ocean,417

we manually analyzed satellite images, according to the following procedures:418

1. First, we checked MODIS (the East Greenland Current) and AVHRR (the Sea of419

Okhotsk) images, whose horizontal resolutions are 250 m and 1.1 km, respectively.420

2. Next, the images were rotated, so that the band axis was aligned to the pixels421

by using a software called Lightroom 4.2. Then, the band spacing was defined by422

measuring the length between the center of one band and that of the adjacent band.423

Further, a mean band spacing in the target area was calculated if at least five bands424

were found in the target area (an example is shown in Fig. 14).425

3. Finally, we compared the above mean band spacing with six hourly mean wind426

speeds at 10 m above the sea surface (U10) of the ECMWF Interium. The wind one427

day before was used because the growth of ice bands was considered. Here, we used428

about the order 100 images.429
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Figure 15a displays the relationship between the wind speed and the band spacing. Ice-430

band spacings in the Bering Sea by Muench and Charnell (1977) are also plotted in Fig.431

15a. We find that as the wind speed increases, the band spacing becomes wider in general,432

which is consistent with the theory. Further, the results of our numerical experiments are433

plotted in Fig. 15a for reference, in which the model stratification mimics that of the434

Bering Sea (Fig. 15b). As this figure indicates, the numerical solution also represents435

the observed values well. The band spacings are limited by λmax = 2πU i/f , indicated by436

the solid line in Fig. 15a, where U i is evaluated by 2.5% of the wind speed according to437

Kimura and Wakatsuchi (2000); λmax represents the maximum band width associated438

with the internal inertial gravity waves, which is derived from the inertial frequency.439

Figure 16 shows the frequency evaluated by U ik comparing with the dispersion rela-440

tionship of the internal inertia-gravity waves. This shows that most of the observed nor-441

malized frequencies exceed unity. Further, frequencies evaluated by U ik are distributed442

above the inertial frequency. Therefore, 10-km-scale ice bands are explained well by our443

theory, incorporating the internal inertia-gravity waves. Further, because the internal444

wave frequency is close to the inertial frequency, the hydrostatic approximation incorpo-445
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rated in the theory and numerical experiments is valid. In conclusion, 10-km-scale ice446

bands in the MIZs in the polar seas are well explained by the resonance discussed in this447

paper.448

We also reexamine the relationship between the band spacing and the wind speed over449

the Southern Ocean discussed by Ishida and Ohshima (2009) (see their Fig. 7b). Figure450

17 shows the wind vs. band spacing relationship of the observed values in Ishida and Ohshima451

(2009). The black dashed lines in Figs. 17b and c denote the relationship λmax = 2πU i/f ,452

where U i is scaled by 0.02 |Ua| and f is the Coriolis parameter at 62◦ S. All ice bands in453

their paper were observed from August to December.454

The upper layer structure changes from the mixed layer in winter to a seasonal pycn-455

ocline in spring in the Southern Ocean. We modeled the winter stratification by a blue456

curve profile in Fig. 17a, and the spring stratification by a red curve profile, according to457

the study of Wong and Riser (2011). In both seasons, band spacings tend to increase as458

the wind increases (Figs. 17b and c), which is consistent with the theory. The comparison459

of Figs. 17b and c shows that the band spacing is substantially longer in winter than in460

spring. This suggests that the band spacing would depend on the seasonal density pro-461
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files as modeled in Fig. 17a. Further, maximum widths λEmax evaluated by the baroclinic462

phase speed ĉN with the maximum growth rate, are also displayed as white dashed lines463

in Fig. 17b (Fig. 17c) for winter (spring). In both winter and summer, most of the464

observed band spacings appear below the white dashed lines (i.e., λEmax) for a given wind465

speed. That is, the band spacings are evaluated quite well by λEmax. Because λEmax in466

spring is shorter than λEmax in winter (compare Figs. 17b and c), it is suggested that the467

seasonal difference in band spacings observed by Ishida and Ohshima (2009) could be468

partly attributed to the density profile change from the mixed-layer type in winter to the469

surface pycnocline type in spring.470

5 Sensitivity studies471

In this section, we discuss various effects that control ice-band formation, such as ice con-472

centration, ice thickness, ice stresses, wind temporal change and the Earth’s rotation. For473

such purposes, we carried out sensitivity experiments in comparison with the control ex-474

periment in Section 3 (mean ice concentration A = 0.5; ice thickness d = 0.5 m; ice-water475

drag coefficient; CDiw = 6.0 × 10−3; homogeneous wind speed (Ua, Va) = (7.5, 7.5) m s−1;476

35



Coriolis parameter f = 2Ω sin 50◦ s−1).477

5.1 Ice concentration478

In this subsection 5.1, we examined the effects of varying ice-concentration for the ice-479

band pattern formation. In our theory, since it is linear, the ice-band patterns are formed480

as long as there are initial perturbations. Thus, we carried out an experiment using a481

domain covered with the mean ice concentration of 0.9 with random noise, where A =482

0.8+0.2×rand; rand is a function of random noise where 0 < rand < 1 (Fig. 18a, b).483

As a result, we confirmed that the ice-band patterns with the second baroclinic mode484

internal waves emerge because of a homogeneous wind (Fig. 18c). Although the growth485

rate of ice-band development is less than that in the case of Fig 13b because of the high486

ice concentration, the band formation occurs even for A = 0.9 as a result of the resonance.487

Next, we investigated the effects of ice concentration when the ice field includes both488

an ice edge and random noise, by varying A and θa. In these experiments, we focused on489

the competition between perturbations generated by the ice edge and the perturbations490

due to the random noise; the ice-band pattern was parallel to the ice edge for the former,491

whereas for the latter, the pattern was determined by the perturbation of the maximum492
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growth for a given wind direction. Here, we examined cases when the wind direction θa is493

negative in terms of the initial ice edge, in a manner similar to that in Fig. 10d, because494

the plume-like band pattern in the East Greenland Current, the Arctic Sea (Fig. 1b), and495

the Sea of Okhotsk (Saiki and Mitsudera, 2016) occurs owing to a northwesterly wind,496

which corresponds to a negative θa. Note that the wind direction of θa . −π/6 is not497

favorable for the band-pattern growth that is parallel to the ice edge (see Fig. 10d, e).498

There are various patterns depending on A and θa as in Fig. 19. When A = 0.9, the499

ice-band patterns parallel to the ice edge (denoted by ◇) occur when θa is close to zero,500

while the band pattern does not occur for θa . −π/4 (denoted as ×). That is, the band501

pattern originating from the random initial noise does not emerge for A = 0.9. This is502

different from the case without an ice edge, in which the band pattern is manifested even503

when A = 0.9. As A decreases to A = 0.75, ice-band patterns appear over the interior of504

the sea-ice area. This represents the co-existence of the ice edge effect and a random noise505

effect. As A decreases further to 0.5, plume-like band patterns (denoted by○) appear for506

−π/2 ≤ θa . −π/4. The case of Fig. 13 (θa = −π/4, A = 0.5) falls under this category.507

In this case, perturbations generated from random noise dominate over the perturbations508
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from the ice edge. As for θa & −π/8, ice bands generated from the ice edge co-exist with509

those generated from random noise (denoted by □).510

These experiments show that the plume-like band pattern occurs when the ice con-511

centration is relatively low near the ice edge. In reality, this situation is likely realized512

in MIZs for off-ice winds because sea ice drifts to the open water and melts, resulting513

in reduction of ice concentration near the ice edge. Further, wind direction tends to be514

θa ' −π/4 with respect to the ice edge in the East Greenland Current and the Sea of515

Okhotsk because of the dominance of the northwesterly monsoon wind. As shown by Fig.516

19, the ice band patterns emerging from random noise may well dominate in this case,517

resulting in the plume-like band formation.518

5.2 Effect of ice thickness519

Thus far, we assumed that the ice thickness d is 0.5 m. Here, we investigate the effects of520

the ice thickness on ice-band formation. Figure 20 displays the case when the ice thickness521

is 0.1 m as well as for 1 m. The angle between the wind direction and the propagation522

direction, i.e., θa, appears larger for the 1-m-thick case than that for the 0.1-m-thick case.523

This result is consistent with the dependence of the turning angle δθ between τiw and τai524
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on d. The equation of motion for the freely drifting sea ice is written as (Leppäranta,525

2005; Saiki and Mitsudera, 2016)526

τai = τiw + ρifdk × ui,

where ui is the ice drift velocity, and ρi is the ice density. Therefore, δθ increases with527

d because of the Coriolis force. As (23) indicates, the favorable wind direction θa is528

expected to increase with increasing δθ. The numerical results in Figs. 20a and b are529

thus consistent with the effect of the ice thickness as indicated in (23).530

5.3 Drag coefficients531

In this subsection, we examine the ice-band patterns change with respect to varying ice–532

water drag coefficients CDiw. We used CDiw = 6.0×10−3 as the typical value in Section 3.533

According to Lu et al. (2011), the ice–water drag coefficient values ranged from 1.0×10−3
534

to 2.0 × 10−2.535

Figure 21 depicts the relationship between CDiw and the band spacings, while CDai is536

kept constant, where CDai is the air–ice drag coefficient. Since |U i| '
√

ρaCDai/ρwCDiw|U a|,537
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changes in CDiw correspond to changes in U i for a given CDai. Therefore, the band spac-538

ing varies with the change in CDiw change. The numerical results correspond well with539

the theory (Fig. 21). The resonance mode shifted from the first to the third ones in the540

range of CDiw from 1.0 × 10−3 to 2.0 × 10−2. We used CDiw = 6.0 × 10−3 in Section 3,541

with which the band-propagation speed U i was 0.29 ms−1. The ice-drift speed was esti-542

mated well by |U i| '
√

ρaCDai/ρwCDiw|U a|, which gives approximately 0.025|U a| ms−1
543

using Tab. 1 values, where CDai is 3.0 × 10−3 (Fujisaki et al., 2010). In reality, CDai544

may increase if CDiw is larger, because generally, the roughness on the bottom of sea ice545

reflects the roughness on the surface of sea ice. Therefore, the empirical relationship of546

|U i| ' 0.025|U a| ms−1 in Section 4 could hold for a range of the drag coefficient, with547

CDai/CDiw ' 0.5.548

We also consider the relationship between CDai and CDaw. In general, CDai is larger549

than CDaw, and the band formation occurs in this case. However, if an open water is suf-550

ficiently rough, for example, because of large-amplitude wind waves, CDaw could be larger551

than CDai. Therefore, we carried out an experiment with CDaw > CDai, and found that552

the ice-band patterns did not form in this case (figure not shown). This is because the553
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sea-surface convergence/divergence patterns associated with the ice drift were opposite to554

those of the resonant interaction depicted in Fig. 8 of Saiki and Mitsudera (2016).555

5.4 Temporally varying wind556

Next, we assumed that the wind varies with time such that |Va| = Va sin2(ωt/2), where557

the period (= 2π/ω) was set at 2, 4, and 8 days, and Va was set to 10 ms−1. This was558

motivated by an observation in which ice bands were formed by a passage of a synoptic559

low pressure system (Saiki and Mitsudera, 2016). Figure 22 shows that the ice-band560

patterns, similar to the previous steady-wind case, appear for winds with 4- and 8-day561

periods. The band spacing of 10 km was estimated well by the resonant condition (21)562

with a mean wind speed of 5 ms−1. However, if the period of the wind variation was563

shorter, e.g., 2π/ω = 2 days, a pattern parallel to the wind becomes dominant. The564

effects of temporally varying wind with higher frequency needs to be studied further,565

although the theory is likely applicable to synoptic time scales.566
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5.5 Coriolis parameter -effects of Earth’s rotation-567

Here, we investigate the effects of the Earth’s rotation on the band spacing. A control568

value of the Coriolis parameter was set to be f = 2Ω sin 50◦ s−1 (Tab. 1), which targets569

the Sea of Okhotsk around 50◦ N.570

Figure 23 shows the results of this sensitivity study for varying f . The band spacing571

becomes narrower as the latitude increases, consistent with Eq. (25), where λN = 2π(U
2

i −572

c2
N)1/2/f . Nevertheless, the band spacing does not change considerably in the high latitude573

range, where sea ice can exist.574

For the non-rotational limit where f → 0, the dispersion relationship in (19) may be575

rewritten as576

ω ∗
0n = ĉ ∗

n k ∗
0n. (26)

Saiki and Mitsudera (2016) pointed out that ice bands which of the 10-km-scale do577

not form unless the Earth’s rotation is present, because resonance in this case can occur578

only when k ∗
0n = 0. Figure 24 confirms their statement. A Couette-like shear flow forms579
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in response to wind forcing. The horizontal scale of the vertical flows is related to the580

distance between the two ice edges. Therefore, no interaction occurs between the internal581

waves and ice bands with a finite wavelength inside the ice zone.582

6 Conclusion583

In this study, we presented a new theory on the ice-band formation for continuously strat-584

ified ocean, which extended our previous work based on the 1.5-layer ocean (Saiki and585

Mitsudera, 2016). The theory provides a plausible explanation for the formation of the586

10-km-scale ice bands, which are widely observed in the MIZ. The core idea is that res-587

onant interaction between divergence/convergence in the sea ice motion field and that588

arising from internal inertia-gravity wave forms band patterns. A distinct difference be-589

tween the continuously-stratified-ocean model and the 1.5-layer model is the existence590

of an infinite number of internal wave modes in the former. We found that there is no591

minimum band propagation speed U i for the ice-band pattern formation as for the con-592

tinuously stratified ocean models. That is, although U i becomes too slow for one mode to593

be resonant, the higher modes still maintain the resonant condition and contribute to the594
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ice-band formation. This characteristic is important for applying this theory to observed595

ice bands.596

For the turning angle, we numerically showed that the maximum growth rate was597

observed when the wind direction turns to the counter-clockwise (clockwise) slightly with598

respect to the band-propagation direction in the Northern (Southern) Hemisphere. This599

is consistent with the theory as well as satellite images (see e.g., Fig. 1).600

An important idea in this study was to consider ice-band formation as a pattern for-601

mation problem. This implies that the band pattern emerges from a random initial field602

as a result of instability, or resonant interaction, in the ice-ocean coupled system. We603

proved this by conducting numerical experiments in which the ocean was covered by sea604

ice with an initial random ice concentration, and a homogeneous wind blowing on it. As605

expected, ice bands emerged from this non-structured initial condition. This result is606

important for explaining the plume-like band formation across the ice edge of MIZs, as607

shown in Fig. 1. Indeed, a numerical experiment in Fig. 13, which includes a step-like608

initial ice edge as well as white noise, shows the generation of the plume-like band pattern609

across the initial ice edge when the direction of the wind is not favorable to perturbations610
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caused by the ice edge. That is, the plume-like band forms because of the initial random611

noise, not because of the initial ice edge.612

Next, we analyzed the satellite images of the polar oceans such as those in the Sea of613

Okhotsk, Bering Sea, and East Greenland Current and validated that the band spacing614

becomes wider when the wind speed increases in the real ocean. It was also shown that615

the internal wave frequency interacting with 10-km-scale ice bands is close to the inertial616

frequency, which is also consistent with the theory. Further, the theory suggests that617

the seasonal difference in ice-band spacings in the Southern Ocean could be attributed618

to the upper ocean changes from the deep mixed layer in winter to the surface seasonal619

pycnocline in spring.620

Finally, we carried out sensitivity experiments to discuss various effects for ice-band621

pattern formation such as ice concentration, ice thickness, ice drags, temporal wind622

changes, and Earth’s rotation. It was found that ice band forms when (1) ice field contains623

random noise, (2) the air–ice drag is larger than the air–water drag, (3) wind blows with624

a longer period than a synoptic time scale, and (4) the Earth’s rotation is present. If an625

initial sea-ice area has the ice edge, the plume-like ice-band pattern becomes dominant626
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when the ice concentration is relatively small, say, A = 0.5. In consequence, we confirmed627

that the plume-like 10-km-scale ice-band pattern emerges because of the northwesterly628

wind as in the case of the East Greenland Current, the Sea of Okhotsk, and the Arctic629

Sea.630

In the present study, we did not deal with surface waves and thermodynamics but631

focused on the dynamical processes of the band pattern formation. Fetch-limited surface632

waves can gather ice floes by wave radiation stresses and enhance the band structure633

(Wadhams, 1983). This implies that once the ice band scale is determined by the ice-634

ocean resonance as discussed in this study, the band structure may be further enhanced635

by the wave radiation-stress mechanism. Further, surface waves fracture pack ice into636

small-sized ice floes in MIZs (Toyota et al., 2006; Toyota et al., 2010) and promote ice637

melting (Steele, 1992). The thermodynamical processes associated with ice-band forma-638

tion should be considered in future studies. In particular, melting reduces ice concentra-639

tion in MIZs, which is a favorable condition for the plume-like ice-band formation. Once640

open waters are created by the ice-band generation as discussed in this study, surface641

waves in the open ocean can enter the interior of MIZs and break interior pack ice into642
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small ice floes further. As a result, melting may be promoted and the reduction in the643

ice concentration may be enhanced in the interior of sea-ice area. It is well-known that644

the sea ice in the Arctic Sea melts rapidly, and it is difficult to predict by any numerical645

model (Stroeve et al., 2007; Rosenblum and Eisenman, 2017). Thus, it is necessary to646

consider the melting processes and parameterization in MIZs further.647

According to CMIP6 model simulations, there is a high chance that the Arctic Ocean648

would become ice-free in summer in decades to come (Notz et al., 2020). In this future649

scenario, the seasonal ice zone in the Arctic would expand considerably, and the expan-650

sion of the area where the ice edge sweeps in a seasonal cycle would likely follow. It is651

conceivable that, in a freezing part of this seasonal cycle, the formation process of the652

ice band and its spatial distribution would have significant impacts on the salt flux to653

the ocean and the turbulent heat flux to the atmosphere. As such, we envision that inte-654

grated studies on the air-sea-ice interaction in the MIZ are of high importance for better655

understanding of future climate.656
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Appendix 1 : Specific form of τ ′
657

As depicted in Fig. 2a, the air–ice and ice–water stresses are defined as658

τiw = |τiw|(i cos θi + j sin θi),

τai = |τai|(i cos θa + j sin θa),

δθ = θa − θi,

where i and j are unit vectors in the x and y directions, respectively. In general, |τiw| '659

|τai|, and δθ << 1, because the effects of f are small for drifting ice (Leppäranta, 2005).660

Similarly, the air–water stress is written as661

τaw = |τaw|(i cos θa + j sin θa).

Suppose that sea the surface is covered by ice with concentration A (Fig 2b). We assume662

that the ice roughness is homogeneous in the model domain, so that the perturbation of663
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the sea surface stress is retrieved from the perturbation in the ice concentration; that is,664

τ ′ = A′τiw − A′τaw

= A′i[(|τiw| cos δθ − |τaw|) cos θa + |τiw| sin θa sin δθ]

+ A′j[(|τiw| cos δθ − |τaw|) sin θa − |τiw| sin θa cos δθ].

Noting that |τiw| ' |τai| because we assume the free drifting condition and the effects of

the Coriolis force are small (Leppäranta, 2005), we obtain

τ ′ = A′
[(

∆τ

|τai|
τ x
ai + (sin δθ)τ y

ai

)
i +

(
∆τ

|τai|
τ y
ai + (sin δθ)τ x

ai

)
j

]
, (A1)

where665

∆τ = |τiw| cos δθ − |τaw| ' |τai| cos δθ − |τaw|,

|τiw| cos θa ' |τai| cos θa = τ x
ai ,

|τiw| sin θa ' |τai| sin θa = τ y
ai .
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Therefore, the evolution equation of the internal gravity waves is written as

(
∂2

∂t2
+ f 2

)
∂η̃n

∂t
− ĉ 2

n

∂

∂t

∂2η̃ 2
n

∂x2
= −hn

(
∂2τ̃ x

n

∂t∂x
+ f

∂τ̃ y
n

∂x

)
, (A2)

where666

τ̃n = τ̃ x
n i + τ̃ y

n j =
τ ′bn

ρwhE

,

where τ ′ is given by (A1), and

bn =
1

D

∫ 0

−hE

p̂ndz. (A3)

(A2) is the same as (15), where |∆τ |/|τai| in (A1) is equivalent to δ ∗
d .667
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Appendix 2 : Derivation of the characteristic equation

The non-dimensional equations corresponding to (15) and (17) yield

∂

∂t∗

[(
∂2

∂2t∗2
+ 1

)
− ĉ∗ 2

n

∂2

∂2x∗2

]
η̃∗

n

= − h∗
n

[
∂2A′

∂t∗∂x∗ (δ ∗
d τ̃x ∗

ai n + (sin δθ)τ̃ y ∗
ai n) + f

∂A′

∂x
(δ ∗

d τ̃ y ∗
ai n − (sin δθ) τ̃x ∗

ai n)

]
, (A4)

and

∂A′

∂t∗
+ U

∗
i

∂A′

∂x∗ −
∞∑

m=1

Apm(0)

h ∗
m

∂η̃ ∗
m

∂t
= 0. (A5)

Substituting a plane wave solution668


A′

η̃ ∗
n

 =


A′

0

η̃ ∗
0n

 ei(k∗x∗−ω∗t∗)
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in (A4) and (A5), we obtain669

ω∗[(1 − ω∗2) + ĉ∗2n k∗2]η̃0n

= h ∗
n [iω∗k∗(δ ∗

d τ̃x ∗
ai n + (sin δθ)τ̃ y ∗

ai n) − k∗f(δ ∗
d τ̃ y ∗

ai n + (sin δθ)τ̃x ∗
ai n)]A′

0,

and670

(−ω∗ + k∗U
∗

i )A′
0 +

∞∑
m=1

Apm(0)

h ∗
m

ω∗η̃ ∗
0m = 0.

If we rewrite671

am = (1 − ω∗ 2) + ĉ ∗ 2
m k∗ 2,

bm = −h ∗
m

k∗

ω∗ [iω∗(δ ∗
d τx ∗

ai m + (sin δθ)τ̃ y ∗
ai m) − f(δ ∗

d τ y ∗
ai m + (sin δθ)τ̃x ∗

ai m)]

αm =
Apm(0)

h ∗
m

ω∗,

β = U
∗

i k∗ − ω∗,
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then the eigenvalues are obtained by solving

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

a1 0 0 . . . b1

0 a2 0 b2

0 0
. . .

...
... am bm

. . .
...

an bn

α1 α2 . . . αm . . . αn β

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

= a1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

a2 0 . . . b2

0
. . .

...
... an bn

α2 . . . αn β − α1b1
a1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= · · ·

=β

(
∞∏

m=1

am

)(
1 −

∞∑
m=1

αmbm

amβ

)
= 0, (A6)

where
∏

denotes an infinite product. Here, an = 0 represents the n-th mode wave672

propagation, whereas β = 0 represents the band propagation. If the n-th mode waves are673

resonant with the ice-band propagation so that an → 0 and β → 0 simultaneously, then674

we obtain675

anβ − αnbn ' 0.

This yields (18) in the text.676
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Figure Captions793

794

Figure 1 (a) Satellite images of ice-band patterns on March 21, 2010, from Moderate-795

Resolution Imaging Spectroradiometer (MODIS) images by the National Aeronau-796

tics and Space Administration (NASA) [URL: http://lance-modis.eosdis.nasa.gov797

/imagery/subsets/?mosaic=Arctic]. Wind vectors (ms−1) are derived from 10 m798

wind vectors of ERA-Interium (Dee, D. P. et al., 2011) (b) Enlarged view in the799

red box of Fig. 1a shows ice bands. (c) Satellite images of ice-band patterns800

in the Eurasian Basin of the Arctic Sea on March 24, 2018, from MODIS [URL:801

http://lance-modis.eosdis.nasa.gov/imagery]. The domain of Fig. 1a is denoted by802

a red dashed box on Fig. 1c. (d) Enlarged view in the red box of Fig. 1c showing803

ice bands.804

Figure 2 (a) Nomenclature and momentum balance on sea ice. (b) Stress applied to the805

sea surface at each point. τai, τiw, and τaw represent the the air–ice, ice–water, and806

air–water stresses, respectively. θa denotes the wind direction associated with both807

τai and τaw, while θi is the direction of τiw, and δθ is the turning angle between τai808
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and τiw. A denotes the ice concentration.809

Figure 3 (a) Dispersion relationship between the non-dimensional wave number k∗ = kL810

(L = 1000 m) and the non-dimensional frequency ω∗ = ω/f . The three curves are811

derived from the first, second, and third mode dispersion relationships, respectively.812

The numbers near the curves denote the baroclinic mode numbers of the internal813

waves. The red line denotes U
∗

i , representing a band propagation speed on k∗ − ω∗
814

plane. The dashed line corresponds to the inertial frequency on the k∗ − ω∗ plane.815

The three blue points with down arrows indicate resonance points when the coupling816

between sea ice and internal waves occurs (e.g. Saiki and Mitsudera, 2016). (b)817

Relationship between the non-dimensional ice-band propagation speed U
∗
i = U i/fL818

and the non-dimensional band spacing λ∗ = λ/L. The number adjacent to each819

curve coincides with each baroclinic mode numbers of the internal waves.820

Figure 4 Initial stratification of the exponential type where a potential density profile is821

given by −20 exp{−0.01(z + 200)} + 1026.72.822

Figure 5 Relationship between the wind direction and non-dimensional theoretical growth823

rate.824
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Figure 6 Ice-band formation for an ice-edge case when a homogeneous wind (Ua, Va) =825

(7.5 ms−1, 7.5 ms−1) is imposed, where Ua denotes the x-component of the wind826

speed, and Va denotes the y-component. The color shade denotes the sea-ice con-827

centration. (a) Initial state of this numerical experiment. White vectors represent828

wind vectors. A homogeneous wind is given over the whole domain. (b) Ice bands829

6.75 days after the initial state of Fig. 6a.830

Figure 7 Sea-ice concentration and vertical section of the vertical velocity in the ice-band831

pattern propagation direction. (a), (c), and (e) represent the sea-ice concentration832

after 3 days, 5 days, 6.75 days from the initial state, respectively. (b), (d), and833

(f) represent the vertical flows under ice bands after 3 days, 5 days, and 6.75 days834

from the initial state, respectively. The color shade denotes the vertical-flow speed835

(ms−1).836

Figure 8 (a) (Ua, Va) = (6.0 ms−1, 6.0 ms−1) on day 8, and (b) (Ua, Va) = (9.0 ms−1, 9.0 ms−1)837

on day 6.75. The vertical axis denotes the sea-ice concentration, and the horizontal838

axis denotes the distance of band pattern propagation.839

Figure 9 Relationship between the band pattern propagation speed U i and the band840
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spacing λ. The solid lines denote the theoretical curves, and the square points841

denote the numerical results. Numbers adjacent to the theoretical curves denote the842

baroclinic modes.843

Figure 10 Experiments with various wind directions, in which (a) θa = π/2, (b) θa =844

π/4, (c) θa = 0, and (d) θa = −π/4, are shown. (e) Numerical results of the growth845

rate. The lateral axis denotes the wind direction with respect to the ice edge. The846

vertical axis denotes the growth rate (day−1) defined by the growth of the vertical-847

flow amplitude between day 3 and day 4 per unit volume. Marker ● denotes cases848

in which exponential growth is well defined on day 4. Marker × denotes cases in849

which exponential growths were not clear.850

Figure 11 Ice-band pattern formation over a deep ocean. (a) Initial profile of density851

up to 400 m. Density below 400 m increases with depth with NB = 0.0045 s−1. (b)852

Sea-ice concentration (upper panel) and vertical flows under ice bands (lower panel)853

2 days after the initial state. (c) Same as (b) but for 5 days after the initial state.854

Figure 12 Ice-band pattern formation from a homogeneous initial condition. (a) Ini-855

tial condition. The random ice concentration from 0 to 1 is given as the white856
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noise all over this domain. White vectors represent the homogeneous wind, given857

as (Ua, Va) = (7.5 ms−1, 7.5 ms−1). (b) Ice-band patterns 7 days after the initial858

state. The color shade denotes a parameter defined by the product o the sea-ice859

concentration and the ice thickness. (c) Vertical-flow section at the black line of Fig.860

12b. The color shade denotes the vertical-flow speed (ms−1).861

Figure 13 Plume-like ice-band pattern in the MIZ. (a) Initial state. The MIZ is set at862

the left side of the domain. The white vectors denote the wind vectors. The color863

shade denotes the sea-ice concentration. (b) Ice-band pattern formation on day 10.864

Figure 14 Example of selection of five bands in a target area.865

Figure 15 (a) Relationship between non-dimensional wind speed and non-dimensional866

band spacing. ”obs.(ber)” denotes the results of the Bering Sea observations (re-867

drawn from Muench and Charnell, 1977, Fig. 5). ”obs.(okh)” denotes the results868

of the Okhotsk Sea observations. ”obs.(grl)” denotes the results of the East Green-869

land Current observations. The solid line denotes λmax = 2πU i/f . The error bar870

denotes the standard deviation. Note that the scale of L is 10 km, Ui is 2.5% of871

the 10 m wind and f is 1.12 × 10−4 s−1. (b) Initial density profile of the numerical872
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experiments in Fig. 15a, denoted by ”num.(ber)”, which represents a typical profile873

of the winter Bering Sea (e.g. Muench et al., 1983, Fig. 5). The potential density874

profile is given by 0.1 tanh{0.03(z − 50)} + 1026.105, with z denoting the depth.875

Figure 16 Non-dimensional dispersion relationship. The three curves represent the the-876

oretical dispersion relationships of the inertia-gravity internal waves of the 2nd, 3rd,877

and 4th mode, respectively, where the density profile of Fig. 15b is used. The wave878

number in the horizontal axis is scaled by L = 1 km, whereas the frequency in the879

vertical axis is scaled by Ui/L where Ui is 2.5% of the 10 m wind. ”obs.(okh)”880

denotes the results of the Okhotsk Sea observations. ”obs.(grl)” denotes the results881

of the East Greenland Current observations. ”obs.(ros)” denotes the results of the882

Ross Sea observations. ”i.f.” denotes the inertial frequency.883

Figure 17 (a) Initial stratification to calculate the baroclinic phase speeds. The blue884

profile is used to calculate the theoretical band spacings in winter shown in (b), while885

the red profile is for band spacings in spring shown in (c). (b) Relationship between886

wind speed and band spacing in the Antarctic Ocean in the winter season (Aug.,887

Sep.), and (c) spring season (Oct., Nov., Dec.)(redrawn from Ishida and Ohshima,888
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2009). Dots denote observations from satellites. Solid lines denote solutions for the889

blue profile in (a). Numbers on the curves in (b) and (c) denote the mode numbers.890

The black dashed line denotes the λ − U i relationship associated with the inertial891

frequency f . Resonance may occur in the shaded part according to the theory.892

The baroclinic phase speeds in the winter case (blue curves) are c2 = 0.119 ms−1,893

c3 = 0.070 ms−1, c4 = 0.050 ms−1, c5 = 0.039 ms−1, and c6 = 0.032 ms−1, where the894

subscripts denote the mode numbers, respectively. The baroclinic phase speeds in895

the spring case (red curves) are c3 = 0.209 ms−1, c4 = 0.156 ms−1, c5 = 0.125 ms−1,896

c6 = 0.104 ms−1, and c7 = 0.089 ms−1. The white dashed line in (b) indicates the897

maximum band spacing λEmax derived from the baroclinic phase speeds in winter898

(spring), which is evaluated from the lowest possible mode that can be resonant,899

while that in (c) indicates λEmax in spring.900

Figure 18 Ice-band pattern formation in which mean ice concentration A is 0.9. (a) Ice901

concentration along the black arrow of Fig. 18b, (b) horizontal distribution of initial902

ice concentration, and (c) ice-band patterns after 10 days from the initial state of903

(b). White arrows denotes the wind vectors.904
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Figure 19 Ice-band pattern distribution with respect to wind direction and ice concen-905

tration. (a) Typical types of ice-band pattern. × denotes a pattern without band906

formation. 〇 denotes a pattern dominated by the effect of initial random ice con-907

centration. △ denotes a pattern representing band formation due to initial random908

ice concentration in the interior ice field along with an effect of ice-edge without909

band formation. □ denotes a pattern representing band formation due to both the910

effect of ice edge and the effect of the initial random ice concentration. ◇ denotes911

a pattern dominated by the effect of ice edge with band formation. White arrows912

in the patterns denote wind vectors. (b) Ice-band pattern type distribution with913

respect to wind direction θa and ice concentration A.914

Figure 20 Effect of ice thickness on the ice-band pattern formation. Ice thickness of (a)915

0.1 m and (b) 1.0 m. Results on day 7 are shown. The color shade denotes the916

sea-ice concentration.917

Figure 21 Relationship between ice-water drag coefficient CDiw and band spacing λ. ●918

denotes numerical results. 〇 denotes cases that give two numerical values for a919

single drag coefficient. Three curves in this figure denote theoretical results of 1st,920
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2nd, and 3rd modes, respectively, evaluated by the band propagation speed with921

varying CDiw.922

Figure 22 Experiments with variable wind intensities. The wind intensity varied with923

(a) 2-day, (b) 4-day, and (c) 8-day periods. The upper panels display the wind924

intensity with time, while the lower panels display numerical results on day 7. The925

color shade in the lower panels denotes the sea-ice concentration.926

Figure 23 Relationship between latitude (Coriolis parameter) and band spacing. ●927

denote the numerical results. Dashed curve indicates the theoretical results.928

Figure 24 Non-rotational experiment. (a) Initial sea-ice concentration. (b) Sea-ice con-929

centration 4 days after the initial state. (c) Vertical section of the velocity field. The930

vector unit is ms−1. The vertical velocity is multiplied by 1000 to draw the vectors.931

The color shade denotes the vertical velocity.932

70



Captions for tables933

Table 1: Model Parameters934

Table 2: Basic Setting of Contorol Experiment935

Table 3: Varying parameters from Control Experiment936
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Table 1: Model Parameters

Name Description Value

dtext time step in external mode 15 sec
dtint time step in internal mode 30 sec
dtice time step in ice 15 sec

thermodynamic model
CDai air-ice drag coefficient 3.0 ×10−3

CDaw air-water drag coefficient 1.5 ×10−3

CDiw ice-water drag coefficient 6.0 ×10−3

ch ice-water heat transfer coefficient 5.0 ×10−3

ρa density of the air 1.247 kg m−3

ρw density of the ocean 1025.9 kg m−3

ρi density of sea ice 910.0 kg m−3

Li melting latent heat of sea ice 3.3×10−5 J kg−1

Table 2: Basic Setting of Contorol Experiment

Description Value

ocean model
numerical domain 160 km × 220 km
horizontal resolution 250 m × 250 m
vertical resolution 31 layers
sea depth 150 m
salinity 32.0 – 33.5 psu
temperature -1.0 – 0.0 ◦C
Colioris parameter 2 × 0.729 × 10−4 × sin 50◦ s−1

ice model
initial sea-ice area 0.25 × 160 km × 220 km
sea-ice concentration 0.5
ice thickness 0.5 m
homogeneous wind forcing
wind vector (Ua, Va) = (7.5 ms−1, 7.5 ms−1)
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Table 3: Varying Parameters from Control Experiment

Section Varying Parameter Figure of each results

3.1.1 (contorol experiment) Fig. 6, Fig. 7
3.1.2 wind speed Ua (ms−1) Fig. 8, Fig. 9
3.1.3 wind direction θa (rad) Fig. 10
3.1.4 ocean depth (m), total layers, initial stratification Fig. 11
3.2.1 initial mean ice concentration A Fig. 12
3.2.2 domain size (km2), initial mean ice concentration A Fig. 13
5.1 initial mean ice concentration A Fig. 18, Fig. 19
5.2 initial ice thicknessd (m) Fig. 20
5.3 ice–water drag coefficient CDiw Fig. 21
5.4 wind intensity Ua (ms−1) Fig. 22
5.5 Colioris parameter f (s−1) Fig. 23, Fig. 24
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Figure 1: (a) Satellite images of ice-band patterns on March 21, 2010, from Moderate-Resolution
Imaging Spectroradiometer (MODIS) images by the National Aeronautics and Space Admin-
istration (NASA) [URL: http://lance-modis.eosdis.nasa.gov/imagery/subsets/?mosaic=Arctic].
Wind vectors (ms−1) are derived from 10 m wind vectors of ERA-Interium (Dee, D. P. et al.,
2011) (b) Enlarged view in the red box of Fig. 1a shows ice bands. (c) Satellite images of
ice-band patterns in the Eurasian Basin of the Arctic Sea on March 24, 2018, from MODIS
[URL: http://lance-modis.eosdis.nasa.gov /imagery]. The domain of Fig. 1a is denoted by a red
dashed box on Fig. 1c. (d) Enlarged view in the red box of Fig. 1c showing ice bands.
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Figure 2: (a) Nomenclature and momentum balance on sea ice. (b) Stress applied to the sea
surface at each point. τai, τiw, and τaw represent the the air–ice, ice–water, and air–water
stresses, respectively. θa denotes the wind direction associated with both τai and τaw, while
θi is the direction of τiw, and δθ is the turning angle between τai and τiw. A denotes the ice
concentration.
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Figure 3: (a) Dispersion relationship between the non-dimensional wave number k∗ = kL (L =
1000 m) and the non-dimensional frequency ω∗ = ω/f . The three curves are derived from the
first, second, and third mode dispersion relationships, respectively. The numbers near the curves
denote the baroclinic mode numbers of the internal waves. The red line denotes U

∗
i , representing

a band propagation speed on k∗−ω∗ plane. The dashed line corresponds to the inertial frequency
on the k∗ − ω∗ plane. The three blue points with down arrows indicate resonance points when
the coupling between sea ice and internal waves occurs (e.g. Saiki and Mitsudera, 2016). (b)
Relationship between the non-dimensional ice-band propagation speed U

∗
i = U i/fL and the

non-dimensional band spacing λ∗ = λ/L. The number adjacent to each curve coincides with
each baroclinic mode numbers of the internal waves.
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Figure 4: Initial stratification of the exponential type where a potential density profile is given
by −20 exp{−0.01(z + 200)} + 1026.72.

Figure 5: Relationship between the wind direction and non-dimensional theoretical growth rate.
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Figure 6: Ice-band formation for an ice-edge case when a homogeneous wind (Ua, Va) =
(7.5 ms−1, 7.5 ms−1) is imposed, where Ua denotes the x-component of the wind speed, and
Va denotes the y-component. The color shade denotes the sea-ice concentration. (a) Initial state
of this numerical experiment. White vectors represent wind vectors. A homogeneous wind is
given over the whole domain. (b) Ice bands 6.75 days after the initial state of Fig. 6a.
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Figure 7: Sea-ice concentration and vertical section of the vertical velocity in the ice-band
pattern propagation direction. (a), (c), and (e) represent the sea-ice concentration after 3 days,
5 days, 6.75 days from the initial state, respectively. (b), (d), and (f) represent the vertical flows
under ice bands after 3 days, 5 days, and 6.75 days from the initial state, respectively. The color
shade denotes the vertical-flow speed (ms−1).
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Figure 8: (a) (Ua, Va) = (6.0 ms−1, 6.0 ms−1) on day 8, and (b) (Ua, Va) = (9.0 ms−1, 9.0 ms−1)
on day 6.75. The vertical axis denotes the sea-ice concentration, and the horizontal axis denotes
the distance of band pattern propagation.

Figure 9: Relationship between the band pattern propagation speed U i and the band spacing
λ. The solid lines denote the theoretical curves, and the square points denote the numerical
results. Numbers adjacent to the theoretical curves denote the baroclinic modes.
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Figure 10: Experiments with various wind directions, in which (a) θa = π/2, (b) θa = π/4, (c)
θa = 0, and (d) θa = −π/4, are shown. (e) Numerical results of the growth rate. The lateral axis
denotes the wind direction with respect to the ice edge. The vertical axis denotes the growth
rate (day−1) defined by the growth of the vertical-flow amplitude between day 3 and day 4 per
unit volume. Marker ● denotes cases in which exponential growth is well defined on day 4.
Marker × denotes cases in which exponential growths were not clear.
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Figure 11: Ice-band pattern formation over a deep ocean. (a) Initial profile of density up to 400
m. Density below 400 m increases with depth with NB = 0.0045 s−1. (b) Sea-ice concentration
(upper panel) and vertical flows under ice bands (lower panel) 2 days after the initial state. (c)
Same as (b) but for 5 days after the initial state.
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Figure 12: Ice-band pattern formation from a homogeneous initial condition. (a) Initial condi-
tion. The random ice concentration from 0 to 1 is given as the white noise all over this domain.
White vectors represent the homogeneous wind, given as (Ua, Va) = (7.5 ms−1, 7.5 ms−1). (b)
Ice-band patterns 7 days after the initial state. The color shade denotes a parameter defined by
the product o the sea-ice concentration and the ice thickness. (c) Vertical-flow section at the
black line of Fig. 12b. The color shade denotes the vertical-flow speed (ms−1).
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Figure 13: Plume-like ice-band pattern in the MIZ. (a) Initial state. The MIZ is set at the left
side of the domain. The white vectors denote the wind vectors. The color shade denotes the
sea-ice concentration. (b) Ice-band pattern formation on day 10.
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Figure 14: Example of selection of five bands in a target area.

Figure 15: (a) Relationship between non-dimensional wind speed and non-dimensional band
spacing. ”obs.(ber)” denotes the results of the Bering Sea observations (redrawn from
Muench and Charnell, 1977, Fig. 5). ”obs.(okh)” denotes the results of the Okhotsk Sea
observations. ”obs.(grl)” denotes the results of the East Greenland Current observations. The
solid line denotes λmax = 2πU i/f . The error bar denotes the standard deviation. Note that the
scale of L is 10 km, Ui is 2.5% of the 10 m wind and f is 1.12 × 10−4 s−1. (b) Initial density
profile of the numerical experiments in Fig. 15a, denoted by ”num.(ber)”, which represents a
typical profile of the winter Bering Sea (e.g. Muench et al., 1983, Fig. 5). The potential density
profile is given by 0.1 tanh{0.03(z − 50)} + 1026.105, with z denoting the depth.
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Figure 16: Non-dimensional dispersion relationship. The three curves represent the theoretical
dispersion relationships of the inertia-gravity internal waves of the 2nd, 3rd, and 4th mode,
respectively, where the density profile of Fig. 15b is used. The wave number in the horizontal
axis is scaled by L = 1 km, whereas the frequency in the vertical axis is scaled by Ui/L where
Ui is 2.5% of the 10 m wind. ”obs.(okh)” denotes the results of the Okhotsk Sea observations.
”obs.(grl)” denotes the results of the East Greenland Current observations. ”obs.(ros)” denotes
the results of the Ross Sea observations. ”i.f.” denotes the inertial frequency.
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Figure 17: (a) Initial stratification to calculate the baroclinic phase speeds. The blue profile
is used to calculate the theoretical band spacings in winter shown in (b), while the red profile
is for band spacings in spring shown in (c). (b) Relationship between wind speed and band
spacing in the Antarctic Ocean in the winter season (Aug., Sep.), and (c) spring season (Oct.,
Nov., Dec.)(redrawn from Ishida and Ohshima, 2009). Dots denote observations from satellites.
Solid lines denote solutions for the blue profile in (a). Numbers on the curves in (b) and (c)
denote the mode numbers. The black dashed line denotes the λ−U i relationship associated with
the inertial frequency f . Resonance may occur in the shaded part according to the theory. The
baroclinic phase speeds in the winter case (blue curves) are c2 = 0.119 ms−1, c3 = 0.070 ms−1,
c4 = 0.050 ms−1, c5 = 0.039 ms−1, and c6 = 0.032 ms−1, where the subscripts denote the
mode numbers, respectively. The baroclinic phase speeds in the spring case (red curves) are
c3 = 0.209 ms−1, c4 = 0.156 ms−1, c5 = 0.125 ms−1, c6 = 0.104 ms−1, and c7 = 0.089 ms−1.
The white dashed line in (b) indicates the maximum band spacing λEmax derived from the
baroclinic phase speeds in winter (spring), which is evaluated from the lowest possible mode
that can be resonant, while that in (c) indicates λEmax in spring .
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Figure 18: Ice-band pattern formation in which mean ice concentration A is 0.9. (a) Ice concen-
tration along the black arrow of Fig. 18b, (b) horizontal distribution of initial ice concentration,
and (c) ice-band patterns after 10 days from the initial state of (b). White arrows denotes the
wind vectors.
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Figure 19: Ice-band pattern distribution with respect to wind direction and ice concentration.
(a) Typical types of ice-band pattern.× denotes a pattern without band formation.〇 denotes
a pattern dominated by the effect of initial random ice concentration. △ denotes a pattern
representing band formation due to initial random ice concentration in the interior ice field
along with an effect of ice-edge without band formation.□ denotes a pattern representing band
formation due to both the effect of ice edge and the effect of the initial random ice concentration.
◇ denotes a pattern dominated by the effect of ice edge with band formation. White arrows in
the patterns denote wind vectors. (b) Ice-band pattern type distribution with respect to wind
direction θa and ice concentration A.
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Figure 20: Effect of ice thickness on the ice-band pattern formation. Ice thickness of (a) 0.1 m
and (b) 1.0 m. Results on day 7 are shown. The color shade denotes the sea-ice concentration.

Figure 21: Relationship between ice-water drag coefficient CDiw and band spacing λ. ● denotes
numerical results. 〇 denotes cases that give two numerical values for a single drag coefficient.
Three curves in this figure denote theoretical results of 1st, 2nd, and 3rd modes, respectively,
evaluated by the band propagation speed with varying CDiw.
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Figure 22: Experiments with variable wind intensities. The wind intensity varied with (a) 2-day,
(b) 4-day, and (c) 8-day periods. The upper panels display the wind intensity with time, while
the lower panels display numerical results on day 7. The color shade in the lower panels denotes
the sea-ice concentration

Figure 23: Relationship between latitude (Coriolis parameter) and band spacing. ● denote the
numerical results. Dashed curve indicates the theoretical results.
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Figure 24: Non-rotational experiment. (a) Initial sea-ice concentration. (b) Sea-ice concentra-
tion 4 days after the initial state. (c) Vertical section of the velocity field. The vector unit is
ms−1. The vertical velocity is multiplied by 1000 to draw the vectors. The color shade denotes
the vertical velocity.
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